
Recent Trends in  
Artificial Neural Networks 

from Training to Prediction

Edited by Ali Sadollah  
and Carlos M. Travieso-Gonzalez

Edited by Ali Sadollah  
and Carlos M. Travieso-Gonzalez

Artificial intelligence (AI) is everywhere and it’s here to stay. Most aspects of our lives 
are now touched by artificial intelligence in one way or another, from deciding what 
books or flights to buy online to whether our job applications are successful, whether 

we receive a bank loan, and even what treatment we receive for cancer. Artificial 
Neural Networks (ANNs) as a part of AI maintains the capacity to solve problems such 

as regression and classification with high levels of accuracy.

This book aims to discuss the usage of ANNs for optimal solving of time series 
applications and clustering. Bounding of optimization methods particularly 

metaheuristics considered as global optimizers with ANNs make a strong and reliable 
prediction tool for handling real-life application. This book also demonstrates how 

different fields of studies utilize ANNs proving its wide reach and relevance.

Published in London, UK 

©  2020 IntechOpen 
©  ktsimage / iStock

ISBN 978-1-78985-419-0

Recent Trends in A
rtificial N

eural N
etw

orks - from
 Training to Prediction





Recent Trends in Artificial 
Neural Networks - from 
Training to Prediction

Edited by Ali Sadollah  
and Carlos M. Travieso-Gonzalez

Published in London, United Kingdom





Supporting open minds since 2005



Recent Trends in Artificial Neural Networks - from Training to Prediction
http://dx.doi.org/10.5772/intechopen.77409
Edited by Ali Sadollah and Carlos M. Travieso-Gonzalez

Contributors
Silvia Lopes de Sena Taglialenha, Rubén Augusto Romero Lázaro, Soumya Ghosh, Mrinmoy Majumder, 
Mohd Arfian Ismail, Vitaliy Mezhuyev, Mohd Saberi Mohamad, Shahreen Kasim, Ashraf Osman Ibrahim, 
Octavian Dumitru, Gottfried Schwarz, Mihai Datcu, Meisam Gordan, Zubaidah Ismail, Zainah Ibrahim, 
Hashim Huzaifa, Helton Maia Peixoto, Rafael Marrocos Magalhães, Richardson Menezes, Paola Sánchez-
Sánchez, José Rafael García-González, Leidy Perez Coronell, Miguel Melgarejo, Diego Mayorga, Nelson 
Obregón, Cristian Rodriguez

© The Editor(s) and the Author(s) 2020
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of 
the individual chapters, provided the original author(s) and source publication are appropriately 
acknowledged. If so indicated, certain images may not be included under the Creative Commons 
license. In such cases users will need to obtain permission from the license holder to reproduce 
the material. More details and guidelines concerning content reuse and adaptation can be found at 
http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2020 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 7th floor, 10 Lower Thames Street, London,  
EC3R 6AF, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Recent Trends in Artificial Neural Networks - from Training to Prediction
Edited by Ali Sadollah and Carlos M. Travieso-Gonzalez
p. cm.
Print ISBN 978-1-78985-419-0
Online ISBN 978-1-78985-420-6
eBook (PDF) ISBN 978-1-78985-859-4



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

4,600+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

120,000+
International  authors and editors

135M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

 





Meet the editors

Ali Sadollah received his BS degree in mechanical engineering, 
solid states, from Azad University, Semnan Branch, Iran in 2007 
and MS degree in mechanical engineering, applied mechanics, 
from the University of Semnan, Semnan, Iran in 2010. He ob-
tained his Ph.D. at the Faculty of Engineering, the University of 
Malaya, Kuala Lumpur, Malaysia in 2013. Also, he has served as a 
postdoctoral research fellow for more than 2 years at Korea Uni-

versity, Seoul, South Korea. In 2016 for a year, he has served as a research staff at 
Nanyang Technological University, Singapore. Afterward, he was a guest assistant 
professor at Sharif University of Technology, Tehran, Iran for 2 years. Currently, he 
is an assistant professor at the department of mechanical engineering at University 
of Science and Culture, Tehran, Iran. His research interests include algorithm devel-
opment, optimization and metaheuristics, applications of soft computing methods 
in engineering, artificial neural networks, and computational solid mechanics.

Carlos M. Travieso-González received his MSc degree in Tele-
communication Engineering at the Polytechnic University of 
Catalonia, Spain, in 1997, and his PhD degree at the University 
of Las Palmas de Gran Canaria (ULPGC-Spain) in 2002. He 
is Full Professor of Signal Processing and Pattern Recognition 
and Head of the Signals and Communications Department at 
ULPGC, teaching signal processing and learning theory since 

2001. His research includes biometrics, biomedical signals and images, data min-
ing, classification systems, signal and image processing, machine learning, and 
environmental intelligence. He has researched in 51 international and Spanish 
research projects, some of them as head researcher. He is co-author of four books, 
co-editor of 24 proceedings books, guest editor for eight JCR-ISI international 
journals, and author of up to 24 book chapters. He has over 440 papers published 
in international journals and conferences (72 of them indexed on JCR–ISI-Web 
of Science). He has published seven patents in the Spanish Patent and Trademark 
Office. He has been supervisor of eight PhD theses (12 more are under supervi-
sion) and 130 masters theses. He is founder of the IEEE IWOBI conference series 
and president of its Steering Committee, the InnoEducaTIC conference series, and 
the APPIS conference series. He is an evaluator of project proposals for the Euro-
pean Union (H2020), Medical Research Council (MRC–UK), Spanish government 
(ANECA-Spain), Research National Agency (ANR-France), DAAD (Germany), 
Argentinian government, and Colombian institutions. He has been a reviewer in 
different indexed international journals (70) and conferences (220) since 2001. 
He has been a member of the IASTED Technical Committee on Image Process-
ing since 2007 and a member of the IASTED Technical Committee on Artificial 
Intelligence and Expert Systems since 2011. He will be ACM-APPIS 2021 General 
Chair and IEEE-IWOBI 2020 and 2020, and was ACM-APPIS 2020 General Chair, 
IEEE-IWOBI 2019 General Chair, APPIS 2019 General Chair, IEEE-IWOBI 2018 



General Chair, APPIS 2018 General Chair, InnoEducaTIC 2017 General Chair, 
IEEE-IWOBI 2017 General Chair, IEEE-IWOBI 2015 General Chair, InnoEducaT-
IC 2014 General Chair, IEEE-IWOBI 2014 General Chair, IEEE-INES 2013 Gener-
al Chair, NoLISP 2011 General Chair, JRBP 2012 General Chair, and IEEE-ICCST 
2005 Co-Chair. He is associate editor of the Computational Intelligence and Neuro-
science journal (Hindawi—Q2 JCR-ISI). He was Vice-Dean of the Higher Technical 
School of Telecommunication Engineers in ULPGC from 2004 to 2010, and Vice-
Dean of Graduate and Postgraduate Studies from March 2013 to November 2017. 
He has won “Catedra Telefonica” Awards in Modality of Knowledge Transfer in the 
2017, 2018, and 2019 editions.

Contents

Preface III

Section 1
1Time Series and Artificial Neural Networks

Chapter 1 3
Time Series from Clustering: An Approach to Forecast Crime
Patterns
by Miguel Melgarejo, Cristian Rodriguez, Diego Mayorga and
Nelson Obregón

Chapter 2 23
Encountered Problems of Time Series with Neural Networks:
Models and Architectures
by Paola Andrea Sánchez-Sánchez, José Rafael García-González and
Leidy Haidy Perez Coronell

Section 2
41Metaheuristics and Artificial Neural Networks

Chapter 3 43
Electric Transmission Network Expansion Planning with the
Metaheuristic Variable Neighbourhood Search
by Silvia Lopes de Sena Taglialenha and Rubén Augusto Romero Lázaro

Chapter 4 61
An Improved Algorithm for Optimising the Production of
Biochemical Systems
by Mohd Arfian Ismail, Vitaliy Mezhuyev, Mohd Saberi Mohamad,
Shahreen Kasim and Ashraf Osman Ibrahim

Section 3
79Applications of Artificial Neural Networks

Chapter 5 81
Object Recognition Using Convolutional Neural Networks
by Richardson Santiago Teles de Menezes, Rafael Marrocos Magalhaes
and Helton Maia



Contents

Preface XIII

Section 1
1Time Series and Artificial Neural Networks

Chapter 1 3
Time Series from Clustering: An Approach to Forecast Crime
Patterns
by Miguel Melgarejo, Cristian Rodriguez, Diego Mayorga and
Nelson Obregón

Chapter 2 23
Encountered Problems of Time Series with Neural Networks:
Models and Architectures
by Paola Andrea Sánchez-Sánchez, José Rafael García-González and
Leidy Haidy Perez Coronell

Section 2
41Metaheuristics and Artificial Neural Networks

Chapter 3 43
Electric Transmission Network Expansion Planning with the
Metaheuristic Variable Neighbourhood Search
by Silvia Lopes de Sena Taglialenha and Rubén Augusto Romero Lázaro

Chapter 4 61
An Improved Algorithm for Optimising the Production of
Biochemical Systems
by Mohd Arfian Ismail, Vitaliy Mezhuyev, Mohd Saberi Mohamad,
Shahreen Kasim and Ashraf Osman Ibrahim

Section 3
79Applications of Artificial Neural Networks

Chapter 5 81
Object Recognition Using Convolutional Neural Networks
by Richardson Santiago Teles de Menezes, Rafael Marrocos Magalhaes
and Helton Maia



Chapter 6 93
Prediction of Wave Energy Potential in India: A Fuzzy-ANN
Approach
by Soumya Ghosh and Mrinmoy Majumder

Chapter 7 105
Deep Learning Training and Benchmarks for Earth Observation
Images: Data Sets, Features, and Procedures
by Mihai Datcu, Gottfried Schwarz and Corneliu Octavian Dumitru

Chapter 8 117
Data Mining Technology for Structural Control Systems: Concept,
Development, and Comparison
by Meisam Gordan, Zubaidah Ismail, Zainah Ibrahim and
Huzaifa Hashim

XII

Preface

In recent years, applications and utilization of artificial neural networks (ANNs)
have increased drastically. Applications range from prediction of wave energy
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In this book, ANNs and applicable nature of ANNs and its importance are
highlighted by explaining different aspects of ANNs. This book starts with time
series problems, describing models and an application for clustering, and then
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Chapter 1

Time Series from Clustering:
An Approach to Forecast Crime
Patterns
Miguel Melgarejo, Cristian Rodriguez, Diego Mayorga
and Nelson Obregón

Abstract

This chapter presents an approach to forecast criminal patterns that combines
the time series from clustering method with a computational intelligence-based
prediction. In this approach, clusters of criminal events are parametrized according
to simple geometric prototypes. Cluster dynamics are captured as a set of time
series. The size of this set corresponds to the number of clusters multiplied by the
number of parameters per cluster. One of the main drawbacks of clustering is the
difficulty of defining the optimal number of clusters. The paper also deals with this
problem by introducing a validation index of dynamic partitions of crime events
that relates the optimal number of clusters with the foreseeability of time series by
means of non-linear analysis. The method as well as the validation index was tested
over two cases of reported urban crime. Our results showed that crime clusters can
be predicted by forecasting their representative time series using an evolutionary
adaptive neural fuzzy inference system. Thus, we argue that the foreseeability of
these series can be anticipated satisfactorily by means of the proposed index.

Keywords: crime, crime pattern theory, Fuzzy clustering, neuro-fuzzy systems,
evolutionary computation

1. Introduction

A crime is an event that emerges from opportunities configured by the interac-
tion of offenders, victims, and the surrounding environment [1]. The process
behind a crime event has a decisional nature which evaluates the benefits and risks
for the offender [2]. Because of the social value in understanding and preventing
crime, it has been studied from different perspectives. It has been noted that crime
is a complex phenomenon [3] since criminal activity is connected to the complex
dimension of social systems and their actors [4].

Environmental criminology recognizes that crime is not uniformly distributed
over space, time, or society [5]. Finding rules that explain the non-randomness of
crime dynamics has become an intense research area. Typically, stochastic process
analysis has been used in the study of crime dynamics [6–8]. However, other episte-
mological approaches, like fuzzy set theory [9], non-classical topology [10], and
complex network theory [11] have been also applied to describe this phenomenon.
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Crime pattern theory points out that crime forms patterns in space, time, and
society [5, 10]. A pattern is the interconnection between objects, rules, or processes.
This interconnection can be either physical or conceptual. This theory deals with the
problem of forecasting when and where a criminal event will occur. The observa-
tion of patterns can come from evidence or theoretical considerations. Therefore,
the analysis of criminal patterns can be described in terms of agents, rules, or
clusters of events taking as a reference the structure of the urban form [12].

Crime is ubiquitous in modern cities [13]. It has been observed that there are
urban areas with high crime concentration [8]. Therefore, the term space-time
dynamics of crime indicates how crime patterns evolve in time and space. A recent
work [11] approaches the analysis of crime dynamics by suggesting that robberies
are geographically correlated with urban form. A previous work addressed a similar
perspective by means of fuzzy topology [10]. In this case, it was observed that
crime patterns correlate to the fuzzy edges of neighborhoods, disperse into vulner-
able neighborhoods, and concentrate on some main roads.

Some techniques for non-hierarchical clustering have been employed to detect
spatial patterns of criminal activity [14], including basic fuzzy clustering (i.e.,
Fuzzy C-means algorithm) [9]. However, the problems of criminal directionality
and crime dynamics using this perspective have been recently addressed in a work
by Mayorga et al. [15]. Fuzzy clustering algorithms for spatio-temporal data have
been introduced recently. However, these algorithms are mainly focused on clus-
tering of time series (CTS). An enhanced version of the Fuzzy C-means algorithm
was proposed to consider both spatial and temporal components of data [16]. This
algorithm deals with the clustering of time series produced by spatial sources (i.e.,
sensors, monitoring stations, etc.). The method is well adjusted to cluster time series
that come from a structured sampling of spatial variables. However, when analyz-
ing criminal events, time series provided by sensors are not available, only discrete
points of criminal activity in space and time. Thus, the algorithm is not suitable for
analyzing this kind of data. Another spatio-temporal fuzzy clustering algorithm was
reported in a study by Ji et al. [17]. Clusters are assigned over time series by
introducing a switching function that establishes the correspondence between a
section of a time series and a cluster in the partition. This algorithm also assumes
that time series are available, which is not how spatio-temporal criminal data are
collected and studied.

This work deals with clustering the dynamics of criminal events and to forecast
it. It contributes by introducing a method that: (1) uses a clustering reorganization
algorithm that tracks the dynamics of crime clusters by producing time series of
their geometric parameters, (2) sets the optimal number of clusters by minimizing a
fuzzy partition index that quantifies the predictability of time series, and (3) fore-
casts the time series by means of evolutionary-fuzzy predictors. Conceptually, the
main contribution of this work is focused on strengthening the time series from
clustering (TSC) method in forecasting crime patterns and connecting the quality of
a dynamic partition of crime events with concepts of non-linear analysis.

The method is applied over two independent study cases: (1) house burglary in
San Francisco, USA and (2) cellular phone robbery in Bogota DC, Colombia. A
comparison between the best and worst situations predicted by the introduced
index is also provided in each case, giving a preliminary validation. Results reveal
that our approach is promising in terms of prediction capabilities, which motivates
its application to forecast spatial crime patterns over fine temporal scales. Hence,
this method may be considered as a working tool in the practice of predictive
policing [18].

The paper is organized as follows: Section 2 describes our method in detail,
reviews our clustering organization algorithm, introduces the dynamic fuzzy
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partition quality index, and describes the forecasting approach. Section 3 presents
our results for the two study cases. Section 4 discusses our main findings and
presents some conclusions.

2. Method

The overall TSC method is depicted in Figure 1. Reported spatial events are
organized and filtered in frames according to a time scale (i.e., daily, weekly, etc.).
A clustering algorithm is applied over these data frames in order to detect and track
spatial patterns. These clusters are synthesized in terms of relevant spatial variables
computed from each data frame, resulting in several time series. This process is
repeated until the maximum number of clusters is reached. Non-linear signal anal-
ysis is used to compute a foreseeability index for all time series. The optimal
number of clusters is selected as the one that minimizes this index. Selected time
series are characterized in order to perform their forecasting. These stages are
described in detail as follows.

2.1 Data organization

Reported criminal events are grouped in time frames. These events must have a
specified date, and longitude and latitude of occurrence to be organized. Time can
be defined daily, weekly, monthly, etc., depending on the number of events in the
database. Time frames can be generated independently (i.e., without sharing any
events) or with some amount of overlapping (i.e., sharing some events).

2.2 Clustering reorganization algorithm

Following data organization, clustering of criminal events in a given number of
clusters is performed. The result is a set of time series that represents the spatio-
temporal dynamics of crime. The number of time series is equivalent to the
predefined number of clusters C multiplied by the number of parameters per
cluster. It is important to ensure that these resulting time series have spatial and
temporal structure. The clustering reorganization algorithm (CRA) was proposed in
[15]. This algorithm ensures that the order of the identified clusters remains the

Figure 1.
The time series from clustering method uses a clustering reorganization algorithm over reported data to produce
clusters of crime events that evolve in time and space. The evolution is represented by means of time series of
the clusters’ parameters. A designed index relates the number of clusters with the foreseeability of time series by
using non-linear analysis.
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same throughout the time. In CRA, the clusters are identified by the Fuzzy C-Means
algorithm (FCM) [19]. The outline of clusters can also be determined by several
other clustering algorithms, such as the Gustafson-Kessel [20], among others. The
identification of the clustering algorithm is related to the possible prototypes that
can be found in the data frames. These prototypes are related to the urban form
where the events take place [11].

The FCM and other algorithms alike initialize their parameters randomly. In this
case, the centers of the clusters, their order and the membership values vary from
one clustering experiment to another. Because of this random initialization, the
clusters identified will not remain in the same zone, nor will the order of the fuzzy
partitions created be preserved throughout time.

Therefore, if a study of C clusters is carried out, there must be certainty that the
order of the partitions is maintained. It was considered for this case that the spatio-
temporal trends in crime tend to be regular due to the normal population behavior.
Thus, if a cluster is identified in a time frame, call it Cl, then in all future time
frames clusters must be identified near that previously identified cluster. Euclidean
distance is taken as a basis for the evaluation between the centers of the clusters of
the different time frames (Time frame 0 and Time frame k). The CRA obtains a
time series from clustering in five steps. These steps are: Initialization, Iteration,
Distance Evaluation, Discarding non-minima, and Assignment.

First, in the initialization stage, the CRA requires the number of clusters to be
set, the k-th time frame in which the dataset is in, as well as, the center guide
matrix. The center guide determines the order of the clusters in the future time
frames. As a second step, the CRA ensures that throughout all time frames, the
number of clusters is maintained. In this step, the algorithm verifies that for each
reorganization process carried out, each center identified in the time frame k is
assigned to a different cluster in the center guide (time frame 0). If the number of
clusters is not maintained, this stage is responsible for executing the FCM algorithm
once more to re-evaluate the organization of the clusters.

Third, in the distance evaluation stage, the process to measure the Euclidean

distance d kð Þ
ij between the center of clusters identified in time frames t0 and tk,

where i and j represent the cluster order of the k‐th frame and the first frame,
respectively, takes place as follows:

d kð Þ
ij ¼
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where d kð Þ
ij is the Euclidian distance between the center of the cluster j in time 0

and the cluster i in time k. Based on this distance evaluation, a criterion for the
reorganization is established, where the clusters order is assigned according to the
minimum distance of each cluster to the centers in the center guide matrix.

Even though clusters will tend to occupy the same zones, in certain cases there
may be some clusters that are identified further away from their usual locations. To
prevent the CRA confusing the cluster organization, the “discarding non-minima”
stage is introduced. In this stage, it is assumed that the i-th center cri in time frame k
to the closest j-th center cr j in the time frame 0 is selected for the order in which the
i-th cluster is organized.

Finally, the assignment stage takes place once the iteration condition is met. The
centers and the membership values have already been assigned in the correct order,
according to the identification of the clusters in the first time frame. This stage
assigns the correct order to the variables of the centers of the clusters as well as to
the membership value of each event. By doing so for each time frame, once the
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whole time window is processed there will be a set of time series that represents the
spatio-temporal dynamics of the groups that have been identified by the clustering
algorithm.

An example of three time series that surrogate the dynamics of a cluster is
depicted in Figure 2. The spatial dynamics of a cluster is presented as a circle that
moves in different frames and whose radius also changes. The dynamics of this
cluster is summarized by three time series: X tð Þ displacement of the cluster centroid
in dimension x, Y tð Þ displacement of the cluster centroid in dimension y, and R tð Þ
radius of the cluster measured as the Euclidean distance from its centroid to the
farthest criminal event that belongs to the cluster.

2.3 Non-linear signal processing and optimal number of clusters

2.3.1 The MIG index

The memory, information, and geometry (MIG) index is proposed in this work
as a scalar that quantifies the predictability of a time series obtained from the CRA.
The index is constructed as follows:

q ¼ hI
G
M

(2)

The predictability of a time series becomes more plausible as the MIG index is
minimized. M evaluates the amount of non-linear correlation inside the time series
(i.e., Memory). I is an indicator of how much information is produced by the signal.
G accounts for the size of the phase space in which the dynamics can be embedded
(i.e., Geometry).

In practical terms, the MIG index for a time series S tð Þ can be evaluated from
statistics grounded in non-linear signal processing and chaos theory as:

qS ¼ q S tð Þð Þ ¼ eλ
D
τ

(3)

where λ corresponds to the estimated Largest Lyapunov Exponent (LLE) of S tð Þ,
D is the size of the embedding space of the series obtained from the estimation of

Figure 2.
Example of time series that describe a cluster dynamics. Parameters of a circular cluster tracked by the CRA
evolve in time producing three time series that correspond to: Horizontal displacement X tð Þ, vertical
displacement Y tð Þ, and radius of the cluster R tð Þ.
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the False Nearest Neighbors in the attractor dynamics of the signal and τ is the
correlation lag located in the first minimum of the mutual average information of
S tð Þ. A detailed explanation about the computation of these quantities can be found
in [21], while a practical estimation of LLEs is proposed in [22].

2.3.2 Optimal number of clusters

Dynamics of the i‐th cluster is represented by three signals (i.e., Xi tð Þ, Yi tð Þ, and
Ri tð Þ), then the MIG index qC for the dynamics of a partition with C clusters is
computed as follows:

qC ¼
1
C

XC
i¼1

qXi
þ 1
C

XC
i¼1

qYi
þ 1
C

XC
i¼1

qRi
(4)

The optimal number of clusters Copt is obtained by minimizing qC:

Copt ¼ arg min qC j

� �� �
Cj ¼ 2, 3, … ,Cmax (5)

where Cmax is the largest number of clusters considered in the optimization
process.

The minimum MIG index qoptC suggests that in average the time series produced
when Cj ¼ Copt is more predictable than in any other case. Thus the dynamics
should be studied over 3 ∗Copt signals.

2.4 Time series characterization

MIG index is proposed as an a-priori estimation of the predictability of a time
series produced by the CRA. The signals that belong to the most and least predict-
able scenarios should be forecasted so the MIG validity can be corroborated, how-
ever it is computationally expensive. Instead, these signals are characterized
through several statistics (independent from the MIG index) in order to select some
as the most representative signals for each scenario.

2.4.1 Characterization

Characterization is performed through a selected group of statistics: the first and
second estimated statistical moments of the distribution p of the series S tð Þ, the
Shannon entropy and the number of lags beyond which the autocorrelation of S tð Þ is
effectively zero. The estimators [23] of the two first statistical moments are com-
puted as follows:

μ ¼ 1
L

XL

k¼1
Sk (6)

σ ¼ 1
L� 1

XL

k¼1
Sk � μj j2 (7)

where Sk is the discrete representation of S tð Þ and L is the number of samples.
The third measure, the entropy described in (8), is related to the information

uncertainty inside the series. A high entropy value is interpreted as a low-
predictability variable.
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E ¼ �
XL
i¼1

p Sð Þ ∗ log p Sð Þð Þ (8)

The autocorrelation function is shown in Eq. (9). The proposed measure repre-
sents a confidence bound of the number of regressors with a linear dependence on
the signal. It establishes the grade of possible foreseeability in the basis of its
periodical behavior as long as forecasting crime is given in terms of stochastic
processes [24].

rh ¼ ch
c0

(9)

ch ¼ 1
L� 1

XL�h

k¼1
Sk � S
� �

Skþh � S
� �

S the average of the signal. The number of lags Lg is obtained when ch drops
below 0:2c0 for h>0.

2.4.2 Series analysis

The chosen statistics are applied over time series whereby a four-dimensional
vector (Eq. (10)) is obtained per signal:

vS ¼ μ, σ,E,Lg½ � (10)

where S is the class identification of the corresponding series: X—displacement
of the cluster in dimension x, Y—displacement of the cluster in dimension y, and
R—radius of the cluster. These vectors are arranged in matrices as in Eq. (11). In
this way, the analysis is done for each matrix separately:

MS ¼
vS1
⋮
vSC

0
B@

1
CA (11)

where C represents the number of clusters.

• Normalization: the aim is to find the most representative signals (i.e., X,Y,R).
The statistics are considered as a way to describe each series, but most of them
have a dependence of the scale avoiding a comparison in value. Consequently,
a difference of one order of magnitude could be significant in the lags of
autocorrelation, but insignificant in the mean. Therefore, normalization is a
way to establish a common reference. In this case, the normalization
interval is 0, 1ð � avoiding the value 0. Each MS matrix is independently
normalized.

• Finding the average vectors: an average vector is built from the normalized
matrices. As per the last step, this process is independently applied. It is
important to emphasize that in a determined clustering, there is an average
vector vS for each MS:

vS ¼ 1
C

XC
i¼1

vsi

 !
(12)
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• Determining distances: the distance between each row of the matrices MS and
the corresponding average vector is computed. Thereby, the Euclidean
distance is calculated for all vectors vSi as follows:

dvSvSi ¼ vS � vSið Þ vS � vSið ÞT
� �1=2

(13)

The matrices DS are organized by collecting the distances calculated from the
matrices MS.

DS ¼
dvSvS1
⋮

dvSvSC

0
B@

1
CA (14)

• The fittest vectors: finally, the series corresponding to the position of the
minimum value in each matrix DS is chosen as the most representative signal.
Thus, there are three representative signals obtained from DX, DY , and DR
which are referenced as X f tð Þ, Y f tð Þ, and Rf tð Þ, respectively. These three signals
are taken in the forecasting stage as representation of the clustering dynamics for
a given number of clusters. Particularly, the representative signals for the best
and worst conditions of the MIG index are considered in this work.

2.5 Evolutionary-fuzzy forecasting of representative time series

Forecasting of representative time series is carried out by means of a custom
memetic algorithm [25, 26]. The heuristic was proposed in [27] as the
combination of the differential evolution algorithm [28] and the adaptive
neuro-fuzzy inference system (ANFIS) [29]. The general flow graph of the
algorithm is shown in Figure 3.

2.5.1 Differential memetic neuro-fuzzy algorithm

A memetic algorithm allows to take advantage of both global and local search. In
this manner, the optimization space can be explored widely and deeply. The differ-
ential evolution algorithm (highlighted in orange) is chosen as the global optimizer,
on account of its use for optimizing multidimensional real-valued functions. In
addition, it has been successfully applied for model optimization of complex sys-
tems [30]. Several variants of this algorithm have been proposed in literature,
taking into account the multiplicity of elitism strategies, chromosome representa-
tions, and mutation operators. ANFIS (highlighted in pink) is implemented as the
supervised learning strategy of the memetic algorithm. It uses the gradient of the
objective function on the basis of its differentiability to search for solutions around
a locality of the optimization landscape. ANFIS is supported on Sugeno-type fuzzy
systems with gaussian membership functions in the inputs [29, 31]. In addition, the
proposed fuzzy system has m rules, which also corresponds to the number of
membership functions in each input and the amount of singleton fuzzy sets in the
output. Each rule relates the r� th group of membership functions in the inputs
with the ith singleton value in the output [30].

As shown in the flowgraph in Figure 3, when the population is adapted by
ANFIS, it is necessary to re-evaluate the solutions and later, according to the fitness
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function, select them. This re-evaluation must be carried out since ANFIS relies on
the RMSE to evaluate the solutions but the memetic algorithm relies on the fitness
function. Thus, an interesting individual for ANFIS may not necessarily be good
according to its fitness score.

In order to guarantee population diversity, and avoiding a fast-convergence
caused by ANFIS, the diversity calculator considered is the FANO factor [26],
which calculates the average variation of the mean in the membership functions
according to Eq. (15). The population is re-initialized if the FANO factor is greater
than a given threshold:

F̂ ¼ 1
n ∗m

Xn ∗m
i¼1

1
j�1
P j

f¼1 Dfl �Di
� �2

Dl

0
@

1
A ∗

1
gen

(15)

where

Dl ¼ 1
j

Xj

i¼1
Dli

Figure 3.
The evolutionary algorithm used to tune fuzzy forecasters. This algorithm uses the script of the differential
evolution algorithm with a step of local search provided by an adaptive neural fuzzy inference system.
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function. Thus, an interesting individual for ANFIS may not necessarily be good
according to its fitness score.
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And n ∗m is the number of membership functions in the inputs, Dli is the
average of the i‐th membership function of the l‐th individual, and gen is the current
generation.

2.5.2 Fitness function

The root mean squared error (RMSE) index used by ANFIS may not be appro-
priate for guiding the global search of an evolutionary algorithm [30] while dealing
with complex behaviors. Thus, a problem-oriented fitness function to evaluate
candidate solutions must be designed. This function is significant because it pro-
vides the criteria to judge a solution and its performance. In addition, it is impera-
tive to include several performance indicators to check solutions in a more precise
and proper manner. This process is carried out by minimizing the following
expression:

f ¼ 1�NSEð Þ ∗MAE
POCID

(16)

The fitness function is composed of three indexes. Each one has been chosen to
guide the evolution regarding features in the best solution. Thus, many possible
solutions that do not have a near-zero mean error but can forecast the series
properly, will be explored.

The Nash-Sutcliffe efficiency (NSE) is conceived as an overall performance
measure. It is a normalized statistic that determines the relative magnitude of the
residual variance compared to the measured data variance [32]. A value of 1 corre-
sponds to a perfect match of the modeled d̂ to the observed data d.

NSE ¼ 1�
PN

k¼1 dk � d̂k
� �2

PN
k¼1 dk � d̂k
� �2 (17)

The mean absolute error (MAE) represents a clear interpretation of the absolute
difference between the series and its forecasting, relative to the series [33]. It is
chosen instead of RMSE because the series has several peaks and it is necessary to
rest importance on them in the forecasting. If it was not done, the fitness function
would penalize errors in the lowest values (i.e., near the mean) more than in the
highest ones.

MAE ¼ 1
N

XN
i¼1

dk � d̂k
dk

�����

����� (18)

Prediction of change in direction (POCID) is a non-linear index included to
ensure that a forecast that does not fit the series well, but follows its direction
changes reliably, gets a good score [34]. As a multiplicative inverse, it causes an
increase in the fitness function as large as how far the fitness score is from the
optimal value.

POCID ¼
PN

k¼1Bk

N
(19)
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where

Bk ¼ 1, if dk � dk�1ð Þ d̂k � d̂k�1
� �

≥0

0, otherwise

 
(20)

NSE ¼ 1 and MAE ¼ 0 represent the two roots of f , hence these are enough
reasons to consider a solution as the best, but the POCID operates as a non-linear
penalizer.

3. Results

The method outlined in the previous section was applied to forecast criminal
patterns in two cities: San Francisco, USA and Bogota, Colombia. Results obtained
from evolved fuzzy predictors are described in this section. In addition, evidence is
presented from these cases about the validity of the MIG index for setting the
optimal number of clusters of a dynamic partition of crime events.

3.1 Results for San Francisco, USA

3.1.1 Data organization

The criminal dataset for the city of San Francisco was obtained online through
the open data services provided by the local government of the city. The dataset
used in this work registers about 70,000 criminal events between years 2003 and
2015. Each criminal register contains attributes such as latitude, longitude, time,
date, type of crime, among others. For the purposes of this study, only house
burglary registers were considered, and from each register only latitude, longitude,
and date were taken into account. Each spatial register was projected by means of
the universal mercator system taken the location of the city of San Francisco as
reference. Relative distances were expressed in meters. Time frames of criminal
activity were created by aggregating the crime events of the last 7 days. Frames
iterate from 1 day to the next. A total of 3195 time frames were produced.

3.1.2 Optimal number of clusters

Optimization of the MIG index was carried out over time series from clustering
with C ¼ 2:::16, as shown in Figure 4. There was not be a clear criteria to set the
maximum number of clusters to be considered in the optimization of any clustering
validation index. In this case, the maximum was determined by taking into account
that San Francisco city is divided in 10 police districts. Thus, the optimization was
computed considering just three additional clustering settings (i.e. C ¼ 12, 16, 20).
It was observed for these values that the MIG index diverged too fast, since in
C ¼ 20, it reached a value greater than the first maximum by about two orders of
magnitude. The optimal MIG index is obtained for C ¼ 4, whose value is around
30% of the maximum. However, the index found in C ¼ 5 is quite similar to the
optimum. It is expected to find a similar predictability potential for these two cases.

The difference between the extreme cases may be explained by examining
Figure 5. Note that for Copt ¼ 4, big areas are covered so that clusters concentrate a
greater number of crime events. Therefore, the spatial variability of clusters in the
optimal case is less subject to fluctuations than that of the worst case. In other
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words, the dynamics of clusters in the optimum case would exhibit the lowest level
of disorder.

An example of cluster dynamics for house burglaries in the city of San Francisco,
USA. In this example, four clusters were tracked with the clustering reorganization
algorithm (CRA).

3.1.3 Characterization of time series

According to the MIG index, only clustering results for C ¼ 4 and C ¼ 16 groups
were considered. These cases represent the most and least predictable dynamic
partitions. It is necessary to choose a representative time series (Rep) in the two
scenarios, denoting them as the optimal scenario (i.e., minimum MIG index) and
the control scenario (i.e., maximum MIG index). Table 1 summarizes some results
from this process. In column S, the field “[i]” refers to the cluster number. As
shown in this table, selected series are from different clusters since the first aim of
the forecasting in this study is to have a preliminary validation of the MIG index
instead of developing an exhaustive forecast. Representative series (Rep) are
selected by finding the minimum distance between their characterization vector
and the mean vector of a class S (i.e., X, Y, and R) according to Eqs. (10)–(14).

3.1.4 Forecasting results

Once the series were selected, the memetic algorithm was configured to com-
pute the forecasting with 70% of the data (i.e., 2236 days) and compute the

Figure 4.
MIG index computed for house burglaries in the city of San Francisco, USA. The minimum of the MIG index
appears at four clusters, where it is expected that time series from clustering are the most predictable.

Figure 5.
An example of cluster dynamics for house burglaries in the city of San Francisco, USA. In this example, four
clusters were tracked with the clustering reorganization algorithm (CRA).
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validation with the other 30% of the data (i.e., 959 days). In order to initialize the
algorithm in such a way that the search space could be explored widely with the
least possible computational cost, guaranteeing the simplicity of the solutions, a set
of experiments was launched for the combination of parameters presented in
Table 2. The number of generations and population size were selected as the
maximum values in which at least a difference of 0.1% between consecutive gener-
ations was found in the fitness function of the fittest solutions. Number of Epochs
was chosen to avoid frequent loss of diversity so that the FANO factor was close to
the selected threshold. Regarding the fuzzy predictor, the number of regressors in
the inputs and the number of rules were selected by finding the maximum values in
which the Pearson coefficient for the forecast and real data did not change in more
than 2%.

From selected configuration values, due to the random initialization of the
memetic algorithm, over 10,000 experiments were run per series. Table 3
summarizes the performance of the best fuzzy predictors found by the memetic
algorithm. Pearson’s correlation coefficient between the model and data for the
optimal scenario was the greatest in both training and validation. The same obser-
vation can be stated for the Nash coefficient. The relative difference between
Pearson coefficients of the optimal and control scenarios was about 17% in valida-
tion whereas for the Nash index, the relative difference was 26%. Regarding the
estimated LLE, smaller values were obtained for the optimal scenario, and even a
negative LLE was obtained. Visual results are depicted in Figure 6. Selected time
series exhibited an interesting texture, which was more accentuated in the control
scenario since more peaks appeared randomly and recurrence was not easily
observed.

S μ σ � 10�8 E� 109 Lg DS

Rep Mean Rep Mean Rep Mean Rep Mean Norm

x [1] 0.323 0.323 1.139 1.534 4.692 4.821 9 12.75 0.052

y [2] 0.0810 0.0806 2.3229 4.230 1.765 2.4516 7 11 0.337

R [3] 5.23e-04 5.14e-04 1.5880 1.574 4.292 4.4145 7 19.75 0.044

These series are a representative sample of the entire, set which contains 12 time series (four clusters each one with three
parameters).

Table 1.
Features of representative time series obtained from the TSC method for house burglaries in the city of San
Francisco, USA, considering four clusters.

Parameter Range Step Value

Number of generations 50–500 50 250

Population size 10–50 10 20

Epochs number 1–20 1 5

Number of regressors 3–12 1 8

Number of rules 4–24 4 8

The first three parameters were used to configure the differential evolution algorithm whereas the last two were used to
adjust the Adaptive Neural Fuzzy Inference System.

Table 2.
Parameters of the evolutionary fuzzy predictor used for the city of San Francisco, USA.
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3.2 Results for Bogota, Colombia

3.2.1 Data organization

The dataset for the city of Bogota, Colombia was provided by the Non-
Governmental Organization (NGO) “Fundacion ideas para la paz,” which contains
about 25,000 events of cellular phone robbery registered between the years of 2012
and 2015. Criminal registers contain X-coordinates, Y-coordinates, and dates of
events. No transformation was required since the coordinates were already
expressed in a geographical system adapted to the city. All differential spatial
measurements were processed in meters. As in the previous case, time frames were
created by the aggregation of the criminal events recorded in the last 7 days. A total
amount of 1417 time frames was generated.

3.2.2 Optimal number of clusters

According to Figure 7, the MIG index for Bogota series exhibited a global
minimum at Copt ¼ 3, showing non-convex behavior with respect to the number of

S Pearson coefficient Nash LLE

Training Validation

4 16 4 16 4 16 4 16

x 0.6099 0.3986 0.6942 0.4581 0.3430 0.1534 0.0339 �0.0359
y 0.5447 0.7114 0.4982 0.5546 0.2908 0.5021 �0.0118 0.0796

R 0.8353 0.6645 0.7803 0.6260 0.6296 0.2779 0.0388 0.0677

Average 0.6633 0.5915 0.6576 0.5463 0.4212 0.3111 x x

Dynamic partitions with minimum (4 clusters) and maximum (16 clusters) MIG index were considered.

Table 3.
Forecasting indices for representative time series of two dynamic partitions (house burglaries in the city of San
Francisco, USA).

Figure 6.
Forecasting results for the three representative time series of the cluster dynamics (House burglaries in the city of
San Francisco, USA). Series were obtained from a dynamic partition with four clusters.
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clusters. Note the similarity of the optimal MIG index and the one obtained for
C ¼ 12. The optimization process was carried out for C ¼ 2:::20; however, the last
result with C ¼ 20 was omitted since the MIG index grew exaggeratedly.

A sample of the cluster dynamics is presented in Figure 8 for the optimal case.
However, it is not a straightforward task to infer the result of the optimization
process from this figure. Centroids of clusters are moving, as can be noticed from
the change in shape of the connecting polygon. Note that the radiuses of the clusters
changed in size so different areas were covered from one time frame to another.

3.2.3 Characterization of time series

Characterization of time series of dynamic partitions are summarized in
Table 4. The field “[i]” refers to the cluster number. For these series it is supposed
a-priori that the three-group clustering is more predictable than the five-group,
considering the respective entropies. This result is in accordance with the MIG
index optimization. Regarding the radius series, the number of lags is higher with
respect to the series collection. Representative series (Rep) were selected by finding
the minimum distance between their characterization vector and the mean vector
of a class S (i.e., X, Y, and R) according to Eqs. (10)–(14).

3.2.4 Forecasting results

Table 5 presents the combination of parameters that were used for running the
optimization of the fuzzy forecasters. In this case, 70% of generated samples (i.e.,

Figure 7.
MIG index computed for cellular phone robbery in the city of Bogota, Colombia. The minimum of the MIG
index appears at four clusters, where it is expected that time series from clustering are the most predictable.

Figure 8.
An example of cluster dynamics for cellular phone robbery in the city of Bogota, Colombia. In this example
three clusters were tracked with the clustering reorganization algorithm (CRA).
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An example of cluster dynamics for cellular phone robbery in the city of Bogota, Colombia. In this example
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992 days) were used for training, and the remaining 30% for validation (i.e.,
425 days). The best forecasting results for Bogota series are presented in Table 6.
The Pearson correlation coefficient between the model and real data was greater for
the optimal scenario (i.e., three clusters) with respect to the control scenario (i.e.
five clusters) in both training and validation. The relative difference was about
18 and 12%, respectively. In terms of the Nash index, the optimal scenario exhibited
the highest performance with a relative difference of 31%. Estimated LLEs were
smaller in the optimal scenario with a negative LLE in the case of the X tð Þ signal.
Figure 9 depicts visual results. It can be seen that predicted signals in the optimal
scenario are correlated to the real ones. Signals in the control scenario exhibited
more random peaks, although the recurrence is similar to the optimal case.

S μ� 104 σ � 106 E� 10�5 Lg DS

Rep Mean Rep Mean Rep Mean Rep Mean Norm

x [3] 9.8 9.7 8.115 7.251 1.036 1.4336 7 9 0.251

y [3] 10.9 10.4 11.951 11.265 0.894 0.755 6 8 0.099

R [3] 9.8 0.6 3.854 4.4214 1.723 1.484 163 158 0.15

These series are a representative sample of the entire set, which contains nine time series (three clusters each one with
three parameters).

Table 4.
Features of representative time series obtained from the TSC method for cellular phone robbery in the city of
Bogota, Colombia, considering three clusters.

Parameter Range Step Value

Number of generations 100–400 50 200

Population size 10–50 10 30

Epochs number 1–20 1 4

Number of regressors 3–12 1 8

Number of rules 4–24 4 8

The first three parameters configured the differential evolution algorithm, whereas the last two were adjusted for the
Adaptive Neural Fuzzy Inference System.

Table 5.
Parameters of the evolutionary-fuzzy predictor used for the city of Bogota, Colombia.

Signal Pearson Coefficient 2*Nash 2*LLE

Training Validation

3 5 3 5 3 5 3 5

x 0.8443 0.7388 0.9154 0.6833 0.6546 0.5025 �1.5102 �0.3230
y 0.7238 0.6833 0.4009 0.4755 0.5069 0.2795 1.5157 1.5100

R 0.8879 0.5025 0.7538 0.6441 0.7740 0.5499 1.2457 2.1515

Average 0.8186 0.6708 0.6900 0.6010 0.6452 0.4440 x x

Dynamic partitions with minimum (three clusters) and maximum (five clusters) MIG index were considered.

Table 6.
Forecasting indices for representative time series of two dynamic partitions of cellular phone robbery in the city
of Bogota, Colombia.
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4. Conclusion

Qualitatively speaking, similar results were obtained for the two study cases. In
both cases, the forecasting of time series from the optimal scenario outperformed
that of the control scenario in terms of two statistical indices (i.e., Pearson correla-
tion and Nash coefficients) and one from chaos theory (i.e., LLE). Therefore, we
argue that the MIG index might be useful to evaluate the goodness of a dynamic
partition of crime events. Moreover, it may give a confidential a-priori insight about
the predictability of series synthesized from TSC. Hence, this method produces
coherent series that preserve a temporal structure, which a forecasting method can
take advantage of.

TSC series for both cities exhibited an interesting behavior in terms of their
texture. No evident periodicity was observed and abundant peaks appeared over the
observed time window. Positive LLEs computed in these signals revealed the pres-
ence of a possible chaotic nature of the phenomena. Chaotic texture of these series
speaks about non-stationary spatial crime patterns that evolve continuously pro-
ducing information. Thus, this observation reflects a footprint of complexity for
urban crime as noted in previous studies [35].

As a future work, the proposed method will be tested over other dynamic
phenomena characterized by non-uniform sampling of relevant variables in both
space and time. The method will be also refined by considering other techniques
such as auto-encoder deep neural networks among others.
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Figure 9.
Forecasting results for the three representative time series of the cluster dynamics (cellular phone robbery in the
city of Bogota, Colombia). Series were obtained from a dynamic partition with three clusters.
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Epochs number 1–20 1 4

Number of regressors 3–12 1 8

Number of rules 4–24 4 8

The first three parameters configured the differential evolution algorithm, whereas the last two were adjusted for the
Adaptive Neural Fuzzy Inference System.

Table 5.
Parameters of the evolutionary-fuzzy predictor used for the city of Bogota, Colombia.

Signal Pearson Coefficient 2*Nash 2*LLE

Training Validation

3 5 3 5 3 5 3 5

x 0.8443 0.7388 0.9154 0.6833 0.6546 0.5025 �1.5102 �0.3230
y 0.7238 0.6833 0.4009 0.4755 0.5069 0.2795 1.5157 1.5100

R 0.8879 0.5025 0.7538 0.6441 0.7740 0.5499 1.2457 2.1515

Average 0.8186 0.6708 0.6900 0.6010 0.6452 0.4440 x x

Dynamic partitions with minimum (three clusters) and maximum (five clusters) MIG index were considered.

Table 6.
Forecasting indices for representative time series of two dynamic partitions of cellular phone robbery in the city
of Bogota, Colombia.
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4. Conclusion

Qualitatively speaking, similar results were obtained for the two study cases. In
both cases, the forecasting of time series from the optimal scenario outperformed
that of the control scenario in terms of two statistical indices (i.e., Pearson correla-
tion and Nash coefficients) and one from chaos theory (i.e., LLE). Therefore, we
argue that the MIG index might be useful to evaluate the goodness of a dynamic
partition of crime events. Moreover, it may give a confidential a-priori insight about
the predictability of series synthesized from TSC. Hence, this method produces
coherent series that preserve a temporal structure, which a forecasting method can
take advantage of.

TSC series for both cities exhibited an interesting behavior in terms of their
texture. No evident periodicity was observed and abundant peaks appeared over the
observed time window. Positive LLEs computed in these signals revealed the pres-
ence of a possible chaotic nature of the phenomena. Chaotic texture of these series
speaks about non-stationary spatial crime patterns that evolve continuously pro-
ducing information. Thus, this observation reflects a footprint of complexity for
urban crime as noted in previous studies [35].

As a future work, the proposed method will be tested over other dynamic
phenomena characterized by non-uniform sampling of relevant variables in both
space and time. The method will be also refined by considering other techniques
such as auto-encoder deep neural networks among others.
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Figure 9.
Forecasting results for the three representative time series of the cluster dynamics (cellular phone robbery in the
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Abstract

The growing interest in the development of forecasting applications with neural 
networks is denoted by the publication of more than 10,000 research articles pres-
ent in the literature. However, the high number of factors included in the configu-
ration of the network, the training process, validation and forecasting, and the 
sample of data, which must be determined in order to achieve an adequate network 
model for forecasting, converts neural networks in an unstable technique, given 
that any change in training or in some parameter produces great changes in the 
prediction. In this chapter, an analysis of the problematic around the factors that 
affect the construction of the neural network models is made and that often present 
inconsistent results, and the fields that require additional research are highlighted.

Keywords: time series, prediction of neural networks, learning algorithms

1. Introduction

The time series forecasting has received a lot of attention in recent decades, 
due to the growing need to have effective tools that facilitate decision making 
and overcome the theoretical, conceptual, and practical limitations presented by 
traditional approaches. The classification of forecasting methods from a statisti-
cal point of view, in general, has two aspects, one oriented to causal methods, 
such as regression and intervention models, and the other to time series, where 
mobile averages, exponential smoothing, ARIMA models, and neural networks are 
included. Under this current, the forecast is oriented only to the task of predicting 
the behavior, prioritizing forward vision and thus obviating many important steps 
in the model construction process; while the modeling is oriented to find the global 
structure, model and formulas, which explain the behavior of the data generating 
process and can be used to predict trends of future behavior (long term), as well as 
to understand the past. This last vision allows the construction of solid models in its 
foundation and under which the forecast is seen as an additional step.

The representation of time series with dynamics of nonlinear behavior has 
acquired great weight in the last decades, because many authors agree in affirm-
ing that the real world series present nonlinear behaviors, and the approximation 
that can be done with linear models, it is inadequate [1–3]. Although approxima-
tions have been made with statistical models (an extensive compilation of these is 
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The growing interest in the development of forecasting applications with neural 
networks is denoted by the publication of more than 10,000 research articles pres-
ent in the literature. However, the high number of factors included in the configu-
ration of the network, the training process, validation and forecasting, and the 
sample of data, which must be determined in order to achieve an adequate network 
model for forecasting, converts neural networks in an unstable technique, given 
that any change in training or in some parameter produces great changes in the 
prediction. In this chapter, an analysis of the problematic around the factors that 
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due to the growing need to have effective tools that facilitate decision making 
and overcome the theoretical, conceptual, and practical limitations presented by 
traditional approaches. The classification of forecasting methods from a statisti-
cal point of view, in general, has two aspects, one oriented to causal methods, 
such as regression and intervention models, and the other to time series, where 
mobile averages, exponential smoothing, ARIMA models, and neural networks are 
included. Under this current, the forecast is oriented only to the task of predicting 
the behavior, prioritizing forward vision and thus obviating many important steps 
in the model construction process; while the modeling is oriented to find the global 
structure, model and formulas, which explain the behavior of the data generating 
process and can be used to predict trends of future behavior (long term), as well as 
to understand the past. This last vision allows the construction of solid models in its 
foundation and under which the forecast is seen as an additional step.

The representation of time series with dynamics of nonlinear behavior has 
acquired great weight in the last decades, because many authors agree in affirm-
ing that the real world series present nonlinear behaviors, and the approximation 
that can be done with linear models, it is inadequate [1–3]. Although approxima-
tions have been made with statistical models (an extensive compilation of these is 
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presented by [4–6]), its representation is difficult to restrict its use to a functional 
form a priori, for which neural networks have proven to be a valuable tool since they 
allow to extract the unknown nonlinear dynamics present between the explanatory 
variables and the series, without the need to perform any assumptions.

The growing interest in the development of forecasting applications with neural 
networks is denoted by the publication of more than 10,000 research articles in 
the literature [7]. However, as stated by Zhang et al. [8], inconsistent results about 
the performance of neural networks in the prediction of time series are often 
reported in the literature. Many conclusions are obtained from empirical studies, 
thus presenting limited results that often cannot be extended to general applica-
tions and that are not replicable. Cases where the neural network presents a worse 
performance than linear statistical models or other models may be due to the fact 
that the series studied do not present high volatilities, that the neural network 
used to compare was not adequately trained, that the criterion of selection of the 
best model is not comparable, or that the configuration used is not adequate to the 
characteristics of the data. Whereas, many of the publications that indicate superior 
performance of neural networks are related to novel paradigms or extensions of 
existing methods, architectures, and training algorithms, but lack a reliable and 
valid evaluation of the empirical evidence of their performance. The high number 
of factors included in the configuration of the network, the training process, 
validation and forecast, and the sample of data, which is required to determine to 
achieve a suitable network model for the forecast, makes neural networks a tech-
nique unstable, given that any change in training or in some parameter produces 
large changes in the prediction [9]. In this chapter, an analysis of the problematic 
environment is made to the factors that affect the construction of neural network 
models and that often present inconsistent results.

Empirical studies that allow the prediction of time series with particular 
characteristics such as seasonal patterns, trends, and dynamic behavior have been 
reported in the literature [10–12]; however, few contributions have been made in 
the development of systematic methodologies that allow representing time series 
with neural networks on specific conditions, limiting the modeling process to 
ad-hoc techniques, instead of scientific approaches that follow a methodology and 
process of replicable modeling.

In the last decade, there has been a considerable number of isolated contribu-
tions focused on specific aspects, for which a unified vision has not been presented; 
Zhang et al. [8] made a deep revision until 1996. This chapter is an effort to evaluate 
the works proposed in the literature and clarify their contributions and limitations 
in the task of forecasting with neural networks, highlighting the fields that require 
additional research.

Although some efforts aimed at the formalization of time series forecasting 
models with neural networks have been carried out, at a theoretical level, there are 
few advances obtained [13], which evidences a need to have systematic research 
about of modeling and forecasting of time series with neural networks.

The objective of this chapter is to delve into the problem of forecasting time 
series with neural networks, through an analysis of the contributions present in the 
literature and an identification of the difficulties underlying the task of forecasting, 
thus highlighting the open field research.

2. Motivation of the study

The time series forecasting is considered a generic problem to many disciplines, 
which has been approached with different models [14]. Formally, the objective of 
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the time series forecasting is to find a flexible mathematical functional form that 
approximates with sufficient precision the data generating process, in such a way 
that it appropriately represents the different regular and irregular patterns that the 
series may present, allowing the constructed representation to extrapolate future 
behavior [15]. However, the choice of the appropriate model for each series depends 
on the characteristics of the time series, and its usefulness is associated with the 
degree of similarity between the dynamics of the series generating process and the 
mathematical formulation that is made of it under the premise that the data dictate 
the tool to be used [16].

As pointed out by Granger and Terasvirta [2], the construction of a model 
that relates a variable to its own history and/or to the history of other explanatory 
variables of its behavior can be carried out through a variety of alternatives. These 
depend both on the functional form by which the relationship is approximated and 
on the relationship between these variables. Although, each modeler is autonomous 
in the choice of the modeling tool, in cases where there are relations of a non-linear 
order, there are limitations in the use of certain types of tools, moreover, this same 
reason leads to the absence of a method that is the best for all cases. The question 
that arises is then, how to properly specify the functional form in the presence of 
non-linear relationships between the time series and the explanatory variables of its 
behavior.

The representation of time series with dynamics of nonlinear behavior has 
acquired great weight in the last decades, because many authors agree in affirming 
that the real world series present nonlinear behaviors, and the approximation that 
can be done with linear models, it is inadequate [1–3], among others. The approach 
of series with the stated characteristics has been made, among others, from statisti-
cal models, combined or hybrid models and neural networks. The complexity in the 
representation of non-linear relationships lies in the fact that in most cases, there 
are not enough physical or economic laws that allow us to specify a suitable func-
tional form for their representation.

The literature has proposed a wide range of statistical models for the repre-
sentation of series with nonlinear behavior such as bilinear models autoregressive 
thresholds—TAR, autoregressive soft transition—STAR [17, 18], autoregressive 
conditional heteroscedasticity—ARCH [19], and its generalized form—GARCH 
[20]; a comprehensive compilation of these is presented by [4–6]. Although the 
stated models have proved useful in particular problems, they are not univer-
sally applicable, since they limit the form of non-linearity present in the data to 
empirical specifications of the characteristics of the series based on the available 
information [2]; its success in practical cases depends on the degree to which 
the model used manages to represent the characteristics of the series studied. 
However, the formulation of each family of these models requires the specifica-
tion of an appropriate type of non-linearity, which is a difficult task compared to 
the construction of linear models, since there are many possibilities (wide variety 
of possible non-linear functions), more parameters to be calculated, and more 
errors can be made [21, 22].

Likewise, in the prediction of time series, it is universally accepted that a simple 
method is not the best in all situations [23–25]. This is because real-world problems 
are often complex in nature and a model of this kind may not be adequate to capture 
different patterns. Empirical studies suggest that by combining different models, 
the accuracy of the representation may be better than for the individual case 
[26–28]. Therefore, the union of models with different characteristics increases the 
possibility of capturing different patterns in the data and provides a more appropri-
ate representation of the time series. The hybrid modeling then arises, naturally as 
the union of similar or different techniques with complementary characteristics.
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the time series forecasting is to find a flexible mathematical functional form that 
approximates with sufficient precision the data generating process, in such a way 
that it appropriately represents the different regular and irregular patterns that the 
series may present, allowing the constructed representation to extrapolate future 
behavior [15]. However, the choice of the appropriate model for each series depends 
on the characteristics of the time series, and its usefulness is associated with the 
degree of similarity between the dynamics of the series generating process and the 
mathematical formulation that is made of it under the premise that the data dictate 
the tool to be used [16].

As pointed out by Granger and Terasvirta [2], the construction of a model 
that relates a variable to its own history and/or to the history of other explanatory 
variables of its behavior can be carried out through a variety of alternatives. These 
depend both on the functional form by which the relationship is approximated and 
on the relationship between these variables. Although, each modeler is autonomous 
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reason leads to the absence of a method that is the best for all cases. The question 
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that the real world series present nonlinear behaviors, and the approximation that 
can be done with linear models, it is inadequate [1–3], among others. The approach 
of series with the stated characteristics has been made, among others, from statisti-
cal models, combined or hybrid models and neural networks. The complexity in the 
representation of non-linear relationships lies in the fact that in most cases, there 
are not enough physical or economic laws that allow us to specify a suitable func-
tional form for their representation.

The literature has proposed a wide range of statistical models for the repre-
sentation of series with nonlinear behavior such as bilinear models autoregressive 
thresholds—TAR, autoregressive soft transition—STAR [17, 18], autoregressive 
conditional heteroscedasticity—ARCH [19], and its generalized form—GARCH 
[20]; a comprehensive compilation of these is presented by [4–6]. Although the 
stated models have proved useful in particular problems, they are not univer-
sally applicable, since they limit the form of non-linearity present in the data to 
empirical specifications of the characteristics of the series based on the available 
information [2]; its success in practical cases depends on the degree to which 
the model used manages to represent the characteristics of the series studied. 
However, the formulation of each family of these models requires the specifica-
tion of an appropriate type of non-linearity, which is a difficult task compared to 
the construction of linear models, since there are many possibilities (wide variety 
of possible non-linear functions), more parameters to be calculated, and more 
errors can be made [21, 22].

Likewise, in the prediction of time series, it is universally accepted that a simple 
method is not the best in all situations [23–25]. This is because real-world problems 
are often complex in nature and a model of this kind may not be adequate to capture 
different patterns. Empirical studies suggest that by combining different models, 
the accuracy of the representation may be better than for the individual case 
[26–28]. Therefore, the union of models with different characteristics increases the 
possibility of capturing different patterns in the data and provides a more appropri-
ate representation of the time series. The hybrid modeling then arises, naturally as 
the union of similar or different techniques with complementary characteristics.



Recent Trends in Artificial Neural Networks - From Training to Prediction

26

In the forecast literature, several combinations of methods have been proposed. 
However, many of them use similar methods, and this is how different studies about 
hybrid linear modeling techniques are found in the traditional literature. Although 
this type of combinations has demonstrated its ability to improve the accuracy of 
the representations made, it is considered that a more effective route could be based 
on models with different characteristics. Both theoretical and empirical evidence 
suggest that the combination of dissimilar models, or those that strongly disagree 
with others, leads to a decrease in model errors [29, 30] and allows, in addition, to 
reduce the uncertainty of this one [31]. The hybrid model is thus, more robust to 
estimate the possible changes in the structure of the data.

Numerous applications have been proposed in the literature based on combina-
tions of linear models with computational intelligence [32–39]. However, the main 
criticisms of these works is that they do not contemplate the need to integrate sub-
jective information into models, which, like traditional statistical models, require a 
preprocessing of the series, which is aimed at eliminating the visible components of 
this one and that require the determination of a large number of parameters, which 
are not economically explainable.

Neural networks seen as a non-parametric non-linear regression technique have 
emerged as attractive alternatives to the problem posed, since they allow extracting 
the unknown nonlinear dynamics present between the explanatory variables and 
the series, without the need to make any kind of assumptions. From this family of 
techniques, multi-layer perceptron networks—MLP, understood as a non-linear 
statistical regression model, have received great attention among researchers from 
the computational intelligence and statistics community.

The attractiveness of neural networks in the prediction of time series is their 
ability to identify hidden dependencies based on a finite sample, especially of a 
non-linear order, which gives them the recognition of universal approximation 
of functions [3, 40–42]. Perhaps the main advantage of this approach over other 
models is that they do not start from a priori assumptions about the functional rela-
tionship of the series and its explanatory variables, a highly desirable characteristic 
in cases where the mechanism generating the data is unknown and unstable [43], in 
addition to its high generalization capacity allows to learn behaviors and extrapolate 
them, which leads to better forecasts [5].

For artificial intelligence, as well as for operation research, the time series 
forecasting with neural networks is seen as a problem of error minimization, which 
consists of adjusting the parameters of the neural network in order to minimize 
the error between the real value and the output obtained. Although, this criterion 
allows obtaining models whose output is increasingly closer to the desired one, it 
is to the detriment of the parsimony of the model, since it leads to more complex 
representations (a large number of parameters). From the statistical point of view, 
a criterion based solely on the reduction of the error is not the most optimal, it is 
necessary a development oriented to the formalization of the model, which requires 
the fulfillment of certain properties that are not always taken into account, such as 
the stability of the calculated parameters, the coherence between the series and the 
model, the consistency with the previous knowledge and the predictive capacity of 
the model.

The evident interest in the use of neural networks in the prediction of time 
series has led to the emergence of an enormous research activity in the field. Crone 
and Kourentzes [7] reveal more than 5000 publications in prediction of time series 
with neural networks (see also publications [39, 44, 45]), and journals in fields with 
econometrics, statistics, engineering, and artificial intelligence, even being the 
central topic in special editions, such as the case of Neurocomputing with “Special 
issue on evolving solution with neural networks” published in October 2003 [46] and 
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the International Journal of Forecasting with “Special issue on forecasting with artificial 
neural networks and computational intelligence” published in 2011.

In order to establish the relevance of the prediction of time series with neural 
networks, a search was made through Science Direct of the Journals that publish 
articles related to the topic. Table 1 and Figure 1 present a compilation of the 
10 Journals with more publications and also relate the number of articles published 
in the years 2015–2019, 2010–2014, 2005–2009, 2000–2004 and 1999 and earlier, 
which is identified using keywords: (Forecasting o Prediction, Neural Networks, and 
Time Series).

An analysis of Table 1 and Figure 1 shows the following facts:

• The number of publications reported on the subject is increasing, being repre-
sentative the drastic growth reported in the last 5 years (2015–2019), which is 
evident in all the magazines listed.

• There is a greater participation in journals pertaining to or related to the fields 
of engineering and artificial intelligence.

• Journals with high number of published articles, Neurocomputing, Applied Soft 
Computing, Procedia Computer Science, and Expert Systems with Applications, 
are closely related to the topic, both from contributions in the field of neural 
networks, and time series forecasting.

Many comparisons have been made between neural networks and statistical 
models in order to measure the prediction performance of both approaches. As 
stated by Zhang et al. [8]:

“There are many inconsistent reports in the literature on the performance 
of ANNs for forecasting tasks. The main reason is that a large number of factors 
including network structure, training method, and sample data may affect the 
forecasting ability of the networks.”

Journal Articles identified using keywords (forecasting or prediction,  
neural networks, and time series)

2015–
2019

2010–
2014

2005–
2009

2000–
2004

1999 and 
antes

Total

Energy 308 83 17 3 2 413

Applied energy 297 90 10 4 — 401

Neurocomputing 254 148 88 46 37 573

Renewable and sustainable 
energy reviews

241 74 14 — 1 330

Applied soft computing 238 132 41 5 — 416

Journal of hydrology 233 166 102 34 5 540

Expert systems with applications 226 364 188 20 11 809

Procedia computer science 212 77 — — — 289

Renewable energy 191 49 22 5 3 270

Energy procedia 155 41 — — — 196

2355 1224 482 117 59 4237

Table 1. 
Journals that publish time series forecast articles with neural networks.
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Such inconsistencies make neural networks an unstable method, given that any 
change in training or in some parameter produces large changes in prediction [9]. 
Some key factors where mixed results are presented are:

• Need for data preprocessing (scaling, transformation, simple and seasonal 
differentiation, etc.) [10–12, 47, 48].

• Criteria for the selection of input variables [15, 22].

• Criteria for the selection of the network configuration. Complexity vs. 
Parsimony (number of internal layers [40–42], neurons in each layer [22]).

• Estimation of the parameters (learning algorithms, stop criteria, etc.).

• Criteria for selecting the best model [43].

• Diagnostic tests and acceptance.

• Tests on the residuals. Consistency of linear tests.

• Properties of the model: stability of the parameters, mean and variance series 
versus model.

• Predictive capacity of the model.

• Presence of regular patterns such as: trends, seasonal, and cyclical patterns 
[10–12].

• Presence of irregular patterns such as: structural changes, atypical data, effect 
of calendar days, etc. [3, 49, 50].

Cases where the neural network presents a worse performance than linear statisti-
cal models or other models, may be due to the fact that the series studied do not pres-
ent a great disturbance, that the neural network used to compare was not adequately 
trained, that the criterion of selection of the best model is not comparable, or that the 
configuration used is not adequate to the characteristics of the data. Many conclu-
sions about the performance of neural networks are obtained from empirical studies, 
thus presenting limited results that often cannot be extended to general applications. 

Figure 1. 
Published articles for forecasting time series with neural networks.
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However, there are few systematic researches about the modeling and prediction of 
time series with neural networks and the theoretical advances obtained [13], and this 
is perhaps the primary cause of the inconsistencies reported in the literature.

Many of the optimistic publications that indicate superior performance of 
neural networks are related to novel paradigms or extensions of existing methods, 
architectures and training algorithms, but lack a reliable and valid evaluation of the 
empirical evidence of their performance. Few contributions have been made in the 
systematic development of methodologies that allow representing time series with 
neural networks on specific conditions, limiting the modeling process to ad-hoc 
techniques, instead of scientific approaches that follow a methodology and replica-
ble modeling process. A consequence of this is that, despite the empirical findings, 
neural network models are not fully accepted in many forecast areas. The previous 
discussion leads us to think that, although progress has been made in the field, there 
are still topics open to investigate. The question of whether, because, and on what 
conditions the models of neural networks are better is still valid.

3. Difficulties in the prediction of time series with neural networks

The design of an artificial neural network is intended to ensure that for certain 
network inputs, it is capable of generating a desired output. For this, in addition to a 
suitable network topology (architecture), a learning or training process is required, 
which allows modifying the weights of the neurons until finding a configuration 
according to the relationship measured by some criterion and thus estimating the 
parameters of the network, a process that is considered critical in the field of neural 
networks [8, 43]. Model selection is not a trivial task in forecasting linear models 
and is particularly difficult in non-linear models, such as neural networks. Because 
the set of parameters to be estimated is typically large, neural networks often 
suffer from over-training problems. That is, they fit the training data very well but 
produce poor results in the forecast.

To mitigate the effect of over-training, the available data set is often divided into 
three parts: training, validation, and testing or prediction. The training and valida-
tion sets are used to build the neural network model and then be evaluated with the 
test set. The training set is used to estimate the parameters of an alternative number 
of neural network specifications (networks with different numbers of inputs and 
hidden neurons). The generalization capacity of the network is evaluated with the 
validation set. The network model that performs best in the validation set is selected 
as the final model. The validity and utility of the model is then tested using the test 
set. Often this last set is used for forecasting purposes, and the network’s general-
ization capacity for unknown data is evaluated.

The criterion of selecting the model based on the best performance of the valida-
tion set, however, does not guarantee that the model has a good fit in the forecast set, 
and the selection of the appropriate amount of data in each set can also affect perfor-
mance. This is how a large training set can lead to over-training. Granger [21] suggests 
that at least 20% of the data be used as a test set; however, there is no general guide on 
how to partition the set of observations, so that optimal results are guaranteed.

Zhang et al. [22] states that the size of the training set has limited effects on the 
performance of the network, where, for the sizes investigated by the authors, there 
is no significant difference in the performance of the forecast. These results are 
perhaps due to the forecasting method used, with little difference for prediction one 
step ahead, and marked for multi-step forecast, in which case large differences in 
the results are expected in the case of different sizes of the training, validation, and 
test sets.
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Although, as a criterion for the selection of the best model, the minimization of 
some error function is often used, such as mean square error (MSE), absolute aver-
age deviation (MAD), cost functions [51], or even expert knowledge [52], because 
the performance of each measure is not the same, since they can favor or penalize 
certain characteristics in the data, and that, in the case of expert knowledge is not 
always easy to acquire; approaches based on the use of machine learning [53, 54] 
and meta-learning [55–59] have been reported in the literature, which show advan-
tages by allowing an automatic process of model selection based on the parallel 
evaluation of multiple network architectures, but they are limited to the execution 
of certain architectures and their implementation is complex. Other studies related 
to the topic include Qi and Zhang [43] who investigate the well-known criteria of 
AIC [60], BIC [61], square root of the mean square error (RMSE), absolute average 
percentage deviation (MAPE), and direction of occurrence (DA). The amplified 
panorama of the techniques for selecting the best model reflects that, despite the 
effort made, there is not a strong criterion for adequate selection.

Another widespread criticism that is often made to neural networks is the high 
number of parameters that must be experimentally selected to generate the desired 
output, such as: the selection of input variables to the neural network from a usually 
large set of possible entries; the selection of the internal architecture of the net-
work; and the estimation of the values associated with the weights of the connec-
tions. For each of the problems mentioned, different approaches to its solution have 
been proposed in the literature.

The selection of the input variables depends to a large extent on the knowledge that 
the modeler possesses about the time series, and it is the task of the latter to choose 
according to some previously fixed criterion the need of each variable within the 
model. Although there is no systematic way to determine the set of inputs accepted by 
the research community, recent studies have suggested the use of rational procedures, 
based on the use of decisional analysis, or traditional statistical methods, such as 
autocorrelation functions [62]; however, the use of the latter is disregarded since the 
functions are based on linear approaches and not neural networks do not express by 
themselves the components of moving averages (MA) of the model. Mixed results 
about the benefits of including many or few input variables are also reported in the 
literature. Tang et al. [63] report the benefits of using a large set of input variables, 
while Lachtermacher and Fuller [15] report the same results for multistep forecasting, 
but opposed in forecasting a step forward. Zhang et al. [22] said that the number of 
input variables in a neural network model for prediction is much more important than 
the number of hidden neurons. Other techniques based on heuristic analysis of the 
importance of each lag, statistical tests of non-linear dependence Lagrange multipliers, 
[64, 65]; radio of likelihood, [66]; Biespectro, [67], criteria for identifying the model, 
such as AIC [5] or evolutionary algorithms [68, 69] they have also been proposals.

The selection of the internal configuration of the neural network (number of 
hidden layers and neurons in each layer) is perhaps the most difficult process in the 
construction of the model where more different approaches have been proposed in 
the literature, demonstrating in this way the interest of the scientific community to 
solve this problem.

Regarding the number of hidden layers, theoretically a neural network with a 
hidden capacity and a sufficient number of neurons can approximate the accuracy of a 
continuous function in a compact domain. However, in practice, some authors say that 
the use of a hidden layer when the time series is continuous, and twice if there is some 
type of discontinuity [41, 42]. However, other research has shown that a network with 
two hidden layers can result in a more compact architecture and with a high efficiency 
than networks with a single hidden layer [70–72]. Increasing the number of hidden 
layers only increases computational time and the danger of overtraining.

31

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

With respect to the number of hidden neurons, a small number means that the 
network cannot adequately learn the relationships in the data, while a large number 
causes the network to memorize the data with a poor generalization and little utility 
for prediction. Some authors propose that the number of hidden neurons should be 
based on the number of input variables; however, this criterion is in turn related to 
the extension of the time series and the sets of training, validation, and prediction. 
Given that the value of the weights in each neuron depends on the degree of error 
between the desired value and that predicted by the network, the selection of the 
optimal number of hidden neurons is directly associated with the training process 
used.

The training of a neural network is a problem of non-restricted non-linear 
minimization in which the weights of the network are iteratively modified in order 
to minimize the error between the desired output and the obtained one. Several 
methods have been proposed in the literature for the training of the neural network, 
going through the classical gradient descendant techniques [73], which have conver-
gence problems and are robust, adaptive dynamic optimization [74, 75], Quickprop 
[76], Levenberg–Marquardt [77], Cuasi-Newton, BFGS, GRG2 [78], among others. 
However, the joint selection of hidden neurons and the training process has led 
to the development of fixed, constructive, and destructive methods, where those 
based on constructive algorithms have certain advantages over others, since they 
allow evaluating the convenience of adding or not adding a new one. Neuron to 
the network, during training, according to it decreases the term of the error, which 
makes them more efficient methods, although with high computational cost [79]. 
Other developments such as pruning algorithms (pruning algorithm) [77, 80–82], 
Bayesian algorithms, based on Genetic algorithms as the GANN, neural networks 
with rugged assemblies, assembled learning [83–86], and meta-learning [9, 87] 
have also shown good results in the task of finding the optimal architecture of the 
network; however, these methods are usually more complex and difficult to imple-
ment. Furthermore, none of them can guarantee to find the optimal global solu-
tion and they are not universally applicable for all real forecasting problems, thus 
designing a proper neural network.

The efficiency of the prediction with neural networks has been evidenced through 
the applications published in the literature; however, the power of the prediction 
produced is limited to the degree of stability of the time series and can fail when it 
presents complex dynamic behaviors. This is how representations that use dynamic 
character models, such as neural networks with recurrence Elman, Jordan, etc., 
emerge as an alternative solution [88–91], which due to the possibility of accumulating 
dynamic behaviors are able to allow more adequate forecasts. The recurrence feature 
allows forward and backward connections (recurrent or feedback), forming cycles 
within the network architecture, which uses previous states as a basis for the current 
state, and allowing to preserve an internal memory of the behavior of the data, which 
facilitates the learning of dynamic relationships. However, their main criticism lies 
in the need they impose an efficient training algorithm that allows them to capture 
the dynamics of the series, its use being computationally complex. Potentially useful 
models to address the problem of series with dynamic behavior arise from the combi-
nation of different architectures in the input of the multilayer perceptron.

The problem that arises goes beyond the simple estimation of each model in 
light of the characteristics of each series. Although it is recognized that there is 
much experience gained in multilayer perceptron neural networks, there are still 
many theoretical, methodological, and empirical problems open about the use of 
such models. These general problems are related to the aspects listed below, and 
for which many of the recommendations given in the literature are contradictory 
[92–98]:
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Although, as a criterion for the selection of the best model, the minimization of 
some error function is often used, such as mean square error (MSE), absolute aver-
age deviation (MAD), cost functions [51], or even expert knowledge [52], because 
the performance of each measure is not the same, since they can favor or penalize 
certain characteristics in the data, and that, in the case of expert knowledge is not 
always easy to acquire; approaches based on the use of machine learning [53, 54] 
and meta-learning [55–59] have been reported in the literature, which show advan-
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of certain architectures and their implementation is complex. Other studies related 
to the topic include Qi and Zhang [43] who investigate the well-known criteria of 
AIC [60], BIC [61], square root of the mean square error (RMSE), absolute average 
percentage deviation (MAPE), and direction of occurrence (DA). The amplified 
panorama of the techniques for selecting the best model reflects that, despite the 
effort made, there is not a strong criterion for adequate selection.
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number of parameters that must be experimentally selected to generate the desired 
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work; and the estimation of the values associated with the weights of the connec-
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been proposed in the literature.
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model. Although there is no systematic way to determine the set of inputs accepted by 
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autocorrelation functions [62]; however, the use of the latter is disregarded since the 
functions are based on linear approaches and not neural networks do not express by 
themselves the components of moving averages (MA) of the model. Mixed results 
about the benefits of including many or few input variables are also reported in the 
literature. Tang et al. [63] report the benefits of using a large set of input variables, 
while Lachtermacher and Fuller [15] report the same results for multistep forecasting, 
but opposed in forecasting a step forward. Zhang et al. [22] said that the number of 
input variables in a neural network model for prediction is much more important than 
the number of hidden neurons. Other techniques based on heuristic analysis of the 
importance of each lag, statistical tests of non-linear dependence Lagrange multipliers, 
[64, 65]; radio of likelihood, [66]; Biespectro, [67], criteria for identifying the model, 
such as AIC [5] or evolutionary algorithms [68, 69] they have also been proposals.

The selection of the internal configuration of the neural network (number of 
hidden layers and neurons in each layer) is perhaps the most difficult process in the 
construction of the model where more different approaches have been proposed in 
the literature, demonstrating in this way the interest of the scientific community to 
solve this problem.

Regarding the number of hidden layers, theoretically a neural network with a 
hidden capacity and a sufficient number of neurons can approximate the accuracy of a 
continuous function in a compact domain. However, in practice, some authors say that 
the use of a hidden layer when the time series is continuous, and twice if there is some 
type of discontinuity [41, 42]. However, other research has shown that a network with 
two hidden layers can result in a more compact architecture and with a high efficiency 
than networks with a single hidden layer [70–72]. Increasing the number of hidden 
layers only increases computational time and the danger of overtraining.
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for prediction. Some authors propose that the number of hidden neurons should be 
based on the number of input variables; however, this criterion is in turn related to 
the extension of the time series and the sets of training, validation, and prediction. 
Given that the value of the weights in each neuron depends on the degree of error 
between the desired value and that predicted by the network, the selection of the 
optimal number of hidden neurons is directly associated with the training process 
used.

The training of a neural network is a problem of non-restricted non-linear 
minimization in which the weights of the network are iteratively modified in order 
to minimize the error between the desired output and the obtained one. Several 
methods have been proposed in the literature for the training of the neural network, 
going through the classical gradient descendant techniques [73], which have conver-
gence problems and are robust, adaptive dynamic optimization [74, 75], Quickprop 
[76], Levenberg–Marquardt [77], Cuasi-Newton, BFGS, GRG2 [78], among others. 
However, the joint selection of hidden neurons and the training process has led 
to the development of fixed, constructive, and destructive methods, where those 
based on constructive algorithms have certain advantages over others, since they 
allow evaluating the convenience of adding or not adding a new one. Neuron to 
the network, during training, according to it decreases the term of the error, which 
makes them more efficient methods, although with high computational cost [79]. 
Other developments such as pruning algorithms (pruning algorithm) [77, 80–82], 
Bayesian algorithms, based on Genetic algorithms as the GANN, neural networks 
with rugged assemblies, assembled learning [83–86], and meta-learning [9, 87] 
have also shown good results in the task of finding the optimal architecture of the 
network; however, these methods are usually more complex and difficult to imple-
ment. Furthermore, none of them can guarantee to find the optimal global solu-
tion and they are not universally applicable for all real forecasting problems, thus 
designing a proper neural network.

The efficiency of the prediction with neural networks has been evidenced through 
the applications published in the literature; however, the power of the prediction 
produced is limited to the degree of stability of the time series and can fail when it 
presents complex dynamic behaviors. This is how representations that use dynamic 
character models, such as neural networks with recurrence Elman, Jordan, etc., 
emerge as an alternative solution [88–91], which due to the possibility of accumulating 
dynamic behaviors are able to allow more adequate forecasts. The recurrence feature 
allows forward and backward connections (recurrent or feedback), forming cycles 
within the network architecture, which uses previous states as a basis for the current 
state, and allowing to preserve an internal memory of the behavior of the data, which 
facilitates the learning of dynamic relationships. However, their main criticism lies 
in the need they impose an efficient training algorithm that allows them to capture 
the dynamics of the series, its use being computationally complex. Potentially useful 
models to address the problem of series with dynamic behavior arise from the combi-
nation of different architectures in the input of the multilayer perceptron.

The problem that arises goes beyond the simple estimation of each model in 
light of the characteristics of each series. Although it is recognized that there is 
much experience gained in multilayer perceptron neural networks, there are still 
many theoretical, methodological, and empirical problems open about the use of 
such models. These general problems are related to the aspects listed below, and 
for which many of the recommendations given in the literature are contradictory 
[92–98]:
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• There is no systematic way accepted in the literature to determine the appro-
priate set of inputs to the neural network.

• There is no general guide to partition the set of observations in training, 
validation and forecast, in such a way that optimal results are guaranteed.

• The effects that factors such as partition in training sets, validation and fore-
cast, preprocessing, transfer function, etc., in different forecasting methods 
are unknown or unclear.

• There are no clear indications that allow to express a priori which transfer 
function should be used in the neural network model according to the charac-
teristics of the time series.

• There is no clarity about procedures oriented to the selection of neurons in the 
hidden layer that in turn allow to minimize the training time of the network.

• There are no empirical, methodological or theoretical reasons to prefer a 
specific model among several alternatives.

• There is no agreement on how to select the final model when several alterna-
tives are considered.

• It is not clear when and how to transform the data before performing the 
modeling.

• There is no clarity about the necessity of eliminating or not eliminating trend 
and seasonal components in neural network models.

• It is difficult to incorporate qualitative, subjective, and contextual information 
in the forecasts.

• There is little understanding of the statistical properties of different neural 
network architectures.

• There is no clarity about which are the most adequate procedures for the 
estimation, validation, and testing of different neural network architectures.

• There is no clarity on how to combine forecasts from several alternative mod-
els, and if there are gains derived from this practice.

• There are no or no clarity in the criteria for evaluating the performance of 
different neural network architectures.

• There is no clarity about whether and under what criteria, different architec-
tures of neural networks allow the handling of dynamic behaviors in the data.

4. Conclusions

In this chapter, the need to have adequate models of neural networks for the 
prediction of time series has been identified, and this task has been exposed as a 
difficult, relevant, and timely problem.
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A critical step in the forecast process is the selection of the set of input variables. 
At this point the decision of which lags of the series to include is fundamental for 
the result and depends on the available information and knowledge. Obviating 
the need for prior knowledge about the series, the choice of candidate lags to be 
included in the model should be based on a heuristic analysis of the importance 
of each lag, a statistical test of non-linear dependence, criteria for identifying the 
model or evolutionary algorithms, however, before such options the mixed results 
reported in the literature show that there is no consensus about what is the appro-
priate procedure for this purpose.

As previously emphasized, in the literature there are no clear indications about 
the best practices for choosing the size of the training, test, and prediction sets. 
Often the size is a predefined parameter in the construction of the neural network 
model or it is chosen randomly; however, there is no study that demonstrates the 
effect that this decision entails, moreover, this may be related to the forecasting 
method used.

Likewise, there is a close relationship between the selection of the internal 
configuration, especially the hidden neurons, and the training process of the neural 
network. The consensus about the use of a hidden layer when the data of the time 
series are continuous and two when there is discontinuity, and of the advantages of 
the functions sigmodia and hyperbolic tangent in the transfer of the hidden layer, 
reflects a deep investigation of such topics.

It is often used as a criterion for the selection of the best model based on the 
error of prediction, expert knowledge or criteria of information; however, the limi-
tations that they manifest and the mixed results reported in their use, in addition to 
the limited results reported with other techniques, which do not allow conclusive 
conclusions about their use.

The consideration of characteristic factors of the time series that can affect the 
evolution of the neural network model such as the length of the time series, the 
frequency of the observations, the presence of regular and irregular patterns, and 
the scale of the data, must be included in the process of building the neural network 
model. The discussion of whether a preprocessing oriented to the stabilization of 
the series is necessary in non-linear models, and even more, in neural networks, is a 
topic that is still valid, and depends to a large extent on the type of data that is mod-
eled. The abilities exhibited by neural networks allow, in the first instance, to avoid 
pre-processing via data transformation. However, it is not yet clear whether, under a 
correct network construction and training procedure, a prior process of elimination 
of seasonal trends and patterns is necessary. Scaling is always preferable given its 
advantages of reducing training patterns and leading to more accurate results.

Likewise, the benefits that different neural network architectures have in 
relation to nonlinear relationships in the data have been discussed. Neural network 
models, by themselves, facilitate the representation of non-linear characteristics, 
without the need for a priori knowledge about such relationships, and such consid-
eration is always desirable in models for real time series; however, it is not. In addi-
tion, their performance in the face of dynamic behavior in the data, the exposed 
architectures have been developed as an extension of neural network models and 
not explicitly as time series models, so there is no theoretical foundation for the 
construction of these, nor rigorous studies that allow to assess their performance in 
time series with the stated characteristics.
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• There is no clarity about the necessity of eliminating or not eliminating trend 
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• There is little understanding of the statistical properties of different neural 
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• There is no clarity about which are the most adequate procedures for the 
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• There are no or no clarity in the criteria for evaluating the performance of 
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A critical step in the forecast process is the selection of the set of input variables. 
At this point the decision of which lags of the series to include is fundamental for 
the result and depends on the available information and knowledge. Obviating 
the need for prior knowledge about the series, the choice of candidate lags to be 
included in the model should be based on a heuristic analysis of the importance 
of each lag, a statistical test of non-linear dependence, criteria for identifying the 
model or evolutionary algorithms, however, before such options the mixed results 
reported in the literature show that there is no consensus about what is the appro-
priate procedure for this purpose.

As previously emphasized, in the literature there are no clear indications about 
the best practices for choosing the size of the training, test, and prediction sets. 
Often the size is a predefined parameter in the construction of the neural network 
model or it is chosen randomly; however, there is no study that demonstrates the 
effect that this decision entails, moreover, this may be related to the forecasting 
method used.

Likewise, there is a close relationship between the selection of the internal 
configuration, especially the hidden neurons, and the training process of the neural 
network. The consensus about the use of a hidden layer when the data of the time 
series are continuous and two when there is discontinuity, and of the advantages of 
the functions sigmodia and hyperbolic tangent in the transfer of the hidden layer, 
reflects a deep investigation of such topics.

It is often used as a criterion for the selection of the best model based on the 
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the limited results reported with other techniques, which do not allow conclusive 
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The consideration of characteristic factors of the time series that can affect the 
evolution of the neural network model such as the length of the time series, the 
frequency of the observations, the presence of regular and irregular patterns, and 
the scale of the data, must be included in the process of building the neural network 
model. The discussion of whether a preprocessing oriented to the stabilization of 
the series is necessary in non-linear models, and even more, in neural networks, is a 
topic that is still valid, and depends to a large extent on the type of data that is mod-
eled. The abilities exhibited by neural networks allow, in the first instance, to avoid 
pre-processing via data transformation. However, it is not yet clear whether, under a 
correct network construction and training procedure, a prior process of elimination 
of seasonal trends and patterns is necessary. Scaling is always preferable given its 
advantages of reducing training patterns and leading to more accurate results.

Likewise, the benefits that different neural network architectures have in 
relation to nonlinear relationships in the data have been discussed. Neural network 
models, by themselves, facilitate the representation of non-linear characteristics, 
without the need for a priori knowledge about such relationships, and such consid-
eration is always desirable in models for real time series; however, it is not. In addi-
tion, their performance in the face of dynamic behavior in the data, the exposed 
architectures have been developed as an extension of neural network models and 
not explicitly as time series models, so there is no theoretical foundation for the 
construction of these, nor rigorous studies that allow to assess their performance in 
time series with the stated characteristics.

Conflict of interest

The authors declare no conflict of interest.



Recent Trends in Artificial Neural Networks - From Training to Prediction

34

Author details

Paola Andrea Sánchez-Sánchez*, José Rafael García-González  
and Leidy Haidy Perez Coronell
Universidad Simón Bolívar, Barranquilla, Colombia

*Address all correspondence to: psanchez9@unisimonbolivar.edu.co

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

35

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

References

[1] Zhang P. An investigation of 
neural networks for linear time-series 
forecasting. Computers & Operations 
Research. 2001;28(12):1183-1202

[2] Granger C, Terasvirta T. Modelling 
Nonlinear Economic Relationships. 
Oxford: Oxford University Press; 1993

[3] Franses P, Van Dijk D. Non-Linear 
Time Series Models in Empirical Finance. 
UK: Cambridge University Press; 2000

[4] Tong H. Non-Linear Time Series: A 
Dynamical System Approach. Oxford: 
Oxford Statistical Science Series; 1990

[5] De Gooijer I, Kumar K. Some recent 
developments in non-linear modelling, 
testing, and forecasting. International 
Journal of Forecasting. 1992;8:135-156

[6] Peña D. Second-generation time-
series models: A comment on ‘Some 
advances in non-linear and adaptive 
modelling in time-series analysis’ by 
Tiao and Tsay. Journal of Forecasting. 
1994;13:133-140

[7] Crone S, and Kourentzes N. Input-
variable Specification for Neural 
Networks - An Analysis of Forecasting 
low and high Time Series Frequency. 
Proceedings of the International Joint 
Conference on Neural Networks, 
(IJCNN’09). in press. 2009

[8] Zhang P, Patuwo B, Hu M. 
Forecasting with artificial neural 
networks: the state of the art. 
International Journal of Forecasting. 
1998;14(1):35-62

[9] Yu L, Wang S, Lai K. A neural-
network-based nonlinear metamodeling 
approach to financial time series 
forecasting. Applied Soft Computing. 
2009;9:563-574

[10] Franses P, Draisma G. Recognizing 
changing seasonal patterns using 

artificial neural networks. Journal of 
Econometrics. 1997;81(1):273-280

[11] Qi M, Zhang P. Trend time-series 
modeling and forecasting with neural 
networks. IEEE Transactions on Neural 
Networks. 2008;19(5):808-816

[12] Zhang P, Qi M. Neural network 
forecasting for seasonal and trend time 
series. European Journal of Operational 
Research. 2005;160:501-514

[13] Trapletti A. On Neural Networks 
as Time Series Models. Universidad 
Técnica de Wien; 2000

[14] Kasabov N. Foundations of 
Neural Networks, Fuzzy Systems, 
and Knowledge Engineering. 2nd 
ed. Massachusetts: The MIT Press 
Cambridge; 1998

[15] Lachtermacher G, Fuller J.  
Backpropagation in time-series 
forecasting. Journal of Forecasting. 
1995;14:381-393

[16] Meade N. Evidence for selection 
of forecasting methods. Journal of 
Forecasting. 2000;19:515-535

[17] Granger C, Anderson A. An 
Introduction to Bilinear Time Series 
Models. Gottingen: Vandenhoeck and 
Ruprecht; 1978

[18] Tong H, Lim K. Threshold 
autoregressive, limit cycles and cyclical 
data. Journal of the Royal Statistical 
Society, Series B. 1980;42(3):245-292

[19] Engle R. Autoregressive conditional 
heteroskedasticity with estimates of the 
variance of UK inflation. Econometrica. 
1982;50:987-1008

[20] Bollerslev T. Generalised 
autoregressive conditional 
heteroscedasticity. Journal of 
Econometrics. 1986;31:307-327



Recent Trends in Artificial Neural Networks - From Training to Prediction

34

Author details

Paola Andrea Sánchez-Sánchez*, José Rafael García-González  
and Leidy Haidy Perez Coronell
Universidad Simón Bolívar, Barranquilla, Colombia

*Address all correspondence to: psanchez9@unisimonbolivar.edu.co

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

35

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

References

[1] Zhang P. An investigation of 
neural networks for linear time-series 
forecasting. Computers & Operations 
Research. 2001;28(12):1183-1202

[2] Granger C, Terasvirta T. Modelling 
Nonlinear Economic Relationships. 
Oxford: Oxford University Press; 1993

[3] Franses P, Van Dijk D. Non-Linear 
Time Series Models in Empirical Finance. 
UK: Cambridge University Press; 2000

[4] Tong H. Non-Linear Time Series: A 
Dynamical System Approach. Oxford: 
Oxford Statistical Science Series; 1990

[5] De Gooijer I, Kumar K. Some recent 
developments in non-linear modelling, 
testing, and forecasting. International 
Journal of Forecasting. 1992;8:135-156

[6] Peña D. Second-generation time-
series models: A comment on ‘Some 
advances in non-linear and adaptive 
modelling in time-series analysis’ by 
Tiao and Tsay. Journal of Forecasting. 
1994;13:133-140

[7] Crone S, and Kourentzes N. Input-
variable Specification for Neural 
Networks - An Analysis of Forecasting 
low and high Time Series Frequency. 
Proceedings of the International Joint 
Conference on Neural Networks, 
(IJCNN’09). in press. 2009

[8] Zhang P, Patuwo B, Hu M. 
Forecasting with artificial neural 
networks: the state of the art. 
International Journal of Forecasting. 
1998;14(1):35-62

[9] Yu L, Wang S, Lai K. A neural-
network-based nonlinear metamodeling 
approach to financial time series 
forecasting. Applied Soft Computing. 
2009;9:563-574

[10] Franses P, Draisma G. Recognizing 
changing seasonal patterns using 

artificial neural networks. Journal of 
Econometrics. 1997;81(1):273-280

[11] Qi M, Zhang P. Trend time-series 
modeling and forecasting with neural 
networks. IEEE Transactions on Neural 
Networks. 2008;19(5):808-816

[12] Zhang P, Qi M. Neural network 
forecasting for seasonal and trend time 
series. European Journal of Operational 
Research. 2005;160:501-514

[13] Trapletti A. On Neural Networks 
as Time Series Models. Universidad 
Técnica de Wien; 2000

[14] Kasabov N. Foundations of 
Neural Networks, Fuzzy Systems, 
and Knowledge Engineering. 2nd 
ed. Massachusetts: The MIT Press 
Cambridge; 1998

[15] Lachtermacher G, Fuller J.  
Backpropagation in time-series 
forecasting. Journal of Forecasting. 
1995;14:381-393

[16] Meade N. Evidence for selection 
of forecasting methods. Journal of 
Forecasting. 2000;19:515-535

[17] Granger C, Anderson A. An 
Introduction to Bilinear Time Series 
Models. Gottingen: Vandenhoeck and 
Ruprecht; 1978

[18] Tong H, Lim K. Threshold 
autoregressive, limit cycles and cyclical 
data. Journal of the Royal Statistical 
Society, Series B. 1980;42(3):245-292

[19] Engle R. Autoregressive conditional 
heteroskedasticity with estimates of the 
variance of UK inflation. Econometrica. 
1982;50:987-1008

[20] Bollerslev T. Generalised 
autoregressive conditional 
heteroscedasticity. Journal of 
Econometrics. 1986;31:307-327



Recent Trends in Artificial Neural Networks - From Training to Prediction

36

[21] Granger C. Strategies for 
modelling nonlinear time-series 
relationships. Economic Record. 
1993;69(206):233-238

[22] Zhang P, Patuwo E, Hu M. A 
simulation study of artificial neural 
networks for nonlinear time-series 
forecasting. Computers and Operations 
Research. 2001;28(4):381-396

[23] Chatfield C. What is the “best” 
method of forecasting? Journal of 
Applied Statistics. 1988;15:19-39

[24] Jenkins G. Some practical aspects of 
forecasting in organisations. Journal of 
Forecasting. 1982;1:3-21

[25] Makridakis S, Anderson A, 
Carbone R, Fildes R, Hibon M, 
Lewandowski R, et al. The accuracy of 
extrapolation (time series) methods: 
Results of a forecasting competition. 
Journal of Forecasting. 1982;1:111-153

[26] Clemen R. Combining forecasts: 
A review and annotated bibliography 
with discussion. International Journal of 
Forecasting. 1989;5:559-608

[27] Makridakis S, Chatfield C, 
Hibon M, Lawrence M, Mills T, Ord K, 
et al. The M2 competition: A real-
time judgmentally based forecasting 
competition. Journal of Forecasting. 
1993;9:5-22

[28] Newbold P, Granger C. Experience 
with forecasting univariate time series 
and the combination of forecasts 
(with discussion). Journal of the Royal 
Statistical Society. 1974;137:131-164

[29] Granger C. Combining forecasts-
twenty years later. Journal of 
Forecasting. 1989;8:167-173

[30] Krogh A, Vedelsby J. Neural 
network ensembles, cross validation, 
and active learning. Advances in Neural 
Information Processing Systems. 
1995;7:231-238

[31] Chatfield C. Model uncertainty 
and forecast accuracy. Journal of 
Forecasting. 1996;15:495-508

[32] Bates J, Granger C. The combination 
of forecasts. Operational Research 
Quarterly. 1969;20:451-468

[33] Davison M, Anderson C, 
Anderson K. Development of a hybrid 
model for electrical power spot prices. 
IEEE Transactions on Power Systems. 
2002;2:17

[34] Luxhoj J, Riis J, Stensballe B. A 
hybrid econometric-neural network 
modeling approach for sales forecasting. 
International Journal of Production 
Economics. 1996;43:175-192

[35] Makridakis S. Why combining 
works? International Journal of 
Forecasting. 1989;5:601-603

[36] Palm F, Zellner A. To combine or 
not to combine? issues of combining 
forecasts. Journal of Forecasting. 
1992;11:687-701

[37] Reid D. Combining three estimates 
of gross domestic product. Economica. 
1968;35:431-444

[38] Winkler R. Combining forecasts: 
A philosophical basis and some 
current issues. International Journal of 
Forecasting. 1989;5:605-609

[39] Zhang P. Time series forecasting using 
a hybrid ARIMA and neural network 
model. Neurocomputing. 2003;50:159-175

[40] Cybenko G. Approximation by 
superpositions of a sigmoidal function. 
Mathematics of Control, Signals, and 
Systems. 1989;2:303-314

[41] Hornik K. Approximation capability 
of multilayer feedforward networks. 
Neural Networks. 1991;4:251-257

[42] Hornik K, Stinchicombe M, 
White H. Multilayer feedforward 

37

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

networks are universal approximators. 
Neural Networks. 1989;2(5):359-366

[43] Qi M, Zhang P. An investigation 
of model selection criteria for neural 
network time series forecasting. 
European Journal of Operational 
Research. 2001;132:666-680

[44] Adya M, Collopy F. How effective 
are neural networks at forecasting and 
prediction? A review and evaluation. 
Journal of Forecasting. 1998;17:481-495

[45] Hill T, O’Connor M, Remus W. 
Neural network models for time series 
forecasts. Management Science. 
1996;42:1082-1092

[46] Fanni A, Uncini A. Special 
issue on evolving solution with 
neural networks. Neurocomputing. 
2003;55(3-4):417-419

[47] Faraway J, Chatfield C. Time series 
forecasting with neural networks: a 
comparative study using the airline data. 
Applied Statistics. 1998;47:231-250

[48] Nelson M, Hill T, Remus T, 
O’Connor M. Time series forecasting 
using NNs: Should the data be 
deseasonalized first? Journal of 
Forecasting. 1999;18:359-367

[49] Hill T, Marquez L, O’Connor M, 
Remus W. Artificial neural networks 
for forecasting and decision making. 
International Journal of Forecasting. 
1994;10:5-15

[50] Tkacz G, Hu S. Forecasting GDP 
Growth Using Artificial Neural 
Networks. Bank of Canada; 1999

[51] Tashman L. Out-of-sample tests 
of forecasting accuracy: An analysis 
and review. International Journal of 
Forecasting. 2000;16:437-450

[52] Adya M, Collopy F, Armstrong J, 
Kennedy M. Automatic identification 
of time series features for rule-based 

forecasting. International Journal of 
Forecasting. 2001;17(2):143-157

[53] Arinze B. Selecting appropriate 
forecasting models using rule 
induction. Omega-International 
Journal of Management Science. 
1994;22(6):647-658

[54] Venkatachalan A, Sohl J. 
An intelligent model selection 
and forecasting system. Journal of 
Forecasting. 1999;18:167-180

[55] Giraud-Carrier R, Brazdil P. 
Introduction to the special issue on 
meta-learning. Machine Learning. 
2004;54(3):187-193

[56] Santos P, Ludermir T, Prudencio R. 
Selection of time series forecasting 
models based on performance 
information. In: Proceedings of the 4th 
International Conference on Hybrid 
Intelligent Systems. 2004. pp. 366-371

[57] Santos P, Ludermir T, Prudencio R. 
Selecting neural network forecasting 
models using the zoomed-ranking 
approach. In: Proceedings of the 
10th Brazilian Symposium on Neural 
Networks SBRN ’08. 2008. pp. 165-170

[58] Soares C, Brazdil P. Zoomed 
Ranking – Selection of classification 
algorithms based on relevant 
performance information. Lecture 
Notes in Computer Science. 
1910;2000:126-135

[59] Vilalta R, Drissi Y. A perspective 
view and survey of meta-learning. 
Journal of Artificial Intelligence Review. 
2002;18(2):77-95

[60] Akaike H. A new look at 
statistical model identification. IEEE 
Transactions on Automatic Control. 
1974;9:716-723

[61] Schwarz G. Estimating the 
dimension of a model. The Annals of 
Statistics. 1978;6:461-464



Recent Trends in Artificial Neural Networks - From Training to Prediction

36

[21] Granger C. Strategies for 
modelling nonlinear time-series 
relationships. Economic Record. 
1993;69(206):233-238

[22] Zhang P, Patuwo E, Hu M. A 
simulation study of artificial neural 
networks for nonlinear time-series 
forecasting. Computers and Operations 
Research. 2001;28(4):381-396

[23] Chatfield C. What is the “best” 
method of forecasting? Journal of 
Applied Statistics. 1988;15:19-39

[24] Jenkins G. Some practical aspects of 
forecasting in organisations. Journal of 
Forecasting. 1982;1:3-21

[25] Makridakis S, Anderson A, 
Carbone R, Fildes R, Hibon M, 
Lewandowski R, et al. The accuracy of 
extrapolation (time series) methods: 
Results of a forecasting competition. 
Journal of Forecasting. 1982;1:111-153

[26] Clemen R. Combining forecasts: 
A review and annotated bibliography 
with discussion. International Journal of 
Forecasting. 1989;5:559-608

[27] Makridakis S, Chatfield C, 
Hibon M, Lawrence M, Mills T, Ord K, 
et al. The M2 competition: A real-
time judgmentally based forecasting 
competition. Journal of Forecasting. 
1993;9:5-22

[28] Newbold P, Granger C. Experience 
with forecasting univariate time series 
and the combination of forecasts 
(with discussion). Journal of the Royal 
Statistical Society. 1974;137:131-164

[29] Granger C. Combining forecasts-
twenty years later. Journal of 
Forecasting. 1989;8:167-173

[30] Krogh A, Vedelsby J. Neural 
network ensembles, cross validation, 
and active learning. Advances in Neural 
Information Processing Systems. 
1995;7:231-238

[31] Chatfield C. Model uncertainty 
and forecast accuracy. Journal of 
Forecasting. 1996;15:495-508

[32] Bates J, Granger C. The combination 
of forecasts. Operational Research 
Quarterly. 1969;20:451-468

[33] Davison M, Anderson C, 
Anderson K. Development of a hybrid 
model for electrical power spot prices. 
IEEE Transactions on Power Systems. 
2002;2:17

[34] Luxhoj J, Riis J, Stensballe B. A 
hybrid econometric-neural network 
modeling approach for sales forecasting. 
International Journal of Production 
Economics. 1996;43:175-192

[35] Makridakis S. Why combining 
works? International Journal of 
Forecasting. 1989;5:601-603

[36] Palm F, Zellner A. To combine or 
not to combine? issues of combining 
forecasts. Journal of Forecasting. 
1992;11:687-701

[37] Reid D. Combining three estimates 
of gross domestic product. Economica. 
1968;35:431-444

[38] Winkler R. Combining forecasts: 
A philosophical basis and some 
current issues. International Journal of 
Forecasting. 1989;5:605-609

[39] Zhang P. Time series forecasting using 
a hybrid ARIMA and neural network 
model. Neurocomputing. 2003;50:159-175

[40] Cybenko G. Approximation by 
superpositions of a sigmoidal function. 
Mathematics of Control, Signals, and 
Systems. 1989;2:303-314

[41] Hornik K. Approximation capability 
of multilayer feedforward networks. 
Neural Networks. 1991;4:251-257

[42] Hornik K, Stinchicombe M, 
White H. Multilayer feedforward 

37

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

networks are universal approximators. 
Neural Networks. 1989;2(5):359-366

[43] Qi M, Zhang P. An investigation 
of model selection criteria for neural 
network time series forecasting. 
European Journal of Operational 
Research. 2001;132:666-680

[44] Adya M, Collopy F. How effective 
are neural networks at forecasting and 
prediction? A review and evaluation. 
Journal of Forecasting. 1998;17:481-495

[45] Hill T, O’Connor M, Remus W. 
Neural network models for time series 
forecasts. Management Science. 
1996;42:1082-1092

[46] Fanni A, Uncini A. Special 
issue on evolving solution with 
neural networks. Neurocomputing. 
2003;55(3-4):417-419

[47] Faraway J, Chatfield C. Time series 
forecasting with neural networks: a 
comparative study using the airline data. 
Applied Statistics. 1998;47:231-250

[48] Nelson M, Hill T, Remus T, 
O’Connor M. Time series forecasting 
using NNs: Should the data be 
deseasonalized first? Journal of 
Forecasting. 1999;18:359-367

[49] Hill T, Marquez L, O’Connor M, 
Remus W. Artificial neural networks 
for forecasting and decision making. 
International Journal of Forecasting. 
1994;10:5-15

[50] Tkacz G, Hu S. Forecasting GDP 
Growth Using Artificial Neural 
Networks. Bank of Canada; 1999

[51] Tashman L. Out-of-sample tests 
of forecasting accuracy: An analysis 
and review. International Journal of 
Forecasting. 2000;16:437-450

[52] Adya M, Collopy F, Armstrong J, 
Kennedy M. Automatic identification 
of time series features for rule-based 

forecasting. International Journal of 
Forecasting. 2001;17(2):143-157

[53] Arinze B. Selecting appropriate 
forecasting models using rule 
induction. Omega-International 
Journal of Management Science. 
1994;22(6):647-658

[54] Venkatachalan A, Sohl J. 
An intelligent model selection 
and forecasting system. Journal of 
Forecasting. 1999;18:167-180

[55] Giraud-Carrier R, Brazdil P. 
Introduction to the special issue on 
meta-learning. Machine Learning. 
2004;54(3):187-193

[56] Santos P, Ludermir T, Prudencio R. 
Selection of time series forecasting 
models based on performance 
information. In: Proceedings of the 4th 
International Conference on Hybrid 
Intelligent Systems. 2004. pp. 366-371

[57] Santos P, Ludermir T, Prudencio R. 
Selecting neural network forecasting 
models using the zoomed-ranking 
approach. In: Proceedings of the 
10th Brazilian Symposium on Neural 
Networks SBRN ’08. 2008. pp. 165-170

[58] Soares C, Brazdil P. Zoomed 
Ranking – Selection of classification 
algorithms based on relevant 
performance information. Lecture 
Notes in Computer Science. 
1910;2000:126-135

[59] Vilalta R, Drissi Y. A perspective 
view and survey of meta-learning. 
Journal of Artificial Intelligence Review. 
2002;18(2):77-95

[60] Akaike H. A new look at 
statistical model identification. IEEE 
Transactions on Automatic Control. 
1974;9:716-723

[61] Schwarz G. Estimating the 
dimension of a model. The Annals of 
Statistics. 1978;6:461-464



Recent Trends in Artificial Neural Networks - From Training to Prediction

38

[62] Tang Z, Fishwick P. Feedforward 
neural nets as models for time 
series forecasting. ORSA Journal on 
Computing. 1993;5(4):374-385

[63] Tang Z, Almeida C, Fishwick P. 
Time series forecasting using neural 
networks vs Box-Jenkins methodology. 
Simulation. 1991;57(5):303-310

[64] Luukkonen R, Saikkonen P, 
Terasvirta T. Testing linearity in 
univariate time series models. 
Scandinavian Journal of Statistics. 
1988;15:161-175

[65] Saikkonen P, Luukkonen R. 
Lagrange multiplier tests for testing 
non-linearities in time series models. 
Scandinavian Journal of Statistics. 
1988;15:55-68

[66] Chan W, Tong H. On tests for non-
linearity in time series analysis. Journal 
of Forecasting. 1986;5:217-228

[67] Hinich M. Testing for Gaussianity 
and linearity of a statistionary time 
series. Journal of Time Series Analysis. 
1982;3:169-176

[68] Happel B, Murre J. The design and 
evolution of modular neural network 
architectures. Neural Networks. 
1994;7:985-1004

[69] Schiffmann W, Joost M, 
Werner R. Application of genetic 
algorithms to the construction of 
topologies for multilayer perceptron. 
In: Proceedings of the International 
Conference on Artificial Neural 
Networks and Genetic Algorithms. 
1993. pp. 675-682

[70] Srinivasan D, Liew A, Chang C. A 
neural network short-term load 
forecaster. Electric Power Systems 
Research. 1994;28:227-234

[71] Zhang X. Time series analysis 
and prediction by neural networks. 

Optimization Methods and Software. 
1994;4:151-170

[72] Chester D. Why two hidden layers 
are better than one. In: Proceedings of 
the International Joint Conference on 
Neural Networks. 1990. pp. 1265-1268

[73] Bishop C. Neural Networks for 
Pattern Recognition. Oxford University 
Press; 1995

[74] Pack D, El-Sharkawi M, Marks R, 
Atlas L. Electric load forecasting using 
an artificial neural network. IEEE 
Transactions on Power Systems. 
1991;6(2):442-449

[75] Yu X, Chen G, Cheng S. Dynamic 
learning rate optimization of the 
backpropagation algorithm. IEEE 
Transactions on Neural Networks. 
1995;6(3):669-677

[76] Falhman S. Faster-learning 
variations of back-propagation: An 
empirical study. In: de Proceedings of 
the 1988 Connectionist Models Summer 
School. 1989. pp. 38-51

[77] Cottrell M, Girard B, Girard Y, 
Mangeas M, Muller C. Neural modeling 
for time series: a statistical stepwise 
method for weight elimination. IEEE 
Transactions on Neural Networks. 
1995;6(6):1355-1364

[78] Lasdon L, Waren A. GRG2 User’s 
Guide. Austin: School of Business 
Administration, University of Texas; 
1986

[79] Weigend A, Rumelhart D, 
Huberman B. Generalization by weight-
elimination with application to 
forecasting. Advances in Neural 
Information Processing Systems. 
1991;3:875-882

[80] Karnin E. A simple procedure for 
pruning back-propagation trained 
neural networks. IEEE Transactions on 
Neural Networks. 1990;1(2):239-245

39

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

[81] Reed R. Pruning algorithms a 
survey. IEEE Transactions on Neural 
Networks. 1993;4:740-747

[82] Siestema J, Dow R. Neural net 
pruning – why and how. In: Proceedings 
of the IEEE International Conference 
on Neural Networks. Vol. 1. 1998. 
pp. 325-333

[83] Breiman L. Combining predictors 
de Combining Artificial Neural 
Nets—Ensemble and Modular Multi-
Net Systems. Berlin: Springer; 1999. 
pp. 31-50

[84] Carney J, Cunningham P. Tuning 
diversity in bagged ensembles. 
International Journal of Neural Systems. 
2000;10:267-280

[85] Hansen L, Salamon P. Neural 
network ensembles. IEEE Transactions 
on Pattern Analysis and Machine 
Intelligence. 1990;12:993-1001

[86] Naftaly U, Intrator N, Horn D. 
Optimal ensemble averaging of neural 
networks. Network: Computation in 
Neural Systems. 1997;8:283-296

[87] Chan P, Stolfo S. Metalearning for 
multistrategy and parallel learning. In: 
Proceedings of the Second International 
Workshop on Multistrategy Learning. 
1993. pp. 150-165

[88] Connor J, Atlas L, Martin D. 
Recurrent Networks and NARMA 
Modeling de Advances in Neural 
Information Processing Systems. 
Morgan Kaufmann Publishers, Inc. 
1991;119:301-308

[89] Kuan C, Liu T. Forecasting exchange 
rates using feedforwad and recurrent 
neural networks. Journal of Applied 
Econometrics. 1995;10:347-364

[90] Najand M, Bond C. Structural 
models of exchange rate determination. 
Journal of Multinational Financial 
Management. 2000;10:15-27

[91] Tenti P. Forecasting foreign 
exchange rates using recurrent 
neural networks. Applied Artificial 
Intelligence. 1996;10:567-581

[92] Caire P, Hatabian G, Muller C. 
Progress in forecasting by neural 
networks. In: Proceedings of the 
International Joint Conference 
on Neural Networks. Vol. 2. 1992. 
pp. 540-545

[93] Ong P, Zainuddin Z. Optimizing 
wavelet neural networks using modified 
cuckoo search for multi-step ahead 
chaotic time series prediction. Applied 
Soft Computing. 2019;80:374-386

[94] Zhanga Y, Wanga X, Tang H. An 
improved Elman neural network with 
piecewise weighted gradient for time 
series prediction. Neurocomputing. 
2019;359:199-208

[95] Wang L, Wang Z, Qu H, 
Liu S. Optimal forecast combination 
based on neural networks for time series 
forecasting. Applied Soft Computing. 
2018;66:1-17

[96] Lopez-Martin M, Carro B, 
Sanchez-Esguevillas A. Neural network 
architecture based on gradient 
boosting for IoT traffic prediction. 
Future Generation Computer Systems. 
2019;100:656-673

[97] Zurbarán M, Sanmartin P. Efectos 
de la Comunicación en una Red 
Ad-Hoc. Investigación e Innovación en 
Ingenierías. 2016;4(1):26-31

[98] Tealab A. Time series forecasting 
using artificial neural networks 
methodologies: A systematic review. 
Future Computing and Informatics 
Journal. 2018;3(2):334-340



Recent Trends in Artificial Neural Networks - From Training to Prediction

38

[62] Tang Z, Fishwick P. Feedforward 
neural nets as models for time 
series forecasting. ORSA Journal on 
Computing. 1993;5(4):374-385

[63] Tang Z, Almeida C, Fishwick P. 
Time series forecasting using neural 
networks vs Box-Jenkins methodology. 
Simulation. 1991;57(5):303-310

[64] Luukkonen R, Saikkonen P, 
Terasvirta T. Testing linearity in 
univariate time series models. 
Scandinavian Journal of Statistics. 
1988;15:161-175

[65] Saikkonen P, Luukkonen R. 
Lagrange multiplier tests for testing 
non-linearities in time series models. 
Scandinavian Journal of Statistics. 
1988;15:55-68

[66] Chan W, Tong H. On tests for non-
linearity in time series analysis. Journal 
of Forecasting. 1986;5:217-228

[67] Hinich M. Testing for Gaussianity 
and linearity of a statistionary time 
series. Journal of Time Series Analysis. 
1982;3:169-176

[68] Happel B, Murre J. The design and 
evolution of modular neural network 
architectures. Neural Networks. 
1994;7:985-1004

[69] Schiffmann W, Joost M, 
Werner R. Application of genetic 
algorithms to the construction of 
topologies for multilayer perceptron. 
In: Proceedings of the International 
Conference on Artificial Neural 
Networks and Genetic Algorithms. 
1993. pp. 675-682

[70] Srinivasan D, Liew A, Chang C. A 
neural network short-term load 
forecaster. Electric Power Systems 
Research. 1994;28:227-234

[71] Zhang X. Time series analysis 
and prediction by neural networks. 

Optimization Methods and Software. 
1994;4:151-170

[72] Chester D. Why two hidden layers 
are better than one. In: Proceedings of 
the International Joint Conference on 
Neural Networks. 1990. pp. 1265-1268

[73] Bishop C. Neural Networks for 
Pattern Recognition. Oxford University 
Press; 1995

[74] Pack D, El-Sharkawi M, Marks R, 
Atlas L. Electric load forecasting using 
an artificial neural network. IEEE 
Transactions on Power Systems. 
1991;6(2):442-449

[75] Yu X, Chen G, Cheng S. Dynamic 
learning rate optimization of the 
backpropagation algorithm. IEEE 
Transactions on Neural Networks. 
1995;6(3):669-677

[76] Falhman S. Faster-learning 
variations of back-propagation: An 
empirical study. In: de Proceedings of 
the 1988 Connectionist Models Summer 
School. 1989. pp. 38-51

[77] Cottrell M, Girard B, Girard Y, 
Mangeas M, Muller C. Neural modeling 
for time series: a statistical stepwise 
method for weight elimination. IEEE 
Transactions on Neural Networks. 
1995;6(6):1355-1364

[78] Lasdon L, Waren A. GRG2 User’s 
Guide. Austin: School of Business 
Administration, University of Texas; 
1986

[79] Weigend A, Rumelhart D, 
Huberman B. Generalization by weight-
elimination with application to 
forecasting. Advances in Neural 
Information Processing Systems. 
1991;3:875-882

[80] Karnin E. A simple procedure for 
pruning back-propagation trained 
neural networks. IEEE Transactions on 
Neural Networks. 1990;1(2):239-245

39

Encountered Problems of Time Series with Neural Networks: Models and Architectures
DOI: http://dx.doi.org/10.5772/intechopen.88901

[81] Reed R. Pruning algorithms a 
survey. IEEE Transactions on Neural 
Networks. 1993;4:740-747

[82] Siestema J, Dow R. Neural net 
pruning – why and how. In: Proceedings 
of the IEEE International Conference 
on Neural Networks. Vol. 1. 1998. 
pp. 325-333

[83] Breiman L. Combining predictors 
de Combining Artificial Neural 
Nets—Ensemble and Modular Multi-
Net Systems. Berlin: Springer; 1999. 
pp. 31-50

[84] Carney J, Cunningham P. Tuning 
diversity in bagged ensembles. 
International Journal of Neural Systems. 
2000;10:267-280

[85] Hansen L, Salamon P. Neural 
network ensembles. IEEE Transactions 
on Pattern Analysis and Machine 
Intelligence. 1990;12:993-1001

[86] Naftaly U, Intrator N, Horn D. 
Optimal ensemble averaging of neural 
networks. Network: Computation in 
Neural Systems. 1997;8:283-296

[87] Chan P, Stolfo S. Metalearning for 
multistrategy and parallel learning. In: 
Proceedings of the Second International 
Workshop on Multistrategy Learning. 
1993. pp. 150-165

[88] Connor J, Atlas L, Martin D. 
Recurrent Networks and NARMA 
Modeling de Advances in Neural 
Information Processing Systems. 
Morgan Kaufmann Publishers, Inc. 
1991;119:301-308

[89] Kuan C, Liu T. Forecasting exchange 
rates using feedforwad and recurrent 
neural networks. Journal of Applied 
Econometrics. 1995;10:347-364

[90] Najand M, Bond C. Structural 
models of exchange rate determination. 
Journal of Multinational Financial 
Management. 2000;10:15-27

[91] Tenti P. Forecasting foreign 
exchange rates using recurrent 
neural networks. Applied Artificial 
Intelligence. 1996;10:567-581

[92] Caire P, Hatabian G, Muller C. 
Progress in forecasting by neural 
networks. In: Proceedings of the 
International Joint Conference 
on Neural Networks. Vol. 2. 1992. 
pp. 540-545

[93] Ong P, Zainuddin Z. Optimizing 
wavelet neural networks using modified 
cuckoo search for multi-step ahead 
chaotic time series prediction. Applied 
Soft Computing. 2019;80:374-386

[94] Zhanga Y, Wanga X, Tang H. An 
improved Elman neural network with 
piecewise weighted gradient for time 
series prediction. Neurocomputing. 
2019;359:199-208

[95] Wang L, Wang Z, Qu H, 
Liu S. Optimal forecast combination 
based on neural networks for time series 
forecasting. Applied Soft Computing. 
2018;66:1-17

[96] Lopez-Martin M, Carro B, 
Sanchez-Esguevillas A. Neural network 
architecture based on gradient 
boosting for IoT traffic prediction. 
Future Generation Computer Systems. 
2019;100:656-673

[97] Zurbarán M, Sanmartin P. Efectos 
de la Comunicación en una Red 
Ad-Hoc. Investigación e Innovación en 
Ingenierías. 2016;4(1):26-31

[98] Tealab A. Time series forecasting 
using artificial neural networks 
methodologies: A systematic review. 
Future Computing and Informatics 
Journal. 2018;3(2):334-340



Section 2

Metaheuristics and Artificial
Neural Networks

41



Section 2

Metaheuristics and Artificial
Neural Networks

41



Chapter 3

Electric Transmission Network
Expansion Planning with the
Metaheuristic Variable
Neighbourhood Search
Silvia Lopes de Sena Taglialenha
and Rubén Augusto Romero Lázaro

Abstract

This paper presents a new method to solve the static long-term power transmis-
sion network expansion planning (TNEP) problem that uses the metaheuristic
variable neighbourhood search (VNS). The TNEP is a large-scale, complex mixed-
integer nonlinear programming problem that consists of determining the optimum
expansion in the network to meet a forecasted demand. VNS changes structure
neighbourhood within a local algorithm and makes the choices of implementation
that integrate intensification and/or diversification strategies during the search
process. The initial solution is obtained by a heuristic nonlinear mixed integer
which takes two Kirchhoff’s laws (transportation and the DC models have been
used). Several tests are performed on Graver’s 6-bus, IEEE 24-bus and Southern
Brazilian systems displaying the applicability of the proposed method, and results
show that the proposed method has a significant performance in comparison with
some studies addressed in common literature.

Keywords: transmission network expansion planning, variable neighbourhood
search algorithm, metaheuristic algorithm, power system planning,
combinatorial optimization

1. Introduction

Due to consumption growth of electrical power, the need of increasing the
existing transmission network power flow capacity is evident. This expansion can
be a dynamic or static performance. The static long-term power transmission net-
work expansion planning (TNEP) problem consists of determining the minimum
cost planning which specifies the number and the locations of transmission lines to
meet a forecasted demand while satisfying the balance between generation and load
and other operational constraints [1]. Transmission investments are very capital
intensive and have long useful lives, so transmission investment decisions have a
long-standing impact on the power system as a whole; therefore TNEP has become
an important component of power system planning, and its solution is used to guide
future investment in transmission equipment.
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The pioneering work on transmission expansion planning is reported in [2],
and since then TNEP literature has been vast and reports that there are usually
considered various solution methods that depend on the mathematical model
formulation [3]. A state of the art, which was obtained from the review of the most
interesting models found in the international technical literature, is presented in
[4]. In [5] TNEP is reviewed from different aspects such as modelling, solving
methods, reliability, distributed generation, electricity market, uncertainties, line
congestion and reactive power planning. A critical review focusing on its most
recent developments and a taxonomy of modelling decisions and solution to TNEP
are presented in [6].

The convenient mathematical modelling to indicate the appropriate operation
would be the representation of the problem by mathematical relationships of the
AC load flow, typically used for the electric system operation analysis [1]. However,
this modelling is more difficult to be used in an efficient way in transmission
network planning, due to its non-convex and nonlinear nature. Consequently, the
mathematical modelling in its most accurate representation is the direct current
(DC) model, which considers Kirchhoff’s voltage (KVL) and current (KCL) laws
just for balance and active power flow. In this case, the resulting problem is a
nonlinear mixed-integer programming with high complexity for large systems,
presenting combinatorial explosion of the number of alternative solutions, with
extra difficulty of presenting many local optima, which most of the time are of
poor quality [3].

A more simplified modelling is the so-called transportation model (TM) which
just enforces the KLC at all existent nodes [2]. In this case the resulting problem is
an integer linear programming problem which is normally easier to solve than the
DC model although it maintains the combinatorial characteristic of the original
problem [3].

It is still possible to consider hybrid models which combine characteristics of the
DC model and the transportation model. In this model it is assumed that KCL
constraints are satisfied for all nodes of the network, whereas the constraint which
represents Ohm’s law (and indirectly KVL) is satisfied only by the existing circuits
(and not necessarily by the added circuits) [3].

Technical literature related to the TNEP proposes many solution methods that
can be classified into mathematical optimization, heuristic and metaheuristic
approaches [7]. Techniques such as dynamic programming [8], linear programming
[2], nonlinear programming [9], mixed-integer programming [10], branch and
bound [11], hierarchical decomposition [12] and Benders decomposition [13] have
been used and are categorized as mathematical-based approaches. But these tech-
niques demand large computing time due to the dimensionality curse of this kind of
problem. Heuristic methods emerged as an alternative to classical optimization
methods, and their use has been very attractive since they were able to find good
feasible solutions demanding less computational effort.

Some heuristic approaches have been proposed using constructive heuristic
algorithms (CHA) [10, 14–16] and the forward-backward approach [17].
Metaheuristic methods emerged as an alternative to the two previous approaches,
producing high-quality solutions with moderate computing time. Genetic
algorithms [18, 19], greedy randomized adaptive search procedure [13], tabu search
[20, 21], simulated annealing [20, 22], GRASP [23], scatter search [24] and grey
wolf optimization algorithm [25] have been used to solve the TNEP problem,
among other metaheuristic optimization techniques. It is important to point out that
they cannot guarantee the global optimal solution to the TNEP problem.

A varied bibliography regarding the theory and application of metaheuristics can
be found in [26, 27]. Other applications of metaheuristics appear in [28].
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Considering that exact methods of optimization to TNEP are not efficient to big
data problems, this paper presents a novel metaheuristic method that considers the
so-called variable neighbourhood search (VNS) to solve the TNEP problem consid-
ering DC model. The VNS metaheuristic was presented in the middle of the 1990s,
by Mladenovic and Hansen [29], and represents a significantly different proposal
compared to other metaheuristics. The fundamental idea of the VNS algorithm is
based on a basic principle: to explore the space of solutions by systematic changes of
neighbourhood structures during the search process. Thus, the transition through
the search space of the problem is always accomplished with an improvement of the
objective function, and, therefore, the transition is not allowed for a solution of
worse quality as occurs with most of the metaheuristics [29].

The VNS algorithm was used with success in the optimization of several prob-
lems of operational research [26, 27, 29, 30], but it is still insignificant in the
optimization of problems related to the operation and the planning of electric power
systems. The VNS was used to TNEP considering transportation model in [31, 32].

This paper is organized as follows: Initially the mathematical model for TNEP
problem and the VNS metaheuristic are presented. After, the developed VNS algo-
rithm to solve the TNEP problem is described. Later, obtained results are presented
and commented. Finally, conclusions are drawn.

2. Mathematical model of TNEP

The mathematical formulation of the TNEP for the DC model is given by
Eqs. (1)–(8) and performs as a nonlinear mixed-integer programming problem [3]:

Min v ¼ ∑
i, j∈Ω

cij:nij (1)

AF þ G ¼ D (2)

f ij � γij n0ij þ nij
� �

θi � θj
� � ¼ 0 (3)

f ij
���
���≤ n0ij þ nij
� �

f ij (4)

0≤ g≤ g (5)

0≤ nij ≤ nij (6)

nij ≥0 and integer ∀ i; jð Þ∈Ω (7)

f ij, θj unbounded ∀ i; jð Þ∈Ω (8)

where v is the total investment value for a predefined horizon; cij is the cost of a
circuit or facility that can be added in the branch i; jð Þ; nij is the number of circuits
added during the optimization process; n0ij is the number of existing circuits in the
initial topology; γij is the susceptance of the branch i; jð Þ; θi is phase angle at the bus i;
F is the vector of power flow with components f ij; f ij is the transmission capacity of a
circuit through branch i; jð Þ; A is the transposed incidence branch-node matrix of the
power system; G is a vector with elements gk (power generation at bus k) with
maximum values gk; nij is the maximum number of circuits that can be added to the
branch i; jð Þ; Ω is the set of all branches where it is possible to add new circuits.

Eq. (1) that contains the sum of the investments costs is the objective function.
The KCL is framed in Eq. (2), and the Ohm’s law is expressed in Eq. (3) which
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implicitly takes into consideration Kirchhoff’s voltage law (KVL). Inequalities
Eq. (4) represent capacity constraints for transmission lines, whereas the absolute
value is necessary since power can flow in both directions. Other constraints
Eqs. (6)–(8) represent operational limits of the generators, maximum limit for the
addition of circuits per branch and integrality demand of the variables nij,
respectively.

The model Eqs. (1)–(8) cannot be solved by using traditional algorithms, and
there is no efficient method for solving these kinds of problems directly. Therefore,
metaheuristics become suitable optimization tools for finding optimal and
suboptimal solutions for the TNEP problem when it is considered complex power
systems (big instances).

A more simplified model called the transport model can be considered, which
contemplates only Kirchhoff’s current law and could be obtained by relaxing the
nonlinear constraint Eq. (3) of the DC model described above [3]. In this case, the
resulting model is an integer linear programming problem. Even though it is linear,
it is still very difficult to find the optimal solution for large and complex systems.
The transport model was the first systematic proposal of mathematical modelling
used with great success in the problem of planning of transmission systems. The
model was proposed by Garver [2] and has represented the beginning of systematic
research in the area of transmission system planning.

Another model that has been considered for the PPEST is the linear hybrid
model (LHM) which combines characteristics of the DC model and the transport
model. This model, in a simpler formulation, preserves the linear properties of the
transport model, considering Kirchhoff’s current law in all nodes of the network and
KVL only in the circuits in the base network (not necessarily in the circuits that will
be added) [3, 10]. The LHM is framed by Eqs. (9)–(17):

Min v ¼ ∑
i, j∈Ω

cij:nij (9)

AFþ A0F0 þG ¼ D (10)

f0ij � γijn
0
ij θi � θj
� � ¼ 0, ∀ i; jð Þ∈Ω0 (11)

f0ij
���
���≤ n0

ij

� �
f ij , ∀ i; jð Þ∈Ω0 (12)

fij
�� ��≤ n0

ij þ nij

� �
fij , ∀ i; jð Þ∈Ω (13)

0≤ g≤ g (14)

0≤nij ≤nij, ∀ i; jð Þ∈Ω (15)

f0ij unbouded; ∀ i; jð Þ∈Ω0 (16)

fij, θj unbounded;∀ i; jð Þ∈Ω (17)

where A0 is the transposed incidence branch-node matrix of the base topology in
previews iterations of the algorithm system; F0 is the vector of base power flow
with components f0ij ; n

0
ij is the circuits added during the iterative process to the base

case; Ω0 is the set of all the circuits added during the iterative process and all of the
prime circuits of the base case.

The LHM was originally proposed in [10] whose authors present a mathematical
modelling Eqs. (9)–(17) which specifies that the portion of the electric system
corresponding to the circuits existing in the base configuration must satisfy the two
Kirchhoff’s laws and the other corresponding part from new circuits must satisfy
only Kirchhoff’s current law.
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The LHM Eqs. (9)–(17) will be considered as a sensitivity indicator to the
proposed heuristic algorithm.

3. Metaheuristic VNS

A metaheuristic is a search strategy that orchestrates an interaction between
local improvement procedures and higher local strategies to create a process capable
of escaping from local optima and performing a robust optimization method for
complex problems. This search is performed by means of transitions in the search
space from an initial solution or a set of initial solution. In this context, the main
difference among the diverse metaheuristic techniques is the strategy used to carry
out the transitions within the search space. VNS is a metaheuristic that systemati-
cally exploits the idea of neighbourhood change to find local-optimal solutions and
to leave those local optima. In that fundamental aspect, VNS is significantly differ-
ent from other metaheuristics. Most metaheuristics accept the degradation of the
current solution as a strategy to leave a local-optimal solution. The VNS algorithm
does not accept this possibility [26].

The VNS algorithm changes the neighbourhood as a way of leaving local-optimal
solutions. During this process, the current solution is also the incumbent, which
does not happen with other metaheuristics. Thus, it is possible to state that the VNS
algorithm performs a set of transitions in the search space of a problem and at each
step this transition is performed for the new incumbent. If the process finds a local
optimum, then the VNS algorithm changes the neighbourhood in order to leave
from that local optimum and to achieve the new incumbent. As a consequence of
this strategy, if the VNS algorithm finds the global optimum, the search stops at that
point, eliminating any chance of leaving it. This behaviour does not occur with
other metaheuristics.

The strategy of the VNS algorithm is inspired by three important facts [29]:
Fact 1—A minimum with regard to one neighbourhood structure is not neces-

sary for another.
Fact 2—A global minimum is a local minimum with regard to all possible

neighbourhood structures.
Fact 3—For many problems, a local minimum with regard to one or several

neighbourhoods is relatively close to each other.
The latter is particularly important in the formulation of the VNS algorithm.

This empirical fact implies that a local-optimal solution often provides important
information regarding the global one, especially if the local-optimal solution pre-
sents excellent quality. It is also an empirical fact that local-optimal solutions are
generally concentrated in specific regions of the search space. If local-optimal solu-
tions were to be uniformly distributed in the search space, all metaheuristics would
become inefficient. Consequently, if a local optimum is found in the same region
where the global optimum is, then the VNS metaheuristic has better chances of
finding this global optimum. On the other hand, if the global optimum pertains to
another region, then the only possibility to find it is to implement a diversification
process. For this reason, equilibrium between intensification and diversification
during the search process can be important in a metaheuristic.

There is another important aspect related to the quality of the local optimum
that should be part of the implementation logic of a VNS algorithm. A local opti-
mum with a better-quality objective function is not necessarily more suitable for
trying to find the global optimum. Let xa and xb be two local-optimal solutions with
f xað Þ< f xbð Þ for the minimization problem. Considering the traditional analysis, it
can be concluded that xa is a local optimum with better quality than xb.
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If these solutions are to be used for initiating (or reinitiating) the search process,
then it can be affirmed that the solution presenting internal characteristics closer to
those of the global optimum is the most suitable for initiating (or reinitiating) the
search and, consequently, solution should not necessarily be chosen.

Thus, for instance, considering the TNEP problem, the local-optimal solution
with the largest number of nij elements equal to the optimal solution is the most
appropriate for initiating (or reinitiating) the search. It is evident that in normal
conditions, the optimal solution is unknown. However, there are some problems
where the optimal solution is known, and there are also various heuristic algorithms
to find local-optimal solutions for this problem.

In this way, the previous observation can be used to identify the heuristic
algorithm that produces best-quality local-optimal solutions for initiating the search
using the VNS algorithm. This type of behaviour occurs in the TNEP problem where
for some instances (power systems) optimal solutions are known and various con-
structive heuristic algorithms used to find excellent local-optimal solutions are
available. Thus, the best constructive heuristic algorithm to be incorporated into the
solution structure of a VNS algorithm can be identified.

Let Nk, k ¼ 1,…, kmax be a finite set of preselected neighbourhood structures,
and let Nk xð Þ be a set of solutions or neighbours in the kth neighbourhood of x.

An optimal solution xopt (or global minimum) is a solution where the minimum
of Eqs. (9)–(17) is achieved.

A solution x0 is a local minimum of Eqs. (1)–(8) with regard to Nk xð Þ, if there is
no solution x0 ∈Nk xð Þ⊆X, such that f x

0 0� �
< f x0ð Þ.

Thus, the idea is to define a set of neighbourhood structures that can be used in a
deterministic, random or both deterministic and random manners. These different
forms of using the neighbourhood structure lead to VNS algorithms with different
performances.

There are various proposals of VNS algorithms that can be used independently
or in an integrated manner forming more complex VNS structures. The simplest
form of a VNS algorithm is the variable neighbourhood descent (VND). The VND
algorithm is based on previously mentioned Fact 1, i.e. the local minimum for a
given move is not necessarily the local minimum for another type of move [29].
In this way, the local optimum x0 in the neighbourhood N1 xð Þ is not necessarily
equal to the local optimum x

0 0
of x0 to the neighbourhood N2 xð Þ.

The VND algorithm takes on the form shown in Figure 1.
This algorithm can be integrated into a more complex structure of the VNS

algorithm.
For example, the sept (a) in Figure 1 could be replaced by randomly generating

a solution neighbour x0 of x x0 ∈Nk xð Þð ); and the resulting algorithm is called the
reduced variable neighbourhood search (RVNS). In the RVNS, usually, the

Figure 1.
VND algorithm [33].
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neighbourhoods will be nested, i.e. each one contains the previous. Then a point is
chosen at random in the first neighbourhood. If its value is better than that of the
incumbent (i.e. f x0ð Þ< f xð Þ), the search is recentred there (x0  x). Otherwise, one
proceeds to the next neighbourhood. After all neighbourhoods have been consid-
ered, one begins again with the first, until a stopping condition is met.

The RVNS algorithm chooses neighbours more dynamically by selecting those
from all neighbourhood structures (diversification) and prioritizing the first
neighbourhood structure (intensification) during the initial stages of the search.
Nevertheless, an important component of the RVNS structure is its capacity for
finding new promising regions from a local optimum. The RVNS algorithm can also
be used independently or be integrated into a more complex structure of the VNS
algorithm.

More efficient VNS algorithms can be formulated by integrating those charac-
teristics of the VND algorithm that allow local quality optima to be found and those
of the RVNS algorithm that allow new promising regions from a local optimum to
be found. Thus, by merging those characteristics, two types of VNS algorithms that
generally exhibit excellent performance can be formulated. These algorithms are
called the basic variable neighbourhood search (BVNS) and the general variable
neighbourhood search (GVNS).

The BVNS algorithm combines a local search with systematic changes of
neighbourhood around the local optimum found in [33]. The structure of the BVNS
algorithm is presented in Figure 2.

The logical procedure adopted by the BVNS is very interesting. Firstly,
k neighbourhood structures should be chosen. The optimization process is initiated
from a solution x and the corresponding neighbourhood N1 xð Þ. Then, a neighbour
x0 of x in N1 xð Þ is randomly selected. From x0, a local search process to find the local
optimum x00 is started.

In this context, three cases may occur:

1. If x00 it is equal to x0, one already was the local optimum of the valley and,
consequently, a change of neighbourhood level should be performed (N2 xð Þ in
this case).

2. If x00 is worse than x0, then the local optimumwith less quality than the incumbent
x was found, and a change of neighbourhood should also be carried out.

Figure 2.
BVNS framework [33].
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3. If x00 is better than x0, it means that a better solution than the incumbent was
found, and, consequently, the incumbent should be updated; the search
should be reinitiated from the new incumbent while remaining in the
neighbourhood N1:

Whenever the local search finds a new incumbent, at any iteration of the
process, the neighbourhood N1 xð Þ should be considered again. Also, whenever the
local search finds an equal or worse quality solution than the incumbent, a change
towards a more complex neighbourhood should be performed. This strategy and the
random choice of the incumbent x’ neighbour avoid cycling and allow local optima
which are distant from the current incumbent to be found.

The local search of the BVNS algorithm can be any heuristic strategy. Nonethe-
less, the local search can also use a strategy of the VNS algorithm. Therefore, the
BVNS algorithm can be transformed into a more general algorithm called general
variable neighbourhood search (GVNS). The GVNS algorithm is obtained through
the generalization of the BVNS algorithm by simply using a VND algorithm as a
local search and using a RVNS algorithm to improve the initial solution required to
begin the search.

All observations made for the BVNS algorithm remain valid for the GVNS
algorithm. As mentioned previously, the fundamental change corresponds to the
improvement stage of the initial solution using an RVNS algorithm and a VND
algorithm for the local search stage.

Since the VNS algorithm can be implemented in various ways, a family of VNS
algorithms can also be implemented. In [26, 30, 33] diverse types of VNS
algorithms are analysed. In this work, only one of these algorithms is presented.
There are other more complex algorithms or structures based on the logic of the
VNS algorithm that are out of the scope of this work. Those algorithms can be
found in [30, 33].

4. Modified VNS for TNEP

In this section the application of our proposed VNS to the TNEP will be
described. The GVNS described in Figure 3 will be used considering the following
steps that will be explained in detail in sequence:

Step 1—Initial solution: Considering a heuristic algorithm to determine an
initial solution.

Step 2—Definition of neighbourhoods: Characterization of each neighbourhood
and determination of their elements.

Step 3—Improvement: Improve the initial solution by using a RVNS
algorithm.

Step 4—Local search: Apply some local search to determine the best
configuration for each current solution neighbourhood.

Step 1: Initial solution

To determine a DC initial solution to TNEP, the constructive heuristic algorithm
(CHA) presented by Villasana-Garver-Salon (VGS) [10] is considered. This algo-
rithm iteratively chooses a new circuit to be added to the system considering a step-
by-set procedure that uses a sensitivity index (given in Eq. (18)) that plays a key
role in the CHA. The iteratively process continues until a feasible solution is
achieved; that means that there is no need for new circuit additions:
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IS ¼ Max sij ¼ nij f ij : nij 6¼ 0
n o

(18)

Generally, for large and complex systems, the derived solutions are local-optimal
[10]. The VGS can be summarized by the following steps:

• VGS1: Take a base topology as a current solution, and resolve the HML
Eqs. (10)–(17) considering that all of the circuits of the current solution must
follow both Kirchhoff’s laws.

• VGS2: Solve LP for the HML using the current solution. If the LP solution
indicates that the system is adequately operating with the new additions and
v ¼ 0, then stop. A new solution for the DC model was found. Go to step 4.

• VGS3: Identify the most attractive circuit considering the sensitivity in
Eq. (18). Update the current solution with the chosen circuit, update n0ij and
Ω0, and go to step 2.

All of the added circuits represent the solution of the CHA. It can be noted that
although the VGS uses a hybrid linear model to identify the best circuit for addition
in an iterative process, it complies with both of Kirchhoff’s laws after adding a new
circuit; thus, the final solution is also feasible in DC.

Example 1: considering Graver’s system [34] that includes six transmission lines
and six buses with a 760-MW demand for base topology, which is shown in
Figure 4a, after has applied the VGS it gave the topology in Figure 4b, with
v ¼ 130:000 m.u.

Step 2: Definition of neighbourhoods

Figure 3.
GVNS framework [33].
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Given solution x, the structures of neighbourhood within the solution space can
be defined by Eq. (19):

Nk xð Þ ¼ x0 ∈ S : d x; x0ð Þ ¼ k; k ¼ 1;…; kmaxf g (19)

where d x; x0ð Þ ¼ k is the quantity of branches with a different number of added
circuits in the solutions x and x0.

For example, given solutions x, x’ and x” from Figure 5a–c, respectively, which
are coded in Figure 6, d x; x0ð Þ ¼ 1, and d x; x

0 0� � ¼ 2. So, solution x0 is a neighbour of
x in N1 xð Þ, and solution x00 is a neighbour of x in N2 xð Þ.

Neighbour x0is obtained from x by adding a circuit in branch 8 (buses 3–6),
whereas the neighbour x00 was obtained from x by adding one circuit in branch 7
(buses 3–5) and removing one circuit in branch 9 (buses 4–6). In the same way, the
neighbours in the other k neighbourhoods can be obtained.

Step 3: Improvement of the initial solution

Figure 4.
Base topology and VGS solution for Graver’s system. (a) Base topology and (b) Initial solution by VGS.

Figure 5.
Neighbourhood characterization.
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Considering kmax ¼ 5 and the initial solution obtained in step 1, a local improve-
ment search using a GVNS described in Figure 3 is applied considering the HLM
Eqs. (9)–(17).

In N1 xð Þ, sort all added circuits in cost-decreasing order, remove the circuit
having the maximum cost, and verify the operation using the HLM model. If such
removal keeps a feasible solution which indicates that the system is in adequate
operation condition (i.e. v ¼ 0 after HML solution), remove that circuit; otherwise,
keep the circuit. Repeat the process of simulating circuit removal until all of the
added circuits have been tested.

At the end of the process, all the added circuits that were not removed represent
the improved solution.

As for the remaining neighbourhoods, the cost variations due to changes (cost
difference between entering and leaving circuits) are calculated, and only the
changes that exhibit negative variation are simulated (the HLM is solved). If the
simulation points out a feasible configuration, then it is a candidate to be used by
updating the current configuration. If the new configuration is unfeasible, then the
simulation is cancelled.

It is important to elucidate that the movement only be carried out if the new
configuration is better than the incumbent and that in this step the procedure only
accepts movements that lead to feasible solutions.

The stop criterion corresponds to the maximum number of solved HLM.

Step 4: Local search

The local search is based in VND described in Figure 1.

5. Results

To illustrate the effectiveness of the proposed method, three problems are con-
sidered: the Garver 6-bus, the IEEE 24-bus and the Brazilian Southern 46-bus
systems.

Full data can be found in [34–36], respectively. Planning could be done with (r)
or without (w) generation rescheduling, resulting in these following cases that have
been widely used to validate results of new methods [2, 10, 15, 16, 20, 34]; Da
[21–24, 31, 32, 35, 36]:

• Case 1w: Garver 6-bus system without rescheduling

• Case 1r: Garver 6-bus system with rescheduling

• Case 2w: IEEE 24-bus system without rescheduling

Figure 6.
x, x0 and x0 0 neighbours codification.
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• Case 2r: IEEE 24-bus system with rescheduling

• Case 3w: Brazilian Southern 46-bus system without rescheduling

• Case 3r: Brazilian Southern 46-bus system with rescheduling

The Brazilian Southern is a real referred system originally formed by 46 buses
and 66 circuits in the base topology, 79 candidate paths and 6.880 MW as expected
demand [35].

For reducing the size of the considered neighbourhoods, only those added cir-
cuits operating below 70% of their capacity were considered to be candidate circuits
for removal.

Table 1 shows the results. The proposed method was more efficient than the
methods shown in [15, 20], since it requires less number of linear programing
resolutions.

6. Conclusions

In this paper an efficient new method based on variable neighbourhood search
has been proposed for transmission networking problem planning considering the
DC model whose mathematical formulation is nonlinear and mixed integer. The
TNEP is a multimodal problem of high complexity for medium and large systems
and cannot be solved by exact algorithms in reasonable computational times.

The proposed method systematically exploits the idea of neighbourhood change
to find local-optimal solutions and to leave those local optima. It was observed that
the definition of neighbourhood structures plays an important role to the conver-
gence of the VNS algorithm applied to TNEP.

The proposed method was tested in the Garver 6-bus, in the IEEE 24-bus and in
the Brazilian Southern 46-bus systems, and the results got more chance of finding
better solutions than mathematical optimization techniques and find local-optimal
solution requiring fewer solved linear problems.

As further research directions, new strategies for reducing the size of the
neighbourhood such as using adjacency lists to avoid adding new lines in isolated
circuits and different kinds of structure neighbourhoods could be developed.
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• Case 2r: IEEE 24-bus system with rescheduling

• Case 3w: Brazilian Southern 46-bus system without rescheduling

• Case 3r: Brazilian Southern 46-bus system with rescheduling

The Brazilian Southern is a real referred system originally formed by 46 buses
and 66 circuits in the base topology, 79 candidate paths and 6.880 MW as expected
demand [35].

For reducing the size of the considered neighbourhoods, only those added cir-
cuits operating below 70% of their capacity were considered to be candidate circuits
for removal.

Table 1 shows the results. The proposed method was more efficient than the
methods shown in [15, 20], since it requires less number of linear programing
resolutions.

6. Conclusions

In this paper an efficient new method based on variable neighbourhood search
has been proposed for transmission networking problem planning considering the
DC model whose mathematical formulation is nonlinear and mixed integer. The
TNEP is a multimodal problem of high complexity for medium and large systems
and cannot be solved by exact algorithms in reasonable computational times.

The proposed method systematically exploits the idea of neighbourhood change
to find local-optimal solutions and to leave those local optima. It was observed that
the definition of neighbourhood structures plays an important role to the conver-
gence of the VNS algorithm applied to TNEP.

The proposed method was tested in the Garver 6-bus, in the IEEE 24-bus and in
the Brazilian Southern 46-bus systems, and the results got more chance of finding
better solutions than mathematical optimization techniques and find local-optimal
solution requiring fewer solved linear problems.

As further research directions, new strategies for reducing the size of the
neighbourhood such as using adjacency lists to avoid adding new lines in isolated
circuits and different kinds of structure neighbourhoods could be developed.
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Chapter 4

An Improved Algorithm for
Optimising the Production of
Biochemical Systems
Mohd Arfian Ismail, Vitaliy Mezhuyev,
Mohd Saberi Mohamad, Shahreen Kasim
and Ashraf Osman Ibrahim

Abstract

This chapter presents an improved method for constrained optimisation of bio-
chemical systems production. The aim of the proposed method is to maximise its
production and, at the same time, to minimise the total amount of chemical con-
centrations involved in producing the best production. The proposed method
models biochemical systems with ordinary differential equations. The optimisation
process became complex for the large size of biochemical systems that contain
many chemicals. In addition, several constraints as the steady-state constraint and
the constraint of chemical concentrations also contributed to the computational
complexity and difficulty in the optimisation process. This chapter considers the
biochemical systems as a nonlinear equations system. To solve the nonlinear equa-
tions system, the Newton method was applied. Then, both genetic algorithm and
cooperative co-evolutionary algorithm were applied to fine-tune the components in
the biochemical systems to maximise the production and minimise the total amount
of chemical concentrations involved. Two biochemical systems were used, namely
the ethanol production in the Saccharomyces cerevisiae pathway and the tryptophan
production in the Escherichia coli pathway. In evaluating the performance of the
proposed method, several comparisons with other works were performed, and the
proposed method demonstrated its effectiveness in maximising the production and
minimising the total amount of chemical concentrations involved.

Keywords: biochemical systems production, constrained optimisation,
computational intelligence, cooperative co-evolutionary algorithm,
genetic algorithm, Newton method

1. Introduction

Computational systems biology is a field of biological study that combines the
knowledge of science and engineering. The objective of this field is to model the
behaviour of biochemical reactions through a computational approach. Within this
field, the structures and complexity of biological processes can be investigated as a
system [1]. Therefore, computational systems biology enables the scientist to rep-
resent the biological process as a system. This allows the biochemical process in a
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field, the structures and complexity of biological processes can be investigated as a
system [1]. Therefore, computational systems biology enables the scientist to rep-
resent the biological process as a system. This allows the biochemical process in a
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living cell to be manipulated as a real factory and gives a way for scientists to
improve the cell production (microbial production).

Integrating the knowledge of microbial production with genomic techniques and
biotechnology processes creates the ability to manipulate a living cell to act like a
real cell factory, thus opening new doors for researchers seeking to improve micro-
bial productions [2]. One example of improving the microbial production is the
optimisation of a biochemical systems production. Generally, biochemical systems
can be defined as a series of chemical reactions found in a microorganism cell. With
the knowledge of microbial production and genomic techniques, the biochemical
systems can be represented as a dynamic mathematical model such as the Michaelis-
Menten type [3], the stoichiometric approach [4], flux-balance analysis [5], meta-
bolic control analysis [6] and biochemical systems theory (BST) [7]. Among these
various choices, this work uses the BST representation to model the biochemical
system. An advantage of using the BST is that prior knowledge of the mechanisms
for each reaction is not required in order to build equations and the mathematical
models can be designed by identifying the reactants and their interconnections [7].
For that reason, a canonical form that uses an ordinary differential equation (ODE)
representation is suitable for modelling biochemical systems [1].

The optimisation of the biochemical systems production is a biotechnological
process that aims to improve production by fine-tuning the chemical reaction.
Besides that, the total amount of chemical concentrations involved also needs to be
taken into account [8, 9]. To date, many studies have been carried out to develop
methods for the optimisation of the biochemical systems production. Researchers
tend to use the computational methods due to the flexibility of the mathematical
models allowing to reduce the required costs and time. Popular methods used are the
linear programming method (Vera et al. 2010; Xu 2012) and the geometric pro-
gramming method [10, 11]. These methods depend on the definitions of the decision
variables and the equality and inequality constraints, which could cause a conver-
gence problem if the definition process is not performed well [12]. In order to
overcome this problem, the present study was carried out using the stochastic
method. The stochastic method operates on an evolving set of candidate solutions. In
the evolving process, the candidate solutions are modified by the stochastic operator
to produce the next generation. Using the stochastic operator, the search direction
is determined by a random method, which makes it more efficient and robust [13].
In addition, the stochastic method does not rely on the manipulation of the objective
function and constraints or the initialisation of a feasible point [14]. There are many
stochastic methods that can be adopted for the optimisation process, among which
is the genetic algorithm (GA) that has been widely found to be the most suitable
method [15–17]. The GA works by representing the chemical reaction in the bio-
chemical systems as a chromosome. The chromosome is then evolved and modified
by a crossover and mutation process, with the intention to improve the solution.

As mentioned above, this chapter uses the BST method to model biochemical
systems. Within the BST, two representations are typically used, namely, the S-
system and generalised mass action (GMA). This study employs the GMA repre-
sentation due to its ability to represent the nonlinearity of a biochemical systems
and superior performance in optimisation [10]. The GMA uses the power law
function, which is an ODE to model the biochemical systems. Applying only the GA
for the optimisation of biochemical systems is not sufficient as the GA only fine-
tunes the chemical concentrations. Therefore, a method is needed to deal with the
biochemical systems. Implementing the Newton method for the biochemical sys-
tems is a good choice because the GMA model that represents the biochemical
systems can be viewed as a nonlinear equations system [8, 18–22]. It also has been
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found that the Newton method is suitable for the nonlinear equations system due to
the convergence speed, simplicity and ease of use [23, 24].

Using the Newton method with the GA in optimising the biochemical systems
production is a good choice because the Newton method deals with the biochemical
systems, while the GA is used to fine-tune the chemical concentrations by
representing the chemical concentrations into a chromosome. However, several
problems do occur when dealing with large biochemical systems that contain many
chemicals and has complex structures where it makes the representation of the
solution become complex and difficult to evaluate. Hence, a method is needed in
order to overcome these problems by simplifying the representation of the solution.
Using the cooperative co-evolutionary algorithm (CCA) is a good choice because it
has the ability to simplify the representation of the candidate solution by
decomposing a single chromosome into multiple sub-chromosomes [17, 25, 26].

In this chapter, a hybrid method known as the advanced Newton cooperative
genetic algorithm (ANCGA) that combined the Newton optimisation method; the
GA and the CCA were presented. This method models biochemical systems as a
system of nonlinear equations and applies the Newton method to solve the system.
In the optimisation process, the GA and the CCA were used to represent the vari-
ables in a nonlinear system in order to search the best solution. The GA was used to
maximise the production, while the CCA was used to minimise the total amount of
chemical concentrations involved. The ANCGA that proposed in this study is the
improvement of the existing method [17]. The reason of proposing the ANCGA is
due to the previous algorithm that takes longer time for the optimisation process.
Moreover, the performance of the previous work can be improved in terms of
maximising the production and minimising the total amount of chemical concen-
trations involved. In order to do that, this work introduces a concept of external
population. The external population was used to store the best solution found in
every generation. The reason of using this concept was to avoid the best solution
found in every generation from being lost during the reproduction process. The
methods used in this study are presented in the following order. Firstly, the pro-
posed method is explained in detail. Case studies of the fermentation pathway in
Saccharomyces cerevisiae (S. cerevisiae) and the tryptophan (trp) of biosynthesis in
Escherichia coli (E. coli) are then presented. Following that, the results are discussed,
and a brief conclusion is made.

2. The proposed method

This section describes the proposed ANCGA in detail. The ANCGA is proposed
in order to improve the performance of the previous method [17] in terms of
computational time. In addition, the ANCGA is hope to improve the performance of
the previous method [17] in maximising the production and minimising the total
amount of chemical concentrations involved. Figure 1 shows the flowchart of
ANCGA. The ANCGA operates by treating the biochemical systems as a system of
nonlinear equations and then uses the Newton method in solving the nonlinear
equations system. Then, the GA and CCA were used in the optimisation process.
The detailed operation of the ANCGA is described in the following steps:

Step 1—randomly generate the initial n sub-chromosomes in m sub-populations
and create an empty external population. The number of sub-populations (m) must
be the same to the number of variables in the nonlinear equations system. The sub-
chromosomes represent the variables in the nonlinear equations system. The sub-
chromosome is in the binary format.
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Step 2—evaluate the sub-chromosome. The evaluation process starts when a
representative from every sub-population is selected to produce a complete solution
that is known as a cooperative chromosome. The selection of representatives is
based on their fitness value, where the lowest values are selected first. This process
is known as the sub-chromosome evaluation. The objective of this process is to
minimise the total amount of chemical concentrations involved by letting repre-
sentatives that have the lowest fitness values from every sub-population to be
combined together.

Step 3—produce the cooperative chromosome. The cooperative chromosome is
produced after all the selected representatives are combined together. The cooper-
ative chromosome is the complete solution. The formation of the cooperative chro-
mosome is depicted in Figure 2.

Step 4—evaluate the cooperative chromosome. In this step, the cooperative
chromosome is tested. The evaluation process starts with an encoding of the coop-
erative chromosome into variables in the nonlinear equations system. Then, the

Figure 1.
The flow chart of ANCGA.
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Newton method is used to solve the nonlinear equations system. In the evaluation
process, a condition might occur depending on whether or not the cooperative
chromosome follows the set of constraints. If the cooperative chromosome follows
the constraints, then the procedure goes ahead to Step 8; if not, it goes to Step 5.

Step 5—decompose the cooperative chromosome into sub-chromosomes. After
solving the nonlinear equations system using the Newton method, the variables in
the nonlinear equations system are decoded back into the cooperative chromosome
form. Then, the cooperative chromosome is decomposed into multiple sub-
chromosomes. After that, all the sub-chromosomes are sent back to their own sub-
populations in order to perform selection and reproduction.

Step 6—select a pair of sub-chromosome for the reproduction process. The
selection process is based on their fitness value, where the lowest fitness value is
selected first.

Step 7—produce new generations. In this step, the genetic operators of crossover
and mutation are applied on the selected sub-chromosomes in order to produce new
generations. This process is performed up to the last sub-chromosome. Then, the
new generation is processed again, starting from Step 2.

Step 8—copy the cooperative chromosome into the external population. The
process is performed by copying selected cooperative chromosome that fulfil the
constraints and put the selected cooperative chromosome into external population.
This process is intended to keep the best solution in every generation and prevent it
from being lost in the reproduction process (Step 7). At this stage, two conditions
may occur: either the maximum number of generations is reached or the maximum
number of cooperative chromosomes in the external population is achieved. If these
two conditions are fulfilled, the procedure jumps to Step 10; otherwise, the proce-
dure continues to the next step. During this process, if the maximum number of
cooperative chromosomes in the external population is reached before the maxi-
mum number of generations is achieved, the cooperative chromosome that has the
lowest fitness value is deleted and replaced by a newly copied cooperative chromo-
some. However, if the maximum number of generations is reached before the
maximum number of cooperative chromosomes in the external population is
achieved, the procedure moves to Step 10.

Step 9—select some of the cooperative chromosomes from the external popula-
tion. This process refers to the elitism of external population concept. The elitism of
external population concept works where some (with y probability) of the cooper-
ative chromosomes from the external population are selected and combined with
the current sub-chromosomes. The selection process is based on their fitness value,
where the cooperative chromosomes from the external population that have the
highest fitness value are selected first. Then, this process goes back to Step 5.

Figure 2.
The formation of the cooperative chromosome.
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Step 10—choose the best solution. The best solution is chosen among all the
cooperative chromosomes in the external population. The selection is based on the
fitness values of the cooperative chromosomes, where the cooperative chromosome
with the highest fitness value is chosen.

Step 11—return to the best solution. This step decodes the selected cooperative
chromosome into its real value (the variable in the nonlinear equations system) and
gives the best solution set.

3. Case studies

In this section, the effectiveness and efficiency of the ANCGA is demonstrated.
The effectiveness of the proposed method refers to the ability of the ANCGA to
obtain the best result, while the efficiency refers to the ability of the ANCGA to
maintain its performance in producing the best result in several case studies. Two case
studies were used, namely, the S. cerevisiae pathway and the E. coli pathway. In order
to test the performance of the ANCGA, a Java program based on two Java libraries,
namely, jMetal [27] and JAMA of the version 1.0.3, was developed. The jMetal library
can be downloaded from http://jmetal.sourceforge.net/index.html, while the JAMA
version 1.0.3 can be accessed at http://math.nist.gov/javanumerics/jama/.

3.1 Case study 1: the ethanol production in S. cerevisiae pathway

In this case study, the ANCGA was used to optimise ethanol production in the
S. cerevisiae pathway. The GA was used to represent the chemical reactions in the
S. cerevisiae pathway, which were metabolites and enzymes. Details of the metab-
olites and enzymes, including the initial steady-state values, are presented in
Table 1. The pathway was suspended in a cell culture at p. 4.5 and had the
following ODE models [28].

Metabolite/enzyme Symbol Initial steady-state value

Glcin X1 0.0345

G6P X2 1.0110

FDP X3 9.1440

PEP X4 0.0095

ATP X5 1.1278

Vin Y1 19.70

VHK Y2 68.50

VPFK Y3 31.70

VGAPD Y4 49.90

VPK Y5 3440.00

VCarb Y6 14.31

VGro Y7 203.00

VATPase Y8 25.10

Table 1.
Details of metabolite and enzymes in case study 1.
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dX1

dt
¼ Vin � VHK

dX2

dt
¼ VHK � VPFK � VCarb

dX3

dt
¼ VPFK � VGAPD � 0:5VGro

dX4

dt
¼ 2VGAPD � VPK

dX5

dt
¼ 2VGAPD þ VPK � VHK � VCarb � VPFK � VATPase

(1)

Eq. (2) shows the fluxes at the steady-state condition.

Vin ¼ 0:8122X�0:23442 Y1

VHK ¼ 2:8632X0:7464
1 X0:0243

5 Y2

VPFK ¼ 0:5232X0:7318
2 X�0:39415 Y3

VCarb ¼ 8:904� 10�4X8:6107
2 Y6

VGAPD ¼ 7:6092� 10�2X0:6159
3 X0:1308

5 Y4

Vgro ¼ 9:272� 10�2X0:05
3 X0:533

4 X�0:08225 Y7

VPK ¼ 9:471� 10�2X0:05
3 X0:533

4 X�0:08225 Y5

VATPase ¼ X5X8

(2)

For the total amount of chemical concentration involved, it can be formulated
as follows:

minF2 ¼ ∑
5

j¼1
Xj þ ∑

6

k¼1
Xk (3)

In the optimisation process, the GMA model was treated as a nonlinear equa-
tions system, where all the GMA models were set to be equal to 0. This gave all
the ODE models in Eq. (1) the following forms:

Vin � VHK ¼ 0

VHK � VPFK � VPol ¼ 0

VPFK � VGAPD � 0:5VGol ¼ 0

2VGAPD � VPK ¼ 0

2VGAPD þ VPK � VHK � VPol � VPFK � VATPase ¼ 0

(4)

For the metabolite concentration constraint, the constraint was set to 20%
from the steady-state value, which was in the range between 0.8 and 1.2 [8, 29].
Thus, the constraint for this case study became as follows:

X0:8
k ≤ Xk ≤ X1:2

k k ¼ 1, 2, 3,4, 5 (5)

Meanwhile, the enzyme concentration constraint was set in the range between
0 and 50 from the steady-state value [8, 29]. The enzyme concentration constraint
can be formulated as follows:

Y0
k ≤ Yk ≤ Y50

k k ¼ 1, 2, 3,4, 5, 8 (6)
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3.2 Case study 2: the tryptophan biosynthesis in E. coli pathway

For case study 2, the ANCGA was used to optimise the end product of this
pathway, which was trp production. The complete description of this pathway
was provided by Xiu and colleagues [30]. The GMA models of this pathway are
given as follows:

dX1

dt
¼ V11 � V12

dX2

dt
¼ V21 � V22

dX3

dt
¼ V31 � V32 � V33 � V34

(7)

where X1 is the mRNA concentration, X2 is the enzyme concentration and X3 is
the trp concentration. The rates of all reactions in this pathway at steady state are
given as follows:

V11 ¼ 0:6403X�5:87�10
�4

3 X�0:83325

V12 ¼ 1:0233X1X0:0035
4 X0:9965

11

V21 ¼ X1

V22 ¼ 1:4854X2X�0:13494 X0:8651
12

V31 ¼ 0:5534X2X�0:55733 X0:5573
6

V32 ¼ X3X4

V33 ¼ 0:9942X7:0426�10�4
3 X7

V34 ¼ 0:8925X3:5�10�6
3 X0:9760

4 X8X�0:02409 X�3:5�10
�6

10

(8)

The trp production in this case study is given by the reaction V34 [31]. This
leads to optimisation that can be formulated as follows:

maxF ¼ V34 (9)

For the total amount of chemical concentrations involved, it can be formulated
as follows:

minF2 ¼ ∑
5

k¼1
Xk þ X8 (10)

Similar to case study 1, the GMA model was set to be equal to 0, thus Eq. (8)
became as follows:

V11 � V12 ¼ 0

V21 � V22 ¼ 0

V31 � V32 � V33 � V34 ¼ 0

(11)

In this case study, the GA and CCA only represent several chemical concentra-
tions. This was because not all chemical concentrations were being tuned [1, 10, 11].
The chemical concentrations that tuned were X1 up to X6 and X8. These chemical
concentrations including their initial steady states are summarised in Table 2. For
the other chemical concentrations which were X7 and X9 up to X13, fixed values
were used [1, 10, 11]. Eq. (12) lists the range of these chemicals.
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X0:8
k ≤ Xk ≤ X1:2

k k ¼ 1, 2, 3
0≤ X4 ≤ 0:00624

4≤ X5 ≤ 10

500≤ X6 ≤ 5000

X7 ¼ 0:0022X5

0≤ X8 ≤ 1000

X9 ¼ 7:5

X10 ¼ 0:005

X11 ¼ 0:9

X12 ¼ 0:02

X13 ¼ 0

(12)

4. Results and discussion

In performing the experiments, many parameter settings were used. The list of
all parameter settings used in this study is listed in Table 3, whereas Table 4
presents the parameter settings in producing the best result. The binary coding was
used to represent the chemical concentrations. For the Newton method, fixed

Reaction Initial steady-state value

X1 0.0345

X2 1.0110

X3 9.1440

X4 0.0095

X5 1.1278

X6 19.70

X8 25.10

Table 2.
Summary of reaction concentrations in case study 2.

Parameter Rate

Number of sub-populations Depend on the number of variables in nonlinear
equations system

Number of sub-chromosomes in sub-
population

[100,110,120,130,140,150]

Number of chromosomes in external
population P

[100,110,120,130,140,150]

Maximum number of generations [100,110,120,130,140,150]

Crossover rate [0.1,0.2,0.3,0.4,0.5]

Mutation rate [0.1,0.2,0.3,0.4,0.5]

Elitism rate [0.1,0.2,0.3,0.4,0.5]

Table 3.
List of all parameter settings used.

69

An Improved Algorithm for Optimising the Production of Biochemical Systems
DOI: http://dx.doi.org/10.5772/intechopen.83611



3.2 Case study 2: the tryptophan biosynthesis in E. coli pathway

For case study 2, the ANCGA was used to optimise the end product of this
pathway, which was trp production. The complete description of this pathway
was provided by Xiu and colleagues [30]. The GMA models of this pathway are
given as follows:

dX1

dt
¼ V11 � V12

dX2

dt
¼ V21 � V22

dX3

dt
¼ V31 � V32 � V33 � V34

(7)

where X1 is the mRNA concentration, X2 is the enzyme concentration and X3 is
the trp concentration. The rates of all reactions in this pathway at steady state are
given as follows:

V11 ¼ 0:6403X�5:87�10
�4

3 X�0:83325

V12 ¼ 1:0233X1X0:0035
4 X0:9965

11

V21 ¼ X1

V22 ¼ 1:4854X2X�0:13494 X0:8651
12

V31 ¼ 0:5534X2X�0:55733 X0:5573
6

V32 ¼ X3X4

V33 ¼ 0:9942X7:0426�10�4
3 X7

V34 ¼ 0:8925X3:5�10�6
3 X0:9760

4 X8X�0:02409 X�3:5�10
�6

10

(8)

The trp production in this case study is given by the reaction V34 [31]. This
leads to optimisation that can be formulated as follows:

maxF ¼ V34 (9)

For the total amount of chemical concentrations involved, it can be formulated
as follows:

minF2 ¼ ∑
5

k¼1
Xk þ X8 (10)

Similar to case study 1, the GMA model was set to be equal to 0, thus Eq. (8)
became as follows:

V11 � V12 ¼ 0

V21 � V22 ¼ 0

V31 � V32 � V33 � V34 ¼ 0

(11)

In this case study, the GA and CCA only represent several chemical concentra-
tions. This was because not all chemical concentrations were being tuned [1, 10, 11].
The chemical concentrations that tuned were X1 up to X6 and X8. These chemical
concentrations including their initial steady states are summarised in Table 2. For
the other chemical concentrations which were X7 and X9 up to X13, fixed values
were used [1, 10, 11]. Eq. (12) lists the range of these chemicals.

68

Recent Trends in Artificial Neural Networks - From Training to Prediction

X0:8
k ≤ Xk ≤ X1:2

k k ¼ 1, 2, 3
0≤ X4 ≤ 0:00624

4≤ X5 ≤ 10

500≤ X6 ≤ 5000

X7 ¼ 0:0022X5

0≤ X8 ≤ 1000

X9 ¼ 7:5

X10 ¼ 0:005

X11 ¼ 0:9

X12 ¼ 0:02

X13 ¼ 0

(12)

4. Results and discussion

In performing the experiments, many parameter settings were used. The list of
all parameter settings used in this study is listed in Table 3, whereas Table 4
presents the parameter settings in producing the best result. The binary coding was
used to represent the chemical concentrations. For the Newton method, fixed

Reaction Initial steady-state value

X1 0.0345

X2 1.0110

X3 9.1440

X4 0.0095

X5 1.1278

X6 19.70

X8 25.10

Table 2.
Summary of reaction concentrations in case study 2.

Parameter Rate

Number of sub-populations Depend on the number of variables in nonlinear
equations system

Number of sub-chromosomes in sub-
population

[100,110,120,130,140,150]

Number of chromosomes in external
population P

[100,110,120,130,140,150]

Maximum number of generations [100,110,120,130,140,150]

Crossover rate [0.1,0.2,0.3,0.4,0.5]

Mutation rate [0.1,0.2,0.3,0.4,0.5]

Elitism rate [0.1,0.2,0.3,0.4,0.5]

Table 3.
List of all parameter settings used.

69

An Improved Algorithm for Optimising the Production of Biochemical Systems
DOI: http://dx.doi.org/10.5772/intechopen.83611



parameters were used, namely, 50 for the maximum number of iterations and 10�6

for tolerance.
The full results obtained by the ANCGA when applied on S. cerevisiae pathway

are given in Table 5. At the best solution, the ANCGA was able to increase the F1
(ethanol production) up to 53.02 bigger than its initial steady-state value. For the F2
(total amount of chemical concentrations involved), the proposed method was able
to reduce it to 293.5249. All metabolites and enzymes fulfilled their constraints,
with all the metabolites staying in the range of 0.8–1.2, while all the enzymes were
in the range of 0–50. The performance of the ANCGA was assessed by comparing
the result obtained by ANCGA with other works, and the comparison results are
listed in Table 6. As shown in the table, the ANCGA produced higher results as
compared to other methods. In addition, to verify the results achieved by the
ANCGA, an average of 100 independent runs was recorded. The results are
summarised in Table 5. It shows that the average result for the metabolites and
enzymes fulfilled their constraints, whereby they were in their optimum range, thus
leading to the conclusion that the ANCGA is able to produce reliable results. It can
be said that the ANCGA can produce higher production of ethanol as compared to
the methods used in other studies.

Parameter Case study 1 Case study 2

Number of sub-populations 11 7

Number of sub-chromosomes in sub-population 150 140

Number of chromosomes in external population P 100 100

Maximum number of generations 150 130

Crossover rate 0.3 0.4

Mutation rate 0.1 0.1

Elitism rate 0.2 0.2

Table 4.
Parameter settings in producing optimum solution.

Variables Best solution 1 Average

X1 1.1240 0.9951

X2 1.0322 1.0018

X3 0.9900 1.0053

X4 1.1407 1.1297

X5 1.0001 0.9831

Y1 49.8103 49.9793

Y2 45.3702 45.0767

Y3 45.3452 49.8103

Y4 48.5112 47.4064

Y5 49.4448 49.3426

Y8 49.7563 49.7876

F1 53.0200 52.7499

F2 293.5249 294.5178

Table 5.
The full result of case study 1.
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The full results of the E. coli pathway are presented in Table 7. The ANCGA was
able to improve the F1 (production of trp) to 3.9774 from its initial steady state.
Meanwhile, the proposed method was able to reduce the F2 (total amount of chem-
ical concentrations involved) to 6006.4280. All variables representing the chemical
reaction followed their constraints and were in the optimum range. To assess the
performance of the ANCGA, the results achieved were compared to the results of
other methods, with the details of the comparison shown in Table 8. As presented
in the table, the F1 of the ANCGA was higher when compared to the methods
employed in other works. Similar to the previous case study, 100 experiments were
conducted, and the average result was calculated in order to validate the ANCGA
results. Table 7 presents the average result. From the data in Table 7, it can be
concluded that the ANCGA is reliable in performing the optimisation of this path-
way because the average of all the variables follows their constraints. From the
observations presented in Tables 7 and 8, it can be concluded that the ANCGA is
effective in optimising the trp production as well as producing reliable results.

Work by F1 F2

Xu [11] 52.38 297.664

Rodriguez-Acosta et al. [29] 52.31 295.270

Previous method [17] 52.91 294.800

ANCGA 53.02 293.5249

Table 6.
Comparison with other works for case study 1.

Variables Best solution Average

X1 0.8064 1.0742

X2 0.8046 1.1085

X3 0.8000 0.8000

X4 0.0054 0.0054

X5 4.0116 4.4694

X6 5000 5000

X8 1000 1000

F1 3.9774 3.9616

F2 6006.4280 6007.4575

Table 7.
The full result of case study 2.

Work by F1 F2

Marin-Sanguino et al. [10] 3.062 6006.1412

Vera et al. [1] 3.05 6007.1314

Xu [11] 3.946 6007.7814

Previous method [17] 3.9759 6006.5581

ANCGA 3.9774 6006.4280

Table 8.
Comparison with other works for case study 2.
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The external population concept used by ANCGA can be validated by comparing
it with the previous method proposed in [17]. The aim of the external population
concept was to reduce the computational time and the number of generations. To
learn the effect of the external population concept, several experiments were
conducted. To investigate the decrease in the number of generations, F1 was set to
52.5 for case study 1 and 3.90 for case study 2. After F1 was achieved, the process was
stopped. This helped to investigate which method required more generations in
achieving the target production. Figures 3 and 4 illustrate the comparisons of all case
studies. In both figures, the maximum number of the external population was smaller
as compared to the maximum number of the previous method in achieving F1. This
was caused by the concept of external population that was introduced in this study.
By using this concept, the best solutions found in the iteration process could be
maintained and thus enabled the number of generations to be reduced. In addition, it
was found that this concept tended to converge faster than the previous method. This
meant that the use of the external population concept allowed faster search of the best
solution. In conclusion, the external population concept had an impact in reducing
the number of generations and helped in faster convergence as compared to previous
methods. To determine the statistical significance between the proposed method and
previous methods, the paired t-test and theWilcoxon signed-rank test were used. The
result of the statistical tests showed that all p-values were <0.05, thus confirming
that the proposed method significantly improved the previous method.

Meanwhile, to investigate the decrease in computational time, the maximum
number of generations was not set, but F1 was set to 52.5 for case study 1 and 3.9 for
case study 2. After F1 was achieved, the process was terminated. Table 9 lists the

Figure 3.
The comparison of results of elitism concept and non-elitism concept for case study 1.

Figure 4.
The comparison of results of elitism concept and non-elitism concept for case study 2.
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computational time results, and it was found that the ANCGA required less time as
compared to the method in [17]. This situation occurred because the high-quality
solutions were stored in the external population and then combined with the cur-
rent solution in the optimisation process. Copying the high-quality solutions into
the external population prevented them from being lost (because the optimisation
process involving crossover and mutation operation could lose the high-quality
solutions). By storing the high-quality solutions into the external population, it
would be able to keep the best solution until the optimisation process stopped. To
determine the significant improvement of the proposed method against the previ-
ous method, the paired t-test and the Wilcoxon signed-rank test were used. The
p-value from both tests was <0.05. From this finding, the proposed method and the
previous method were statistically different from each other, and the improvement
of the proposed method could be accepted.

5. Conclusion

Improving production has become an important issue in the optimisation of
biochemical systems. Many factors need to be considered to ensure optimal produc-
tion. In this work, a hybrid method for constraint optimisation of the biochemical
systems production known as the ANCGA was presented. The ANCGA was devel-
oped based on a previous method [17], where the ANCGA combined the Newton
method, GA and CCA. This study introduced a concept of external population. The
aim of this concept was to reduce computational time. In this work, the biochemical
system was modelled by a nonlinear equations system. In the optimisation process,
the Newton method was employed to deal with a system of nonlinear equations. The
GA and CCA were then applied to fine-tune the chemical concentration value in the
nonlinear system in order to search for the best solution. During the optimisation
process, the high-quality solutions were copied and stored into the external popula-
tion. The purpose of this process was to avoid the loss of high-quality solutions during
the optimisation process. Then, some solutions from the external population were
mixed with the next generation of solutions. By doing this, the computational time
and number of generations were reduced. In the present study, the proposed method
was applied on two case studies, and better results were obtained as compared to the
methods presented in other works. In addition, the results were validated, and they
demonstrated that the constraints of all the components in the biochemical system
were fulfilled. Thus, it can be concluded that the performance of the ANCGA is
effective and reliable in producing the best result.
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Method Case study 1 Case study 2

ANCGA 75.56 38.07

Previous method [17] 80.40 40.45
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Chapter 5

Object Recognition Using
Convolutional Neural Networks
Richardson Santiago Teles de Menezes,
Rafael Marrocos Magalhaes and Helton Maia

Abstract

This chapter intends to present the main techniques for detecting objects within
images. In recent years there have been remarkable advances in areas such as
machine learning and pattern recognition, both using convolutional neural net-
works (CNNs). It is mainly due to the increased parallel processing power provided
by graphics processing units (GPUs). In this chapter, the reader will understand the
details of the state-of-the-art algorithms for object detection in images, namely,
faster region convolutional neural network (Faster RCNN), you only look once
(YOLO), and single shot multibox detector (SSD). We will present the advantages
and disadvantages of each technique from a series of comparative tests. For this, we
will use metrics such as accuracy, training difficulty, and characteristics to imple-
ment the algorithms. In this chapter, we intend to contribute to a better under-
standing of the state of the art in machine learning and convolutional networks for
solving problems involving computational vision and object detection.

Keywords: machine learning, convolutional neural network, object detection

1. Introduction

There are fascinating problems with computer vision, such as image classifica-
tion and object detection, both of which are part of an area called object recognition.
For these types of issues, there has been a robust scientific development in the last
years, mainly due to the advances of convolutional neural networks, deep learning
techniques, and the increase of the parallelism processing power offered by the
graphics processing units (GPUs). The image classification problem is the task of
assigning to an input image one label from a fixed set of categories. This classifica-
tion problem is central within computer vision because, despite its simplicity, there
are a wide variety of practical applications and has multiple uses, such as labeling
skin cancer images [1], use of high-resolution images to detect natural disasters
such as floods, volcanoes, and severe droughts, noting the impacts and damage
caused [2–4].

The performance of image classification algorithms crucially relies on the
features used to feed them [5]. It means that the progress of image classification
techniques using machine learning relied heavily on the engineering of selecting the
essential features of the images that make up the database. Thus, obtaining these
resources has become a daunting task, resulting in increased complexity and
computational cost. Commonly, two independent steps are required for image
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classification, feature extraction, and learning algorithm choice, and this has been
widely developed and enhanced using support vector machines (SVMs).

The SVM algorithm, when considered as part of the supervised learning
approach, is often used for tasks as classification, regression, and outlier detection
[6]. The most attractive feature of this algorithm is that its learning mechanism for
multiple objects is simpler to be analyzed mathematically than traditional neural
network architecture, thus allowing to complex alterations with known effects on
the core features of the algorithm [7]. In essence, an SVM maps the training data
to higher-dimensional feature space and constructs a separation hyperplane with
maximum margin, producing a nonlinear separation boundary in the input
space [8].

Today, the most robust object classification and detection algorithms use deep
learning architectures, with many specialized layers for automating the filtering and
feature extraction process. Machine learning algorithms such as linear regression,
support vector machines, and decision trees all have its peculiarities in the learning
process, but fundamentally they all apply similar steps: make a prediction, receive a
correction, and adjust the prediction mechanism based on the correction, at a high
level, making it quite similar to how a human learns. Deep learning has appeared
bringing a new approach to the problem, which attempted to overcome previous
drawbacks by learning abstraction in data following a stratified description para-
digm based on a nonlinear transformation [9]. A key advantage of deep learning is
its ability to perform semi-supervised or unsupervised feature extraction over mas-
sive datasets.

The ability to learn the feature extraction step present in deep learning-based
algorithms comes from the extensive use of convolutional neural networks
(ConvNet or CNN). In this context, convolution is a specialized type of linear
operation and can be seen as the simple application of a filter to a determined input
[10]. Repeated application of the same filter to an input results in a map of activa-
tions called a feature map, indicating the locations and strength of a detected
feature in the input by tweaking the parameters of the convolution. The network
can adjust itself to reduce the error and therefore learn the best parameters to
extract relevant information on the database.

Many deep neural network (DNN)-based object detectors have been proposed
in the last few years [11, 12]. This research investigates the performance of state-
of-the-art DNN models of SSD and Faster RCNN applied to a classical detection
problem where the algorithms were trained to identify several animals in images;
furthermore to exemplify the application in scientific research, the YOLO network
was trained to solve the mice tracking problem. The flowing sections describe the
DNN models mentioned earlier in more details [13–15].

2. Object detection techniques

2.1 Single shot multibox detector

The single shot multibox detector [13] is one of the best detectors in terms of
speed and accuracy comprising two main steps, feature map extraction and
convolutional filter applications, to detect objects.

The SSD architecture builds on the VGG-16 network [16], and this choice was
made based on the strong performance in high-quality image classification tasks
and the popularity of the network in problems where transfer learning is involved.
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Instead of the original VGG fully connected layers, a set of auxiliary convolutional
layers change the model, thus enabling to extract features at multiple scales and
progressively decrease the size of the input to each subsequent layer.

The bounding box generation considers the application of matching pre-
computed, fixed-size bounding boxes called priors with the original distribution of
ground truth boxes. These priors are selected to keep the intersection over union
(IoU) ratio equal to or greater than 0:5.

The overall loss function defined in Eq. (1) is a linear combination of the
confidence loss, which measures how confident the network is of the computed
bounding box using categorical cross-entropy and location loss, which measures
how far away the networks predicted bounding boxes are from the ground truth
ones using L2 norm.

L x, c, l, gð Þ ¼ 1
N

Lconf x, cð Þ þ αLloc x, l, gð Þ� �
(1)

where N is the number of matched default boxes and Lconf and Lloc are the
confidence and location loss, respectively, as defined in [13]. Figure 1 depicts how
to apply the convolutional kernels to an input image in the SSD architecture.

2.2 You only look once

You only look once [14] is a state-of-the-art object detection algorithm which
targets real-time applications, and unlike some of the competitors, it is not a tradi-
tional classifier purposed as an object detector.

YOLO works by dividing the input image into a grid of S� S cells, where each of
these cells is responsible for five bounding boxes predictions that describe the
rectangle around the object. It also outputs a confidence score, which is a measure
of the certainty that an object was enclosed. Therefore the score does not have any
relation with the kind of object present in the box, only with the box’s shape.

For each predicted bounding box, a class it’s also predicted working just like a
regular classifier giving resulting in a probability distribution over all the possible
classes. The confidence score for the bounding box and the class prediction com-
bines into one final score that specifies the probability for each box includes a
specific type of object. Given these design choices, most of the boxes will have low
confidence scores, so only the boxes whose final score is beyond a threshold are kept.

Eq. (2) states the loss function minimized by the training step in the YOLO
algorithm.

Figure 1.
The SSD network has several feature layers to the end of the base network, which predicts the offsets to default
boxes of different scales, aspect ratios, and their associated confidences. Figure based on [13].
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where 1obji indicates if an object appears in cell i and 1objij denotes the jth bounding
box predictor in cell i responsible for that prediction; x, y, w, h, and C denote the
coordinates that represent the center of the box relative to the bounds of the grid
cell. The width and height predictions are relative to the whole image. Finally, C
denotes the confidence prediction, that is, the IoU between the predicted box and
any ground truth box.

Figure 2 describes how the YOLO network process as image. Initially, the input
gets passed through a CNN producing the bounding boxes with its perspectives
confidences scores and generating the class probability map. Finally, the results of
the previous steps are combined to form the final predictions.

2.3 Faster region convolutional neural network

The faster region convolutional neural network [15] is another state-of-the-art
CNN-based deep learning object detection approach. In this architecture, the net-
work takes the provided input image into a convolutional network which provides a
convolutional feature map. Instead of using the selective search algorithm to iden-
tify the region proposals made in previous iterations [18, 19], a separate network is
used to learn and predict these regions. The predicted region proposals are then
reshaped using a region of interest (ROI) pooling layer, which is then used to

Figure 2.
YOLO model detection as a regression problem [17]. Thus the input image is divided into a S� S grid and for
each grid cell, B bounding boxes, confidence for those boxes, and C class probabilities are predicted. These
encoded predictions are as an S� S� B ∗ 5þ Cð Þ tensor. Figure based on [17].
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classify the image within the proposed region and predict the offset values for the
bounding boxes.

The strategy behind the region proposal network (RPN) training is to use a
binary label for each anchor, so the number one will represent the presence of an
object and number zero the absence; with this strategy any IoU over 0:7 determines
the object’s presence and below 0:3 indicates the object’s absence.

Thus a multitask loss function shown in Eq. (3) is minimized during the training
phase.
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where i is the index of the anchor in the batch, pi is the predicted probability of
being an object, p ∗

i is the ground truth probability of the anchor, ti is the predicted
bounding box coordinate, t ∗i is the ground truth bounding box coordinate, and Lcls

and Lreg are the classification and regression loss, respectively.
Figure 3 depicts the unified network for object detection implemented in the

Faster RCNN architecture. Using the recently popular terminology of neural net-
works with “attention” mechanisms [20], the region proposal network module tells
the Fast RCNN module where to look [15].

3. Datasets

A sample of the PASCAL VOC [21] dataset is used to exemplify the use of SSD
and RCNN object detection algorithms. A sample of 6 classes of the 20 available
were selected. Table 1 describes the sample size selected for each class.

The images presented in the dataset were randomly divided as follows: 1911 for
training corresponding to 50%, 1126 for validation corresponding to 25% and test
also corresponding to 25%.

To further illustrate the applications of such algorithms in scientific research, the
dataset used for the YOLO network presented in [22] was also analyzed. As
described in [22], the dataset is composed of images from three researches that
involve behavioral experiments with mice:

Figure 3.
Faster RCNN acts as a single, unified network for object detection [15]. The region proposal network module
serves as the “attention” of this unified network. Figure based on [15].
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• Ethological evaluation [23]: This research presents new metrics for chronic
stress models of social defeat in mice.

• Automated home-cage [24]: This study introduces a trainable computer
vision system that allows the automated analysis of complex mouse behaviors;
they are eat, drink, groom, hang, micromovement, rear, rest, and walk.

• Caltech Resident-Intruder Mouse dataset (CRIM13) [25]: It has videos
recorded with superior and synchronized lateral visualization of pairs of mice
involved in social behavior in 13 different actions.

Table 2 describes the sample size selected from each of the datasets used in this
paper. For the ethological evaluation [23], 3707 frames were used, captured in a top
view of the arena of social interaction experiments among mice. For the automated
home-cage [24], a sample of 3073 frames was selected from a side view of behav-
ioral experiments. For the CRIM13 [25], a sample of 6842 frames was selected, 3492
from a side view and 3350 from a top view.

The same dataset division used in [22] was also reproduced resulting in 6811
images for training, 3405 for validation, and 3406 for the test.

4. Material and methods for object detection

In this work, the previously described SDD and Faster RCNN networks are
compared in the task of localization and tracking of six species of animals in
diversified environments. Having accurate, detailed, and up-to-date information
about the location and behavior of animals in the wild would improve our ability to
study and conserve ecosystems [26]. Additionally, results from the YOLO network,
reproduced from [22], to detect and track mice in videos are recorded during

Class Number of images

Bird 811

Cat 1128

Dog 1341

Horse 526

Sheep 357

Total 4163

Table 1.
SSD and RCNN network dataset description.

Dataset Number of images Resolution

Ethological evaluation [23] 3707 640� 480

Automated home-cage [24] 3073 320� 240

CRIM13 [25] 6842 656� 490

Total 13, 622

Table 2.
Description of the dataset for use with the YOLO network as earlier used in [22].
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behavioral neuroscience experiments. The task of mice detection consists of
determining the location in the image where the animals are present, for each
frame acquired.

The computational development here presented was performed on a computer
with CPU AMD Athlon II X2 B22 at 2:8GHz, 8GB of RAM, NVIDIA GeForce GTX
1070 8GB GPU, Ubuntu 18:04 LTS as OS, CUDA 9, and CuDNN 7. Our approach
used the convolutional networks described in Section 2.

5. Results and conclusion

The results obtained for the SSD and Faster RCNN networks in the experiments
were based on the analysis of 4163 images, organized according to the dataset
described in Section 3.

Figure 4(a) depicts the increasing development of the mean average precision
values in the epochs of training. Both architectures reached high mean average
precision (mAP) while successfully minimizing the values of their respective loss
functions. The Faster RCNN network presented higher and better stability in pre-
cision, which can be seen by the smoothness in its curve. Figure 4(b) is a box plot
of the time spent by each network on the classification of a single image, whereas
the SSD came ahead with 17 � 2 ms as the mean and standard deviation values, and
the Faster RCNN translated its higher computational complexity in the execution
time with 30� 2ms as the mean and standard deviation values, respectively.

Table 3 presents more results related to object detection performance. First, it
shows the mean average precision, which is the mean value of the average pre-
cisions for each class, where average precision is the average value of 11 points on
the precision-recall curve for each possible threshold, that is, all the probability of
detection for the same class (Precision-Recall evaluation according to the terms
described in the PASCAL VOC [21]).

Figure 5 shows some selected examples of object detection results on the dataset
used. Each output box is associated with a category label and a softmax score in
0, 1½ �. A score threshold of 0:5 is used to display these images.

Figure 4.
(a) Comparison of the mAP models during the training phase. (b) Time spent to execute each architecture on a
single image.

Network Framework Mean average precision (%)

Fast RCNN GluonCV [27] 96:07

SSD GluonCV [27] 84:35

Table 3.
Mean average precision results after 100 epochs of training.
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Our approach, as in [22], also used two versions of the YOLO network to detect
mice within three different experimental setups. The results obtained were based on
the analysis of 13,622 images, organized according to the dataset described in
Section 3.

The first version of YOLO being trained was the YOLO Full network which uses
the Darknet-53 [14] convolutional architecture that comprises 53 convolutional
layers. Such a model was trained as described in [17], starting from an ImageNet
[28] pre-trained model. Each model requires 235 MB of storage size. We used a
batch of eight images, a momentum of 0:9, and weight decay of 5� 10�4. The
model took 140 hours to be trained.

A smaller and faster YOLO alternative was also trained and named as
YOLO Tiny. To speed up the process, this “tiny” version comprises only a portion
of the Darknet-53 [14] resources: 23 convolutional layers. Each model requires
only 34 MB of storage size. The network training follows as described in [17], fine-
tuning an ImageNet [28] pre-trained model. We used a batch of 64 images, a
momentum of 0:9, and weight decay of 5� 10�4. The model took 18 hours to be
trained.

Figure 6 shows the comparison of the two YOLO models used, YOLO Full and
Tiny. Figure 6(a) shows high accuracy of the Full architecture with small oscilla-
tions of the accuracy curve during the training. In Figure 6(b), the high accuracy is
maintained from the earliest times and remains practically unchanged up to the
limit number of epochs. Both architectures reached high mean average precision
values while successfully minimizing the values of their loss function. The Tiny
version of the YOLO network presented better stability in precision, which can be
seen by the smoothness in its curve. The results show that the mean average
precision reached by this re-implementation was 90.79 and 90.75% for the Full and
Tiny versions of YOLO, respectively. The use of the Tiny version is a good alterna-
tive for experimental designs that require real-time response.

Figure 6(c) is a bar graph showing the mean time spent on the classification of a
single image in both architectures. The smaller size of the Tiny version gets a direct
translation in execution time, having 0:08� 0:06s as the mean and standard devi-
ation values, whereas the Full version has 0:36� 0:16s as the mean and standard
deviation values, respectively.

Figure 5.
Output examples of the networks. (a)–(d) refer to SSD and (e)–(i) to Faster RCNN.
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Given the aforementioned small difference between the two versions of the
YOLO object detector, the possibility of designing real-time systems for experi-
ments involving animal tracking is closer to reality with the Tiny architecture.
Derived from the smaller demand for computing power, systems where actions are
taken while the experiment takes place can be designed without the need for human
intervention.

Figure 7 shows some examples, resulting from mice tracking performed on the
three different datasets used. Thus, it is possible to verify the operation of mouse
tracking in different scenarios. In (a)–(c), the black mouse appears over a white
background, the video is recorded from a top view camera in a typical configuration
in behavioral experiments. For Figures (d)–(f), the camera was positioned on the
side of the experimental box; the algorithm performed the tracking correctly for
different positions of the animal. Finally, in Figures (g)–(i), the images were
recorded by a top-view camera, and it is possible to verify a large amount of
information besides the tracked object. However, the algorithm worked very well,
even for two animals in the same arena.

This chapter presented an overview of the machine learning techniques using
convolutional neural networks for image object detection. The main algorithms for
solving this type of problem were presented: Faster RCNN, YOLO, and SSD. To
exemplify the functioning of the algorithms, datasets recognized by the scientific
literature and in the field of computer vision were selected, tests were performed,
and the results were presented, showing the advantages and differences of each of
the techniques. This content is expected to serve as a reference for researchers and
those interested in this broadly developing area of knowledge.

Figure 6.
(a) and (b) YOLO architecture evolution in mean average precision and minimization of the loss function
during the training phase. (c) GPU time required to obtain the classification of an image in each of the
networks.
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At the moment, we are experiencing the era of machine learning applications,
and much should be developed in the coming years from the use and improvement
of these techniques. Further improvements in the development of even more
specific hardware and fundamental changes in related mathematical theory are
expected shortly, making artificial intelligence increasingly present and important
to the contemporary world.
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Figure 7.
Output examples of the YOLO network. (a)–(c) refer to ethological evaluation [23], (d)–(f) refer to
automated home-cage [24], and (g)–(i) refer to CRIM13 [25].
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Figure 7.
Output examples of the YOLO network. (a)–(c) refer to ethological evaluation [23], (d)–(f) refer to
automated home-cage [24], and (g)–(i) refer to CRIM13 [25].
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Chapter 6

Prediction of Wave Energy
Potential in India: A Fuzzy-ANN
Approach
Soumya Ghosh and Mrinmoy Majumder

Abstract

The conversion efficiency of wave energy converters is not only unsatisfactory
but also expensive, which is why the popularity of wave energy as an alternative to
conventional energy sources is subjacent. This means that besides wave height and
period, there are many other factors which influence the amount of “utilizable”
wave energy potential. The present study attempts to identify these important
factors and predict power potential as a function of these factors. Accordingly, a
polynomial neural network was utilized, and fuzzy logic was applied to identify the
most important factors. According to the results, wave height was found to have
the maximum importance followed by wave period, water depth, and salinity. In
total, 12 different neural network models were developed to predict the same
output, among which the model with all of the 4 inputs was found to have optimal
performance.

Keywords: wave energy, power potential, fuzzy logic, artificial neural network

1. Introduction

Wave energy is considered as one of the most promising marine renewable
resources, with global worldwide wave power estimated at around 2 TW [1]. Sev-
eral renewable energy-generating sources such as wave power, tides, and current
which are associated with marine have always been misunderstood though it has
strong predictability and other physical properties [2]. Wave energy presents a
number of advantages with respect to other CO2-free energy sources—high-power
density, a relatively high utilization factor, and last, but not the least, low environ-
mental and visual impact [3]. Wave energy resource assessments fall into two
categories. Renewable energy is continually available, but due to the complexity of
conversion and storage procedures and uncertainty in their availability, such
sources of energy have till now been used with caution [4]. Most of the drawbacks
were found to vary with location. Some of the advantages are high-energy density
[5] and good predictability as well as reduced negative environmental impacts on
beaches [6], the marine ecosystems [7], and the wave climate [8]. If we consider the
energy consumption, then India ranks four just after the United States, China, and
Russia. Electricity consumption in India is expected to rise to around 2280 BkWh by
2021–2022 and to around 4500 BkWh by 2031–2032 [9]. Various methods have
been used to estimate wave power potential, but most of them are subjective and
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linear and cannot be adapted to various situations. In the present study, a new
method for estimating wave power potential is proposed; it is an objective, cogni-
tive, and unbiased method which estimates the wave energy potential of a location
considering the most important nonlinearity.

1.1 Objective

The objective of my study was multi-criteria decision-making (MCDM)
methods like fuzzy logic decision-making (FLDM), and cognitive methods like
group method of data handling (GMDH) were utilized which incorporate both
objectivity and adaptability in the predictive method. As far as the authors know,
fuzzy-based MCDM cascaded with GMDH has not previously been used to estimate
wave power potential.

1.2 Future aspect

Cognitive study of site variety for wave energy power plant was infrequently
attempted, and that is why the authors of the present study tried to propose a novel
methodology in selection of most favorable sites for wave energy generation by
MCDM and ANN technologies. Finally, the consideration of another multi-criteria
decision-making method instead of fuzzy for evaluating the decision alternatives
and the comparison of the results with the ones of the present study could represent
a subject for future research.

2. Methodology

The new method comprises two steps:

I. Application of MCDM, i.e., FLDM, to find the weight of importance

II. Application of GMDH to provide a predictive infrastructure for making the
method resource independent

Sections 2.1 and 2.2 discuss the strengths, weaknesses, and applicability of the
method in this study.

2.1 Fuzzy logic

Fuzzy set theory was first introduced as the mathematical programming of the
primary works [10]. Fuzzy logic resembles human analysis in its use of inaccurate
information to create decisions. Many such problems can be formulated as the
minimization of functionals defined over a class of admissible domains.
Nondeterministic condition deceits both design variables and allowable limits.
A stochastic problem can be transformed into its deterministic form by using
expected value and the chance-constrained programming technique. Thus, fuzzy
mathematical formulation could be a substitution of this [11]. The advantage of
fuzzy logic lies in the depiction of importance for similarly important factors by
fuzzy scale, and disadvantages are only found in the qualitative variables which can
be used. Fuzzy logic could be applied to such problems as determining a suitable
location for a biogas plant, geothermal potential, and the control design of power
management [12].
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2.2 Group method of data handling (GMDH)

The self-adaptive heuristic ANN based method is one of the learning machine
approaches based on the polynomial theory of complex systems, designed by
Ivakhnenko (1971). Generally, the first-order (linear) Kolmogorov-Gabor
polynomial including n nodes can be used as transfer function [13]:

Y ¼ f x1; x2;…; xnð Þ ¼ a0 þ a1x1 þ a2x2 þ…þ anxn (1)

where Y is the middle candidate solution, x is a given initial solutions, and a is
the vector of coefficients or weights. New middle candidate solutions can be
obtained according to the inputs of the current layer and the transfer function.

Self-organizing models of optimal convolution is constructed by inductive
algorithm which was supervised by original GMDH. It is totally based on the
input-output relationships of a given dataset, without the need for user interfer-
ence. The GMDH network is known as a self-organized approach that solves various
complex problems in nonlinear systems [14].

The main advantage of the GMDH model is in building analytical functions
within feed-forward networks based on quadratic polynomials whose weighting
coefficients are obtained using the regression method [15].

3. Methodology

The methods were used to estimate the rank of importance of the parameters
based on the study objective shown in Figure 1. The procedures to estimate the
wave power potential involve the application of the MCDM method to estimate the
priority value of the parameters and GMDH to reveal the relationship between the
input and output parameters.

The MCDM methodology deduces the importance of the parameters based on
their citation frequency, expert inputs, and availability of data. All three methods
were used to estimate the rank of importance of the parameters based on the study
objective and on criteria like efficiency and cost. The detailed hierarchy of MCDM
methodologies is shown in Figure 2. The model uses fuzzy logic to determine

Figure 1.
Schematic diagram of present investigation.
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weights of importance as derived from the rank of importance and the
aggregation method.

The model uses fuzzy logic to determine weights of importance as derived from
the rank of importance and the aggregation method.

3.1 Case study

Figure 3 presents the geographical locations of five points (locations 1–5), which
are used to define the wave energy potential of different locations. The data of wave

Figure 2.
Figure showing the hierarchy of the MCDM methodologies.

Figure 3.
Locations of the study area.
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height, wind speed, and water depth for the five locations were collected from the
National Data Buoy Center. The most recent reanalysis dataset was produced by the
European Centre for Medium-Range Weather Forecasts (ECMWF) [16]. The five
locations in the Bay of Bengal (BoB) are used to estimate the wave power potential
in an Indian scenario. The wave height (Hs) and wave period (Te) are obtained from
the spectral moment as shown in Eqs. (2) and (3):

Significant of wave height (Hs)

Hs ¼ 4
ffiffiffiffiffiffiffi
m0
p

(2)

Energy period ðTeÞ ¼ m�1
m0

(3)

More details about locations 1–5 are provided in Table 1, where the
corresponding water depth and the geographical coordinates are indicated for each
of the five selected locations.

3.2 Development of the cognitive method

In total, 12 GMDH-based models were developed with the same 4 inputs and
1 output as wave power potential. The numbers of inputs were varied from three to
five where transformation of input and output data was conducted by the use of
tangent and cube root functions. The top three parameters were identified with the
help of the fuzzy logic MCDM method. According to the EPI, 3 models which were
found to be better than the 12 models developed for the present study were selected
for further validation.

The performance of all 12 models was analyzed by aean absolute error (MAE)
[17] and correlation (R) [18]. The former metrics are known to be inversely
proportional to model accuracy, whereas the other metrics are directly proportional
to model performance. The performance of the model during the checking
(c) or testing phase is a more important indicator of model reliability than the
performance of the model in the training (t) phase [19]. Performance of the three
selected models was tested for reliability with the help of root-mean-square error
(RMSE), mean relative error (MRE), correlation (R), and percent bias (PBIAS)
between the predicted and observed data. The equivalent performance index (EPI)
was prepared to represent the performance of the models (see Eq. (4)).

Parameters Indian scenario

Location 1:
Chennai

(10.911854,
80.581172E)

Location 2:
Kikanda

(13.787577,
80.642017E)

Location 3:
Puducherry
(15.511064 N,
81.523419E)

Location 4:
Bhubaneswar
(17.870545 N,
84.384105E)

Location 5:
Visakhapatnam
(19.192926 N,
85.702425E)

Wave
height (m)

3.5 2.6 3.1 2.4 1.6

Wave
period (s)

6.2 7.4 6.5 8.2 8.4

Water
depth (m)

3000 2500 700 1400 2200

Salinity
(psu)

34.7 33.5 35.6 32.8 33.2

Table 1.
Magnitude of the parameter with respect to the selected location.
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EPI ¼ R
MAEþMREþ RMSEþ PBIAS

(4)

The names of the models considered in the study are given in Figure 4. The
nomenclature was prepared by placing the number of inputs as the first letter
followed by the initial letter of the training algorithm, the data transformation
function, and lastly the model number.

3.3 Sensitivity analysis

The sensitivity of the better model among the models considered in the study
was also tested to verify whether the importance of the input parameters are imbibe
into the model result.

4. Results and discussion

Figure 5 shows the score and the rank of the criteria based on the fuzzy logic
method. Literature surveys and wave heights were found to be the most important
criterion and alternative, respectively, whereas data availability and salinity were
identified as the least important criterion and alternative, respectively. According
to the results from the MCDM, it can be observed that the wave height (0.4084)
and salinity (0.3897) have the highest and lowest importance, respectively, with
respect to location selection for wave power plants in Figure 5. The performance
analysis of the 12 models prepared for prediction is depicted in Figure 4.

Figure 4.
The 12 models developed for prediction of suitable site selection.

Figure 5.
Fuzzy logic results.
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The result of the sensitivity analysis is shown in Figure 6, and case study results are
shown in Table 2.

Figure 7 shows the comparison of predicted and observed output during the train-
ing and testing. The performance analysis of the 12 models revealed that the developed
model no. “5CIONF6”was the most consistent model among all the models in the
study. Themost important models were trained with GMDH, the input and output was
transformed by the cube root function, and all five variables were used as input.

Figure 6.
Figure showing the sensitivity analysis of input variable.

Location Wave
height

Energy
period

Water
depth

Salinity Indicator Rank

Location 1: Chennai 0.26515 0.16893 0.30612 0.20435 0.01177 1

Location 2: Kikanda 0.19696 0.20163 0.25510 0.19729 0.00724 3

Location 3: Puducherry 0.23484 0.17711 0.07142 0.20965 0.00975 2

Location 4: Bhubaneswar 0.18181 0.22343 0.14285 0.19316 0.00780 4

Location 5:
Visakhapatnam

0.12121 0.22888 0.22448 0.19552 0.00261 5

Table 2.
The performance analysis of the locations for wave energy power potential in the case study area.

Figure 7.
The comparison of actual and predicted value of the index both with training and testing data.
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EPI ¼ R
MAEþMREþ RMSEþ PBIAS

(4)
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Figure 6 depicts that the sensitivity analysis of the model in wave height is
maximum and least important of salinity. Figure 8 depicts the prediction of power
potential in form locations of the eastern coastline of India, as predicted in the
selected model output with combined the actual power of wave power equation.
This model was satisfactory in our objective.

4.1 Study area

In the investigation, the quality of five locations for installation of wave stations
was determined by the new methodology. Location 1 (Chennai) has greater practi-
cality than four alternative locations for utilization of wave energy potential. The
wave power potential per meter of wave crest of the five locations was also calcu-
lated as recommended by [20] in Eq. (5).

P ¼ ρg2

64π
H2

moTe ≈  0:5
kw
m3s

� �
H2

moTe (5)

where P is the wave power per unit crest length (kw/m), ρ is the sea water
density (kg/m3), g is the gravitational acceleration (m/s2), Hs is the significant wave
height (m), and Te is the energy period (s).

For the Indian scenario, the power potentials of five locations were found to be
12385.224 (kw), 8157.452 (kw), 10186.215 (kw), 7702.158 (kw), and 3506.674 (kw).
The model output values, locations 1–5, were found to be equal to 0.011777,
0.007245 0.009758, 0.007801, and 0.002619, respectively. The power potential and
the model value were found to be consistent with each other. According to the
graph, the model output power and locations are based on the normalized value of
power potential shown in Figure 8. The values were 0.295324188, 0.194513469,
0.242889081, 0.183657038, and 0.083616223, by locations 1–5, respectively.

5. Conclusion

The present study attempts to predict the wave energy potential of different
coastal regions with the help of the four most relevant factors. The study utilized
fuzzy MCDM and GMDH models to develop a framework to predict the wave

Figure 8.
Location-based model output indicator vs. actual power potential.
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energy potential. In total, four factors were identified as the most important in
regard to the calculation of wave energy potential, as found from the literature
survey. In total, 12 different models were developed by varying the inputs within
these 4 factors and power potential as output. The data representing various sce-
narios was generated and used to train the models. The arc tangent function was
used in six cases to transfer the data of either input or output or both. Performance
metrics like RMSE, MAE, PBIAS, and R were used to find the equivalent perfor-
mance of the models. The model with all the factors as input was found to be most
efficient among all the other 11 models. The accuracy of the model was found to be
above 99.99%. The power potential of five different locations on the Indian coastal
belt was used as a case study. The model output and the result from the power
potential equation were compared and found to be coherent with each other,
although magnitude of the results is well apart.

Nomenclature

ANN artificial neural network
MCDM multi-criteria decision-making
FLDM fuzzy logic decision-making method
GMDH group method of data handling
NSE Nash-Sutcliffe model efficiency coefficient
PBIAS percent bias
RSR RMSE-observation standard deviation ratio
R correlation
PI performance index
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Chapter 7

Deep Learning Training and 
Benchmarks for Earth Observation 
Images: Data Sets, Features, and 
Procedures
Mihai Datcu, Gottfried Schwarz  
and Corneliu Octavian Dumitru

Abstract

Deep learning methods are often used for image classification or local object 
segmentation. The corresponding test and validation data sets are an integral part 
of the learning process and also of the algorithm performance evaluation. High 
and particularly very high-resolution Earth observation (EO) applications based 
on satellite images primarily aim at the semantic labeling of land cover structures 
or objects as well as of temporal evolution classes. However, one of the main EO 
objectives is physical parameter retrievals such as temperatures, precipitation, and 
crop yield predictions. Therefore, we need reliably labeled data sets and tools to 
train the developed algorithms and to assess the performance of our deep learning 
paradigms. Generally, imaging sensors generate a visually understandable repre-
sentation of the observed scene. However, this does not hold for many EO images, 
where the recorded images only depict a spectral subset of the scattered light field, 
thus generating an indirect signature of the imaged object. This spots the load of 
EO image understanding, as a new and particular challenge of Machine Learning 
(ML) and Artificial Intelligence (AI). This chapter reviews and analyses the new 
approaches of EO imaging leveraging the recent advances in physical process-based 
ML and AI methods and signal processing.

Keywords: Earth observation, synthetic aperture radar, multispectral,  
machine learning, deep learning

1. Introduction

This chapter introduces the basic properties, features, and models for very 
specific Earth observation (EO) cases recorded by very high-resolution (VHR) 
multispectral, Synthetic Aperture Radar (SAR), and multi-temporal observations. 
Further, we describe and discuss procedures and machine learning-based tools to 
generate large semantic training and benchmarking data sets. The particularities 
of relative data set biases and cross-data set generalization are reviewed, and an 
algorithmic analysis frame is introduced. Finally, we review and analyze several 
examples of EO benchmarking data sets.
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In the following, we describe what has to be taken into account when we want to 
benchmark the classification results of satellite images, in particular the classifica-
tion capabilities, throughputs, and accuracies offered by modern machine learning 
and artificial intelligence approaches.

Our underlying goal is the identification and understanding of the semantic 
content of satellite images and their application-oriented interpretation from 
a user perspective. In order to determine the actual performance of automated 
image classification routines, we need to find and select test data and to analyze 
the performance of our classification and interpretation routines in an automated 
environment.

A particular point to be understood is what type of data exists for remote 
sensing images that we want to classify. We are faced with long processing chains 
for the scientific analysis of image data, starting with uncalibrated “raw” sensor 
data, followed by dedicated calibration steps, subsequent feature extraction, object 
identification and annotation, and ending with quantitative scientific research 
and findings about the processes and effects being monitored in the geophysical 
environment of our planet with respect to climate change, disaster risks, crop yield 
predictions, etc.

In addition, we have to mention that free and open-access satellite products 
have revolutionized the role of remote sensing in Earth system studies. In our case, 
the data being used are based on multispectral (i.e., multi-color) sensors such as 
Landsat with 7 bands, Sentinel-2 [4] with 13 bands, Sentinel-3 with 21 bands, and 
MODIS with 36 bands but also SAR sensors such as Sentinel-1 [6], TerraSAR-X 
[26] or RADARSAT. For a better understanding of their imaging potential, we will 
describe the most important parameters of these images. For multispectral sensors, 
there exists several well-known and publicly available land cover benchmarking 
data sets comprising typical remote sensing image patches, while comparable SAR 
benchmarking data sets are very scarce and dedicated.

The main aspects being treated are:

• ML paradigms to support the semantic annotation of very large data sets, 
that is, using hybrid methods integrating Support Vector Machines (SVMs), 
Bayesian, and Deep Neural Networks (DNNs) algorithms in active learning 
paradigms by using initially small and controllable training data sets, and 
progressively growing the volume of labeled data by transfer learning.

• Proposing solutions to the semantic aspects of the spatial annotations for dif-
ferent sensor resolutions and spatial scales.

• Discussing the implications of the sensory and semantic gaps.

In this chapter, we assume that we can rely on already processed data with suf-
ficient calibration accuracy and accurate annotation allowing us to understand all 
imaging parameters and their accuracy. We also assume that we can profit from reli-
ably documented image data and that we can continue with data analytics for image 
understanding and high-level interpretation without any further precautions.

The latter steps have to be organized systematically in order to guarantee reliable 
results. A common strategy is to split these tasks into three phases, namely initial 
basic software functionality testing; second, training and optimizing of the soft-
ware parameters by means of selected reference data, and finally, benchmarking of 
the overall software functionality such as processing speed and attainable results. 
This systematic approach leads to quantifiable and comparable results as described 
in the following sections.
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During the last years, the field of deep learning had an explosive expansion in 
many domains with predominance in computer vision, speech recognition, and 
text analysis. For example, during 2019, more than 500 articles per month have 
been published in the field of deep learning. Thus, any reports on the state of the 
art hardly can follow this development. In Ref. [1], published in January 2019, more 
than 330 references were analyzed reviewing the theoretical and architectural 
aspects for Convolutional Neural Networks (CNNs), Recurrent Neural Networks 
(RNNs), including Long Short-Term Memories (LSTMs) and Gated Recurrent 
Units (GRUs), Auto-Encoders (AEs), Deep Belief Networks (DBNs), Generative 
Adversarial Networks (GANs), and Deep Reinforcement Learning (DRL). The 
review paper [1] also summarizes 20 deep learning frameworks, two standard 
development kits, 49 benchmark data sets in all domains, from which three are 
dedicated to hyperspectral remote sensing. In addition, Ball et al. [2] describe the 
landscape of deep learning from all perspectives, theory, tools, applications, and 
challenges as of 2017. This article analyzes 419 references. A more recent overview 
from April 2019 [3] summarizes more than 170 references reporting on applications 
of deep learning in remote sensing.

2. Remote sensing images

Typical remote sensing images acquired by aircraft or satellite platforms can 
be characterized based on the operational capabilities of these platforms (such as 
their flight path, their capabilities for instrument pointing, and the on-board data 
storage and data downlink capacities), the type of instruments and their sensors 
(such as optical images with distinctive spectral bands [4, 5] or radar images such 
as synthetic aperture radars [6]), and opportunities for the repetitive acquisition of 
geographically overlapping image time series (for instance, for vegetation monitor-
ing to predict optimal crop harvesting dates).

Current images can provide raw data with more than eight bits per sample, can 
perform initial data processing and annotation already on board, and can downlink 
compressed data with error correcting codes. After downlinking the image data 
to ground stations, the received data will be stored and processed by dedicated 
computing facilities. A common remote sensing strategy is to perform a systematic 
level-by-level processing (generating so-called products that comprise image data 
together with metadata documenting relevant image acquisition and processing 
parameters).

A common conventional approach is to follow a unified concept, where Level-0 
products contain unprocessed but re-ordered detector data; Level-1 data represent 
radiometrically calibrated intensity images, while Level-2 data are geometrically 
corrected and map-projected data. Level-3 data are higher level products such as 
semantic maps or overlapping time-series data. In general, users have access to dif-
ferent product levels and can access and download selected products from databases 
via image catalogs and so-called quick-look (also called thumb-nail) images.

Some additional products have to be generated interactively by the users. Typical 
examples are image content classifications and trend analyses following mathemati-
cal approaches. Today, these interactive steps migrate from purely interactive and 
simple tools to commonly accepted machine learning tools. At the moment, the 
majority of machine learning tools use “deep” learning approaches; here, the prob-
lem is decomposed into several layers to find a good representation of image content 
categories [7]. These aspects will be dealt with in more detail in Section 4.

What we have to outline first are some important parameters of remote sensing 
images. One critical point of typical remote sensing images is their enormous size 
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In the following, we describe what has to be taken into account when we want to 
benchmark the classification results of satellite images, in particular the classifica-
tion capabilities, throughputs, and accuracies offered by modern machine learning 
and artificial intelligence approaches.

Our underlying goal is the identification and understanding of the semantic 
content of satellite images and their application-oriented interpretation from 
a user perspective. In order to determine the actual performance of automated 
image classification routines, we need to find and select test data and to analyze 
the performance of our classification and interpretation routines in an automated 
environment.

A particular point to be understood is what type of data exists for remote 
sensing images that we want to classify. We are faced with long processing chains 
for the scientific analysis of image data, starting with uncalibrated “raw” sensor 
data, followed by dedicated calibration steps, subsequent feature extraction, object 
identification and annotation, and ending with quantitative scientific research 
and findings about the processes and effects being monitored in the geophysical 
environment of our planet with respect to climate change, disaster risks, crop yield 
predictions, etc.

In addition, we have to mention that free and open-access satellite products 
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the data being used are based on multispectral (i.e., multi-color) sensors such as 
Landsat with 7 bands, Sentinel-2 [4] with 13 bands, Sentinel-3 with 21 bands, and 
MODIS with 36 bands but also SAR sensors such as Sentinel-1 [6], TerraSAR-X 
[26] or RADARSAT. For a better understanding of their imaging potential, we will 
describe the most important parameters of these images. For multispectral sensors, 
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The main aspects being treated are:

• ML paradigms to support the semantic annotation of very large data sets, 
that is, using hybrid methods integrating Support Vector Machines (SVMs), 
Bayesian, and Deep Neural Networks (DNNs) algorithms in active learning 
paradigms by using initially small and controllable training data sets, and 
progressively growing the volume of labeled data by transfer learning.

• Proposing solutions to the semantic aspects of the spatial annotations for dif-
ferent sensor resolutions and spatial scales.

• Discussing the implications of the sensory and semantic gaps.

In this chapter, we assume that we can rely on already processed data with suf-
ficient calibration accuracy and accurate annotation allowing us to understand all 
imaging parameters and their accuracy. We also assume that we can profit from reli-
ably documented image data and that we can continue with data analytics for image 
understanding and high-level interpretation without any further precautions.

The latter steps have to be organized systematically in order to guarantee reliable 
results. A common strategy is to split these tasks into three phases, namely initial 
basic software functionality testing; second, training and optimizing of the soft-
ware parameters by means of selected reference data, and finally, benchmarking of 
the overall software functionality such as processing speed and attainable results. 
This systematic approach leads to quantifiable and comparable results as described 
in the following sections.
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During the last years, the field of deep learning had an explosive expansion in 
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their flight path, their capabilities for instrument pointing, and the on-board data 
storage and data downlink capacities), the type of instruments and their sensors 
(such as optical images with distinctive spectral bands [4, 5] or radar images such 
as synthetic aperture radars [6]), and opportunities for the repetitive acquisition of 
geographically overlapping image time series (for instance, for vegetation monitor-
ing to predict optimal crop harvesting dates).

Current images can provide raw data with more than eight bits per sample, can 
perform initial data processing and annotation already on board, and can downlink 
compressed data with error correcting codes. After downlinking the image data 
to ground stations, the received data will be stored and processed by dedicated 
computing facilities. A common remote sensing strategy is to perform a systematic 
level-by-level processing (generating so-called products that comprise image data 
together with metadata documenting relevant image acquisition and processing 
parameters).

A common conventional approach is to follow a unified concept, where Level-0 
products contain unprocessed but re-ordered detector data; Level-1 data represent 
radiometrically calibrated intensity images, while Level-2 data are geometrically 
corrected and map-projected data. Level-3 data are higher level products such as 
semantic maps or overlapping time-series data. In general, users have access to dif-
ferent product levels and can access and download selected products from databases 
via image catalogs and so-called quick-look (also called thumb-nail) images.

Some additional products have to be generated interactively by the users. Typical 
examples are image content classifications and trend analyses following mathemati-
cal approaches. Today, these interactive steps migrate from purely interactive and 
simple tools to commonly accepted machine learning tools. At the moment, the 
majority of machine learning tools use “deep” learning approaches; here, the prob-
lem is decomposed into several layers to find a good representation of image content 
categories [7]. These aspects will be dealt with in more detail in Section 4.

What we have to outline first are some important parameters of remote sensing 
images. One critical point of typical remote sensing images is their enormous size 
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calling for big data environments with powerful processors and large data stores. 
A second important point is the geometrical and radiometrical resolution of the 
image pixels, resulting in different target types that can be identified and discrimi-
nated during classification. While the typical pixel-to-pixel spacing of air-borne 
cameras corresponds to centimeters on the ground, space-borne instruments with 
high resolution flown on low polar orbits mostly lie in the range of half a meter 
to a few meters. In contrast, imaging from more distant geostationary or geosyn-
chronous orbits results in low-resolution images. As for the number of brightness 
levels of each pixel, modern cameras often provide more than eight bits of resolu-
tion. Table 1 shows some typical parameters of current satellites with imaging 
instruments.

Further, the pixels of an image can be complemented by additional informa-
tion obtained by feature extraction and automated object identification (used as 
image content descriptors) as well as publicly available information from auxiliary 
external databases (e.g., geographical references or geophysical parameters). These 
data allow the provision of accurate quantitative results in physical units; however, 
one has to be aware of the fact that while many phenomena become visible, some 
internal relationships may remain invisible without dedicated additional investiga-
tions. Table 1 shows some typical parameters of current satellite images.

In addition to the standard image products as described above, any additional 
automated or interactive analysis and interpretation of remote sensing images calls 
for intelligent strategies how to quickly select distinct and representative images, 
how to generate image time series, to extract features, to identify objects, to recog-
nize hitherto hidden relationships and correlations, to exploit statistical descriptive 
models describing additional relationships, and to apply techniques for the annota-
tion and visualization of global/local image properties (that have to be stored and 
administered in databases).

While typical traditional image content analysis tools either use full images, 
sequences of small image patches, collections of mid-size image segments or count-
less individual pixels together with routines from already established toolboxes 
(e.g., Orfeo [9]), or advanced machine learning approaches exploiting innovative 
machine learning strategies, as for instance, transfer learning [8] or the use of 
adversarial networks [10]. However, any use of advanced approaches requires the 

High-resolution 
imaging instruments

Optical cameras and 
spectrometers

SAR instruments

Image size (typ. lines × 
columns)

104 × 104 pixels 104 × 104 pixels

Bands (typ.) 300 to 1000 nm and infrared 
bands

C-band, X-band, L-band, etc.

Spatial resolution 
(typ.)

Sub-meter to tens of m Meters to several meters

Target areas (typ.) Land, ocean, ice, atmosphere Land, ocean, ice

Special modes (typ.) Dynamical targeting stereo 
views fusion of bands

V and H polarization scan modes 
interferometry

Pixel types (typ.) Detector counts reflectances Complex-valued “detected data” 
(amplitudes or intensities)

Important parameters 
(typ.)

Number of overlapping bands Viewing/incidence angle polar or geo. orbit

Table 1. 
Typical imaging parameters of current satellites.
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preparation and conduction of tests that allow a benchmarking of the new soft-
ware routines, notably methods and tools to generate and analyze data for testing, 
training, verification, and final benchmarking. These testing activities have to be 
supported by efficient visualization tools.

As can be seen from Table 2, there exist already quite a number of traditional 
image content analysis tools. Some of them generate pre-processed images for sub-
sequent analysis by human image interpreters, while others allow the identification 
and extraction of objects. However, these tools do not yet exploit the most recent 
automated machine learning techniques.

3.  Machine learning, artificial intelligence, and data science for remote 
sensing

Currently, we see a lot of public interest in machine learning (ML), artificial 
intelligence (AI), and data science (DS). We have to make sure what we mean by 
these buzzwords:

• ML is often used if we describe technical developments where a computer 
system is trained and used to find and classify objects in data sets. A prominent 
example is the identification and interpretation of traffic signs for automated 
driving, typically use cases where a computer system is coupled with a camera 
and other sensors, and the traffic signs have to be recognized independent of 
different illumination and weather conditions, a vast range of potential driving 
speeds, varying distances and perspectives, other cars moving within the field 
of view of the camera, supplementary information provided by text panels or 
adjacent traffic signs, and constraints to be observed such as the maximum 
reasonable processing time. In essence, we can consider these applications as a 
reduction of many image pixels into single features (from a given list of cases 
and options) or a combination of features (e.g., max speed of 30 mph except 
on weekends). In most cases, the ML software is tested and trained by many 
typical examples as well as counterexamples.

• AI combines the full functionality of ML with additional decision-making and 
reaction capabilities. This additional decision-making can be implemented 
by continuous understanding of the current overall situation, the extrac-
tion of reactions from given rule sets (supported by continuously updated 

Clipping of outliers and de-noising

Color coding of brightness levels

Histogram manipulation (e.g., stretching)

Normalization and contrast enhancement

Box-car filtering (e.g., high-pass filtering, smoothing)

Transformations and filtering of coefficients

Analysis of pixel statistics and use of computer vision algorithms (e.g., histograms of gradients, local binary 
patterns, speeded-up robust features)

Feature extraction and classification (edges, corners, ridges, texture, color, interest points, shapes)

Extraction of content-oriented regions and objects

Table 2. 
Typical capabilities of traditional image content analysis tools.
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image pixels, resulting in different target types that can be identified and discrimi-
nated during classification. While the typical pixel-to-pixel spacing of air-borne 
cameras corresponds to centimeters on the ground, space-borne instruments with 
high resolution flown on low polar orbits mostly lie in the range of half a meter 
to a few meters. In contrast, imaging from more distant geostationary or geosyn-
chronous orbits results in low-resolution images. As for the number of brightness 
levels of each pixel, modern cameras often provide more than eight bits of resolu-
tion. Table 1 shows some typical parameters of current satellites with imaging 
instruments.

Further, the pixels of an image can be complemented by additional informa-
tion obtained by feature extraction and automated object identification (used as 
image content descriptors) as well as publicly available information from auxiliary 
external databases (e.g., geographical references or geophysical parameters). These 
data allow the provision of accurate quantitative results in physical units; however, 
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models describing additional relationships, and to apply techniques for the annota-
tion and visualization of global/local image properties (that have to be stored and 
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sequences of small image patches, collections of mid-size image segments or count-
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preparation and conduction of tests that allow a benchmarking of the new soft-
ware routines, notably methods and tools to generate and analyze data for testing, 
training, verification, and final benchmarking. These testing activities have to be 
supported by efficient visualization tools.

As can be seen from Table 2, there exist already quite a number of traditional 
image content analysis tools. Some of them generate pre-processed images for sub-
sequent analysis by human image interpreters, while others allow the identification 
and extraction of objects. However, these tools do not yet exploit the most recent 
automated machine learning techniques.

3.  Machine learning, artificial intelligence, and data science for remote 
sensing

Currently, we see a lot of public interest in machine learning (ML), artificial 
intelligence (AI), and data science (DS). We have to make sure what we mean by 
these buzzwords:

• ML is often used if we describe technical developments where a computer 
system is trained and used to find and classify objects in data sets. A prominent 
example is the identification and interpretation of traffic signs for automated 
driving, typically use cases where a computer system is coupled with a camera 
and other sensors, and the traffic signs have to be recognized independent of 
different illumination and weather conditions, a vast range of potential driving 
speeds, varying distances and perspectives, other cars moving within the field 
of view of the camera, supplementary information provided by text panels or 
adjacent traffic signs, and constraints to be observed such as the maximum 
reasonable processing time. In essence, we can consider these applications as a 
reduction of many image pixels into single features (from a given list of cases 
and options) or a combination of features (e.g., max speed of 30 mph except 
on weekends). In most cases, the ML software is tested and trained by many 
typical examples as well as counterexamples.

• AI combines the full functionality of ML with additional decision-making and 
reaction capabilities. This additional decision-making can be implemented 
by continuous understanding of the current overall situation, the extrac-
tion of reactions from given rule sets (supported by continuously updated 
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parameters), and the handling of unexpected emergency cases. In the case 
of autonomous driving, one can think of a lane change on a motorway after 
a reason for a lane change has been found, and from a number of alternative 
reactions, when a lane change appears as the best reaction. Then the cur-
rent situation has to be checked when a lane change becomes possible, and a 
sequence of subsequent actions is executed.

• DS as a scientific and technical discipline of its own shall provide all guiding 
principles that are needed from end-to-end system design up to data analytics 
and image understanding—including the system layout and verification, the 
selection of components and tools, the implementation and installation of the 
components and their verification, and the benchmarking of the full func-
tionality. In the case of remote sensing applications, we also have to include all 
aspects of sensor calibration, comparisons with the findings of other research-
ers via Internet, and traceable scientific data interpretation.

As our applications mostly use cases dealing with remote sensing images, we can 
limit ourselves to the main ML paradigms that support the semantic annotation of 
very large data sets. Based on the current state-of-the art developments, we consider 
that there are three currently important fundamental and internationally accepted 
image classification approaches for remote sensing applications and two additional 
learning principles useful for satellite images:

• Bayesian networks: a Bayesian network consists of a probabilistic graphical 
model representing a set of variables together with their conditional depen-
dencies. It can be used for parameter learning and is based on traditional 
formulas derived by Bayes [11].

• Support Vector Machines (SVMs): SVMs support classification and regres-
sion tasks by identifying basic support points that are used to define a 
robust separation plane between all sample points. In general, the resulting 
separation plane is a hyperplane with nonlinear characteristics. In order 
to obtain a separation plane with linear characteristics, the sample points 
are mapped into a higher-dimensional system with linear characteristics. 
This mapping exploits so-called kernel functions [12]. A well-known SVM 
software package is [13], which also explains how to train and verify a 
new SVM.

• Neural Networks: neural networks follow the concept of biological neurons 
that trigger a positive response if the input signal corresponds to a known 
object. Thus, technical implementations mostly consist of three levels, namely 
a visible input layer followed by an internal processing layer that is not visible 
to the user (in principle, an artificial neural network), and a visible output 
layer. An extension of general neural networks are deep neural networks; 
here, the processing layer is split into several linked internal sublayers that 
allow a more detailed analysis of the input data (e.g., on selected scales). 
The internal network parameters (i.e., the filter coefficients) are derived 
(“learned”) by means of typical (and atypical) image samples and manual 
labeling by users [11].

• Active learning: this learning strategy combines automated learning with 
interactive steps involving the user during important decisions. This can be 
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accomplished by a visualization interface where a user can select or deselect 
image patches that do belong to or do not belong to a specific target class. For 
further details, see [14].

• Transfer learning: the idea of transfer learning is to train a network for a given 
task and then to exploit or “translate” the resulting network parameters to 
another use case. A typical example cited in [8] is the use of knowledge gained, 
while learning to recognize cars in images is applied when trying to recognize 
trucks.

One of the most critical points for satellite image classification is the depen-
dence of the classification results on the resolution (pixel spacing) of the images. 
Experiences gained by many authors demonstrate that the identified classes and 
their local assignment within image patches are strongly resolution-dependent as 
higher resolution will often lead to a higher number of visible and identified seman-
tic categories. Thus, the performance of any semantic interpretation of images must 
be considered as a data-dependent metric: this potential difficulty should prevent 
us from blind-folded direct performance comparisons.

Another similar point to be mentioned is the risk of sensory and semantic gaps 
encountered during image classification. Sensory gaps result from cases where a 
sensing instrument cannot measure the full range of potential cases with all their 
physical effects and details that could exist in a real-world scene and that we cannot 
record and identify with uniform confidence. A similar potential pitfall for image 
understanding can result from semantic gaps. For instance, during interactive 
labeling by test persons, different people could assign different categories to image 
patches due to their educational background, professional experiences, etc. For 
further details, see [15].

The number of available approaches, algorithms, and tools is growing continu-
ously. Some examples have become very widespread in academia such as Caffe 
[16], TensorFlow [17], and PyTorch [18]. In contrast to these established solutions, 
a large number of fresh publications are submitted every day. As an example, the 
ArXiv preprint repository [19] collects in its “computer science” and “statistics” 
directories hundreds of new machine learning papers per day.

4. Networks for deep learning

Many experiments with image classification systems have shown that traditional 
single-level (“shallow”) algorithms are less performant than multi-level (“deep”) 
concepts where distinct filtering operations are applied on each level, and the 
results of the previous levels can be used on each deeper level; the final result will be 
obtained by combining the specific results of each separate level. The reason for the 
better performance of multi-level algorithms is that one can apply distinct filters 
specifically tailored to each level. Typical examples are multi-resolution filters that 
detect image characteristics on several scales: when we look at satellite images of 
urban settlements, then a business district normally has larger high-rise buildings 
and broader streets than a residential suburb with interspersed low-rise buildings 
and individual gardens.

From a high-level perspective, we can say that learning works best with deep 
learning approaches exploiting dedicated “network” structures. Here, we under-
stand networks as design structures of the data flows and the arrangement of pixel 
handling steps governing the processing of our images. This concept also supports 
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The internal network parameters (i.e., the filter coefficients) are derived 
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111

Deep Learning Training and Benchmarks for Earth Observation Images: Data Sets, Features…
DOI: http://dx.doi.org/10.5772/intechopen.90910

accomplished by a visualization interface where a user can select or deselect 
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further details, see [14].

• Transfer learning: the idea of transfer learning is to train a network for a given 
task and then to exploit or “translate” the resulting network parameters to 
another use case. A typical example cited in [8] is the use of knowledge gained, 
while learning to recognize cars in images is applied when trying to recognize 
trucks.
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Experiences gained by many authors demonstrate that the identified classes and 
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higher resolution will often lead to a higher number of visible and identified seman-
tic categories. Thus, the performance of any semantic interpretation of images must 
be considered as a data-dependent metric: this potential difficulty should prevent 
us from blind-folded direct performance comparisons.

Another similar point to be mentioned is the risk of sensory and semantic gaps 
encountered during image classification. Sensory gaps result from cases where a 
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record and identify with uniform confidence. A similar potential pitfall for image 
understanding can result from semantic gaps. For instance, during interactive 
labeling by test persons, different people could assign different categories to image 
patches due to their educational background, professional experiences, etc. For 
further details, see [15].
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Recent Trends in Artificial Neural Networks - From Training to Prediction

112

more intricate label assignment concepts such as primary labels defining the main 
category of an image patch supplemented by secondary labels that provide addi-
tional information about “mixed classes” or supplementary spatial details of a given 
image patch.

In the meantime, some types of networks have emerged that have proven their 
robustness in the case of satellite images to be annotated semantically. In the fol-
lowing, we list four types of networks that have proven their usefulness for satellite 
image interpretation:

• Deep Neural Networks (DNNs): as described in [20], these networks consist 
of several layers and comprise an input layer, an output layer, and at least one 
hidden layer in between. Each layer performs dedicated pixel processing. The 
corresponding training phase can be understood as deep learning.

• Recursive Neural Networks (not to be confused with recurrent neural networks; 
both network types appear as RNNs): when we have structured input data, these 
data can be efficiently handled by recursive neural networks that are often 
being used for speech processing and understanding. Recursive neural net-
works can also be used for natural scenes such as images containing recursive 
structures [23]. RNN algorithms identify the units that an image contains and 
how the units interact. Thus, one can use RNNs for semantic scene segmenta-
tion and annotation.

• Convolutional Neural Networks (CNNs): these networks have been conceived 
for low-error classification of big images with a very large number of classes. 
As described by [21], one can classify more than a million images and assign 
more than 1000 different classes. This is accomplished internally by five con-
volutional layers, three fully connected layers, and a million internal param-
eters. To reduce overfitting, the method applies regularization by disregarding 
offending elements (“dropout method”).

• Generative Adversarial Networks (GANs): an adversarial network allows the 
mutual training of two competing multilayer perceptron models G and D 
following an adversarial process: G determines the data distribution, while D 
estimates the probability that a sample comes from training data rather than 
from D. In addition, D maps the high-dimensional input data to semantic 
category labels. For further details, see [24].

Besides the network types listed above, we also need an overall algorithmic 
architecture embedding the networks. For our applications, a “U” approach has 
proven to be a useful concept for satellite image content analysis. A “U” approach 
contains a descending branch followed by an ascending branch and is conceived for 
handling a progressively shrinking number of elements until a final core element 
(a main category) is found, followed by stepwise complementary semantic infor-
mation. Further details can be found in [21].

In our experience, most general remote sensing applications can be solved 
efficiently by CNNs or similar approaches. However, quite a number of innova-
tive alternatives have been proposed during the last years, for example, common 
auto-encoders, recursive approaches for time series, and adversarial networks 
for fast learning with only a few examples. In our case, we suggest to use CNNs 
for non-critical satellite image applications, while highly complicated or time-
critical applications could call for innovative approaches as already described 
above.
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5. Training and benchmarking

When we train a classification network and verify its performance, the main 
goal is to train the system for correct category assignments resp. semantic annota-
tions (labels), that is, to add supplementary information to each satellite image 
patch that we analyze.

The semantic annotations can either be learned in a preparatory phase or be 
taken from catalogs of already existing categories. If we aim at long-term analyses 
of satellite images, a good approach is to use the same catalogs during the entire 
lifetime of the analysis or to re-run the entire system with updated catalogs.

The easiest approach is to select typical examples for each category and to assign 
the given labels to all new image data. However, if we follow this straightforward 
approach, we will probably encounter some difficulties when image patches with 
unexpected content arrive. A first remedy is to add an additional “unknown” 
category and to assign this label to all image patches that do not fit well to one of the 
given categories. Further, experience with machine learning systems has shown that 
good classification results can also be reached when we systematically select positive 
as well as negative examples (i.e., counterexamples) for each category leading to 
a comprehensive coverage and understanding of each category. This process can 
be accomplished manually by knowledgeable operators (i.e., image interpretation 
experts) [22]. Another approach is data augmentation: If we do not have sufficient 
examples of a necessary category, one can create additional realistic data by simply 
flipping or rotating already available images.

This simple example leads us to systematic methods for a database creation. 
One has to find a comprehensive and fairly balanced set of examples that covers 
the expected total variety of cases. Thus, we avoid so-called database biases [23]. 
In addition, one has to make sure that the inclusion of additional examples does 
not lead to overfitting or excessive runtimes. This can be accomplished by setting 
up a validation testbed where these potential pitfalls can be tested, trained, and 
where the final performance of the created database structure can be verified. 
One has to be aware of the fact that database access times may strongly depend on 
the available computer systems, their interconnections, and the selected type of 
database.

These approaches led to a number of publicly available databases with label 
annotations for civilian remote sensing data. There are several semantically anno-
tated databases based on optical (most often multispectral) data, while there are 
only a few databases based on SAR data. Some advanced remote sensing database 
examples are [25–27]. Of course, their general applicability and transferability 
depend on the actual image resolution, the imaging geometry, and the noise content 
of the images. Current state-of-the-art systems are being assessed based on end-to-
end tests covering also inter alia practical aspects such as the runtime depending 
on the database design and the selected test images, the amount and organization 
of available labels, the correctness of the obtained annotations, and the overall 
implementation and validation effort.

6. Perspectives

As for remote sensing images, there exist already several semantically annotated 
collections of typical high-resolution satellite images—a number of collections 
of optical images and a few collections of SAR images. However, these collections 
often seem to be potpourris of interesting snapshots rather than systematically 
selected samples based on regionally typical target classes and their visibility as a 
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function of different instrument types. The situation is aggravated by the current 
lack of systematically selected benchmarking data that could be used as well-known 
reference data for quality and performance assessments such as classification tasks 
or throughput testing.

These deficiencies have to be solved in the near future as more and more high-
resolution images become publicly available, while the end-users already expect 
reliable automated image classification and content understanding results for more 
and more high-level applications. We can expect that the progress in deep learn-
ing will also lead to much progress in many other fields of image processing, even 
beyond the field of remote sensing; thus, remote sensing should be aware of what 
is published by the image processing and environmental protection communities at 
large.

7. Conclusions

While high-resolution imaging has made much progress for many remote 
sensing applications, standardized image classification benchmarking still deserves 
more progress. On the one hand, several benchmarking concepts and tools could 
still be gleaned from other disciplines; on the other hand, an optimal solution of 
test cases for SAR image interpretation still needs more progress in basic approaches 
of how to verify actual image classification results and the identification of dubious 
cases.
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Chapter 8

Data Mining Technology for 
Structural Control Systems: 
Concept, Development, and 
Comparison
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Abstract

Structural control systems are classified into four categories, that is, passive, 
active, semi-active, and hybrid systems. These systems must be designed in the best 
way to control harmonic motions imposed to structures. Therefore, a precise power-
ful computer-based technology is required to increase the damping characteristics of 
structures. In this direction, data mining has provided numerous solutions to struc-
tural damped system problems as an all-inclusive technology due to its computational 
ability. This chapter provides a broad, yet in-depth, overview in data mining includ-
ing knowledge view (i.e., concept, functions, and techniques) as well as application 
view in damped systems, shock absorbers, and harmonic oscillators. To aid the aim, 
various data mining techniques are classified in three groups, that is, classification-, 
prediction-, and optimization-based data mining methods, in order to present the 
development of this technology. According to this categorization, the applications 
of statistical, machine learning, and artificial intelligence techniques with respect to 
vibration control system research area are compared. Then, some related examples 
are detailed in order to indicate the efficiency of data mining algorithms. Last but not 
least, capabilities and limitations of the most applicable data mining-based methods 
in structural control systems are presented. To the best of our knowledge, the current 
research is the first attempt to illustrate the data mining applications in this domain.

Keywords: data mining, structural damped systems, vibration control,  
machine learning, artificial intelligence, statistical analysis

1. Introduction

In recent years, there has been a vast theoretical and experimental investigations 
in various problems encountered in different structures, from basic structural com-
ponents (e.g., beams and plates) to complex structural systems (e.g., bridges and 
buildings). This is due to the fact that structures are built to support a load, namely, 
static or dynamic loads, incoming from different forces (e.g., tension, compression, 
torsion, bending, and shear). In this direction, many structures need to be designed 
to withstand dynamic loads even though they spend most of the time supporting 
static loads [1, 2]. Static loads are those that are gradually applied and remain in 
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Abstract

Structural control systems are classified into four categories, that is, passive, 
active, semi-active, and hybrid systems. These systems must be designed in the best 
way to control harmonic motions imposed to structures. Therefore, a precise power-
ful computer-based technology is required to increase the damping characteristics of 
structures. In this direction, data mining has provided numerous solutions to struc-
tural damped system problems as an all-inclusive technology due to its computational 
ability. This chapter provides a broad, yet in-depth, overview in data mining includ-
ing knowledge view (i.e., concept, functions, and techniques) as well as application 
view in damped systems, shock absorbers, and harmonic oscillators. To aid the aim, 
various data mining techniques are classified in three groups, that is, classification-, 
prediction-, and optimization-based data mining methods, in order to present the 
development of this technology. According to this categorization, the applications 
of statistical, machine learning, and artificial intelligence techniques with respect to 
vibration control system research area are compared. Then, some related examples 
are detailed in order to indicate the efficiency of data mining algorithms. Last but not 
least, capabilities and limitations of the most applicable data mining-based methods 
in structural control systems are presented. To the best of our knowledge, the current 
research is the first attempt to illustrate the data mining applications in this domain.

Keywords: data mining, structural damped systems, vibration control,  
machine learning, artificial intelligence, statistical analysis

1. Introduction

In recent years, there has been a vast theoretical and experimental investigations 
in various problems encountered in different structures, from basic structural com-
ponents (e.g., beams and plates) to complex structural systems (e.g., bridges and 
buildings). This is due to the fact that structures are built to support a load, namely, 
static or dynamic loads, incoming from different forces (e.g., tension, compression, 
torsion, bending, and shear). In this direction, many structures need to be designed 
to withstand dynamic loads even though they spend most of the time supporting 
static loads [1, 2]. Static loads are those that are gradually applied and remain in 
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place for longer duration of time. These loads are not time dependent. As an illus-
tration, a live load on a structure is considered as a static load. Besides, most of the 
loadings applied to civil engineering structures, including seismic loadings, are usu-
ally considered as equivalent static loads [3, 4]. On the other hand, time-dependent 
dynamic loads such as machinery vibrations, earthquakes, wind storms, sea waves, 
and traffic can cause intensive and continuous vibrational motions which can cause 
changing of the structural properties (i.e., mass, stiffness, or damping) and loading 
to change in the dynamic responses, such as natural frequencies, mode shapes, and 
damping ratios [5–8]. Therefore, in-service structural systems in civil engineering 
such as tall buildings, long hydraulic structures, and long-span bridges are damage-
prone under these loads during their service life [9–14]. Moreover, these loads can 
cause intensive and stable vibrational motions, which can be damaging to human 
inhabitants. Based on these explanations, vibration is a serious concern in civil 
structures. It is due to the fact that existence of damage can disturb functionality 
and safety of the structure. However, the risk of occurrence of structural damage 
can be decreased by using a controlled vibration system to increase the damping 
characteristics of the structure. Accordingly, the advantage of using damping 
device is that damping system can improve the ability of the structure to dissipate a 
portion of the energy released during a dynamic loading event [15–18].

Over the last few decades, taller and wider structures have been built because 
of enormous developments in civil engineering area. As mentioned earlier, these 
structures will be subject to external loads which can cause vibrational problems. 
Consequently, it is essential to control the vibrational motions to reduce the response 
and to improve structure performance, safety, flexibility, serviceability, and structural 
reliability of these structures. Generally, structural control systems include four main 
groups which are passive, active, semi-active, and hybrid devices. Classification of these 
energy dissipation supplements is based on their operational mechanisms [19–21].

Data mining is the analysis of datasets to discover the relationships, new correla-
tions, and trends and to extract the useful data in the form of patterns. Therefore, 
this process has been used to identify valid, valuable, and understandable forms of 
data [22, 23]. Accordingly, in recent years, this technology has provided various solu-
tions to structural damped systems because of its powerful computational capacity. 
In this matter, many researchers have studied and examined various data mining 
techniques for passive, semi-active, active, and hybrid damped systems. In the 
same line, this chapter attempts to present the recent developments of well-known 
data mining techniques in vibration control devices. Before going into the details, 
it is important to point out the fundamental principles of data mining. Hence, data 
mining concepts including definition, background, functions, and techniques are 
discussed in the following section. Then, the concepts of applicable algorithms and 
their applications in damped systems are detailed in Section 3. Furthermore, appli-
cable examples of data mining algorithms are presented for better understanding.

2. Data mining concept

Data can be defined as any fact, number, or text which can be proceeded by a 
computer. As the obtained pattern through data mining may be very difficult to find, 
it is sometimes compared to gold mining in rivers (Figure 1). The term “gold mining” 
refers to the search for gold in rocks or sand. Data mining is a search for information 
and knowledge. The origination of data mining traces back to the development of arti-
ficial intelligence in the 1950s. The development of data mining is shown in Figure 2.

In general, data mining has two classes which are descriptive mining and pre-
dictive mining using various techniques and functions (see Figure 3 and Table 1). 
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The techniques play important roles to obtain effective models from observations. 
Besides, data mining techniques have also three main groups which are statistical 
techniques, machine learning techniques, and artificial intelligence techniques. 
It is noted that each of these techniques has particular algorithms for running the 
models to get the best solution. For instance, artificial neural network (ANN), 
Bayesian analysis, ant colony optimization, ICA, support vector machine, principal 
component analysis, particle swarm optimization (PSO), genetic algorithm, fuzzy 
logic, regression analysis, clustering, classification, and decision tree are classified 
under data mining techniques. Furthermore, the functions of data mining are 
categorized into clustering, prediction, classification, exploration, and associa-
tion. The purpose of clustering is to divide the samples into groups with related 
behavior. The numerical prediction activity determines patterns, rules, or models 
to predict continuous or discrete target values which can also be used for other 
functions. Classification is used to recognize several rules which can be applied in 
future work to determine whether a previously unknown item belongs to a known 
class. Exploration is used to find out dimensionality of an input data, and, eventu-
ally, the association activity is used to frequently detect occurring related objects. 
Based on their particular utilizations in consequence of their assumptions and 
drawbacks, one or a combination of some of these tasks can be used to find the 
hidden information [24–27].

Figure 1. 
Gold mining and data mining.

Figure 2. 
History of data mining development.
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3. Data mining algorithms

3.1 Support vector machine (SVM)

SVM is one of the classification- and prediction-based techniques which was 
first introduced by Vapnik in 1963 [28]. It works based on learning theory and 
because of its high accuracy and good generalization capability; it has the potential 
to produce high-quality predictions in numerous tasks. Therefore, SVM has various 

Figure 3. 
Data mining functions.

Data mining technique Category Learning type

Artificial neural network Artificial intelligence Supervised/unsupervised

Support vector machine Machine learning Supervised

Decision tree Statistical Supervised

Clustering Statistical Unsupervised

Principal component analysis Machine learning Unsupervised

Regression Statistical Supervised

Fuzzy Artificial intelligence Supervised/unsupervised

Meta-heuristics Artificial intelligence –

Classification Statistical Supervised

Bayesian Machine learning Supervised

Table 1. 
Data mining techniques.
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applications which can be found in several areas such as machine learning, data 
classification, and pattern recognition [29, 30]. Basic models of SVM are linear 
SVM with linear functions and nonlinear SVM with kernel functions. Moreover, 
the aim of SVM classifier is to determine a separating hyperplane to divide the given 
data into two classes (i.e., positive class and negative class) in the optimal form. 
Therefore, the optimal separating hyperplane is determined by solving an optimi-
zation problem [31].

SVM has been used in structural control systems. For instance, a SVM-based 
semi-active control strategy was reported by [32] for the numerical model of a 
multi-storey structure. In this study, four seismic waves including the El Centro, 
Hachinohe, and Kobe waves, as well as the Shanghai artificial wave, whose peak 
ground accelerations were all scaled to 0.1 g, were taken into consideration. As 
shown in Figure 4, a three-storey shear-type frame structure with dampers was 
considered as a case study in this work.

The seismic responses of structural top storey with the structure-damper 
system, structure-SVM system, and no-control device are shown, respectively, 
in Figure 5. It is seen from this figure that the structure-SVM system model has 
perfectly learned the control effectiveness of the structure-damper system. This 
observation indicated that the structure-SVM system model was significantly 
better than the structure-damper system.

In order to further examine the seismic response reduction of the controlled 
structure using the present algorithm, the displacement response of every floor 
under these four seismic waves is shown in Figure 6. It is seen that under the 
Hachinohe wave, the peak displacement response of every floor, especially the 
top floor, with the structure-SVM system model, was remarkably smaller than 
that with the structure-damper system. The authors verified once again that the 
proposed structure-SVM system model will render better effectiveness than the 
structure-damper system.

Comparative results of this study demonstrate that general semi-active damp-
ers designed using the SVM-based semi-active control algorithm was capable of 
providing the higher level of response reduction.

Figure 4. 
Structure-SVM semi-active control system model and implementation flow chart.
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3.2 Artificial neural network (ANN)

Artificial neural network, which is a self-organizing prediction-based com-
putational technique, was first proposed in the 1980s. This algorithm can solve 
many functions through pattern recognition [33]. It also can effectively be used 
to reconstruct nonlinear relationship learning from training [34]. A typical ANN 
model has two parts, that is, processing units (neurons) and connections between 
elements [34], in which neurons are located in layers of the network. A layered 
ANN structure, called multilayer perceptron (MLP), is one of the most widespread 
ANN methods. Generally, a conventional ANN has three layers which are input 
layer, hidden layer, and output layer. ANNs also can be categorized by their network 
topology such as feed forward and feedback or by their learning algorithms such as 
supervised learning and unsupervised learning [35].

Figure 5. 
Seismic responses of the structural top storey under the El Centro wave with PGA = 0.1 g using general semi-
active dampers and SVM-based semi-active control algorithm.

Figure 6. 
Displacement responses of every storey under the Hachinohe seismic wave using general semi-active dampers 
and SVM-based semi-active control algorithm.
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There are a variety of researches focusing on the application of ANN in struc-
tural control systems. For instance, according to reports by [36, 37], ANN has a 
great capacity to improve the functionality of active control systems due to its high 
pattern recognition capability. It also could be used for semi-active [38, 39] and pas-
sive damping systems [40]. The following are the review of some related examples 
which indicate the applicability of ANN in damping systems.

Suresh et al. [36] applied a nonlinearly parameterized neural network as a novel 
controller scheme for the active control of earthquake-excited nonlinear base-
isolated buildings. Numerical simulations were performed on a full-scale numerical 
test-bed base-isolated building with an isolation system comprising hysteretic 
lead-rubber bearings. They showed that the proposed approach could achieve good 
response reductions for a wide range of near-fault earthquakes, without a corre-
sponding increase in the superstructure response.

Figure 7 demonstrates a neural network model that was developed by [40] 
which shows the application of ANN in passive damping devices. In this study, the 
ANN was employed in order to predict the inelastic demand of structural systems 
with viscoelastic dampers in terms of peak displacement, effective damping, and 
effective time period. The authors established that the ANN could be effectively 
used for new designs as well as for checking the response of any retrofitted struc-
ture for the chosen design spectrum. In addition, they concluded that artificial 
neural networks also were useful in quickly deciding the amount of damping and 
the number of dampers required to reduce the peak displacement and help in 
restricting further damage.

A smart active control system, called NEURO-FBG combining fiber Bragg 
grating (FBG) sensors and neural networks, has been proposed by [41] in a steel 
building. In this study, an attempt has been made to illustrate the development 
procedure of the converter and controller by means of “NEURO-FBG converter” 
and “NEURO-FBG controller.” In this regard, the NEURO-FBG smart control 
system was designed to be a robust and reliable active control system with “smart” 
performance. To achieve this goal, a specific methodology was proposed comprising 
three parts, that is, a structural surveillance system, three converters, and a control-
ler (see Figure 8). The analytical results show that the NEURO-FBG system could 
effectively control the response of the structure and provide a more reliable system 
than ordinary active control. Later on, the authors verified their method using an 
experimentation [42]. According to their experimental results, the proposed active 
control system can be successfully applied to buildings.

Figure 9 shows the architecture of an ANN-based real-time force tracking 
scheme for magnetorheological (MR) dampers, which was applied numerically and 

Figure 7. 
Neural network model for a passive control system.
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experimentally on a five-storey shear frame by [43]. In this study, the forward and 
inverse MR damper dynamics were modeled by the neural network method using 
constant and half-sinusoidal current tests. As it can be seen in Figure 9, the ANN 
modeling was implemented for the forward and inverse MR damper model. It was 
concluded that the experimental validation of the neural network modeling both the 
forward and inverse MR damper dynamics showed the accuracy of these models.

A semi-active control strategy that combined a neuro-control system including 
a multilayer ANN with a back-propagation training algorithm with a smart damper 
was proposed to reduce seismic responses of structures [38]. A set of numerical 
simulations was performed to verify the effectiveness of the proposed method. 

Figure 9. 
The architecture of the neural network modeling.

Figure 8. 
Block diagram of NEURO-FBG smart control system.
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To aid the aim, two controllers were used, that is, (1) a primary control algorithm 
based on a cost function, and the sensitivity evaluation algorithm was employed in 
order to replace an emulator neural network as well as produce the desired active 
control force and (2) a secondary bang-bang-type controller caused the smart 
damper to generate the desired active control force, so long as this force was dis-
sipative. It should be noted that cost function is defined as the squared sum of offset 
between the actual and the desired responses. Therefore, the main purpose was to 
minimize the cost function during training the network. Figure 10 demonstrates 
the diagram of control for semi-active neuro-control using smart damper as well as 
a three-storey building with a single smart damper which was used as a numerical 
modeling. The authors showed that the proposed semi-active control system using 
ANN and smart dampers was a promising tool for control of real structures.

3.3 Fuzzy logic

Fuzzy logic was proposed by Lotfi Zadeh for the first time in 1965. It has been 
employed in different applications such as pattern recognition, classification, 
decision-making, etc. [44]. The basic configuration of a fuzzy technique consists of 
four important components, which are fuzzification, fuzzy rule base, fuzzy infer-
ence, and defuzzification. Fuzzification is a mapping from a crisp input to fuzzy 
membership sets. The fuzzy rule base has set rules of fuzzy variables described 
by membership functions. Fuzzy inference is a decision-making mechanism of 
the fuzzy system. The defuzzifier changes the fuzzy consequences from different 
rules into crisp values [45]. Fuzzy is a model-free technique for structural system 
identification, where the most important advantages of fuzzy systems are their 
high parallel implementation, nonlinearity, and being capable of adapting [46]. 
Applications of fuzzy logic in SHM are detailed in Table 2.

Adaptive fuzzy control strategy [47], fuzzy gain scheduling [48], semi-active 
fuzzy logic control system [49], model-based fuzzy logic controller (MBFLC) [50], 

Figure 10. 
Diagram of control for semi-active neuro-control using smart damper.

Case Wind speed (m/s) Maximum torsion (rad)

Uncontrolled 55.52 0.02

Controlled with passive TMD 98 0.02

Controlled with STMD-FLC 110 0.0063

Table 2. 
Comparison of the effectiveness of passive TMD and STMD-FLC.
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a multilayer ANN with a back-propagation training algorithm with a smart damper 
was proposed to reduce seismic responses of structures [38]. A set of numerical 
simulations was performed to verify the effectiveness of the proposed method. 

Figure 9. 
The architecture of the neural network modeling.

Figure 8. 
Block diagram of NEURO-FBG smart control system.
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To aid the aim, two controllers were used, that is, (1) a primary control algorithm 
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control force and (2) a secondary bang-bang-type controller caused the smart 
damper to generate the desired active control force, so long as this force was dis-
sipative. It should be noted that cost function is defined as the squared sum of offset 
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Adaptive fuzzy control strategy [47], fuzzy gain scheduling [48], semi-active 
fuzzy logic control system [49], model-based fuzzy logic controller (MBFLC) [50], 

Figure 10. 
Diagram of control for semi-active neuro-control using smart damper.

Case Wind speed (m/s) Maximum torsion (rad)

Uncontrolled 55.52 0.02

Controlled with passive TMD 98 0.02

Controlled with STMD-FLC 110 0.0063
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Comparison of the effectiveness of passive TMD and STMD-FLC.



Recent Trends in Artificial Neural Networks - From Training to Prediction

126

optimal fuzzy logic controller [51], fuzzy controller [52–54], neuro-fuzzy [55–57], 
genetic fuzzy logic controller (GFLC) [58], fuzzy control strategy based on a neural 
network forecasting model [59], and wavelet-neuro-fuzzy control [37] are some of 
the important applications of fuzzy logic in structural control systems. The follow-
ing examples illustrate the applicability of fuzzy in damping systems.

A semi-active fuzzy control system was introduced by [49] to reduce the 
seismic responses in variable orifice dampers. In this direction, a numerical 
study was conducted to investigate the effectiveness of the proposed approach. 
Results revealed that the fuzzy logic controller (FLC) was capable of improving 
the structural responses. Another semi-active fuzzy control system compris-
ing a semi-active tuned mass damper (STMD) system with variable damping 
was proposed by [60] to control the flutter instability of long-span suspension 

Figure 11. 
Membership functions of the fuzzy logic controller variables: (a) membership functions for displacement, 
(b) membership functions for velocity, and (c) membership functions for semi-active tuned mass damper 
(TMD) damping ratio [60].
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bridges. In this study, the variable damping of the system was chosen through a 
fuzzy logic controller. The STMD-FLC methodology was applied to increase the 
flutter wind speed of the test structure which was a suspension bridge. To do so, 
in order to select the level of semi-active damping ratio, a fuzzy logic feedback 
controller was incorporated into a closed-loop control system. The displacement 
and velocity quantities were used as the input to the fuzzy logic controller, and the 
level of STMD damping ratio was its output for each degree of freedom, namely, 
vertical and torsional (see Figure 11). The FLC system was designed based on the 
Mamdani’s fuzzy inference method.

In addition, a comparison of the effectiveness of passive TMD and STMD-FLC 
was carried out in this research, which is shown in Table 2. The table clearly shows 
the superior performance of semi-active control over the passive control.

The description of the fuzzy input membership function abbreviations is as fol-
lows: NL = negative large, NM = negative medium, NS = negative small, ZR = zero, 
PS = positive small, PM = positive medium, and PL = positive large; and those 
of the output are as follows: ZR = zero, VS = very small, S = small, L = large, and 
VL = very large.

Adaptive network-based fuzzy inference system (ANFIS) is a hybrid learn-
ing algorithm which combines the back-propagation gradient descent and 
least squares techniques to generate a fuzzy inference system. The membership 
functions in ANFIS are adjusted according to a given set of input and output 
data. The main objective of ANFIS is to integrate the finest features of neural 
networks and fuzzy systems. Accordingly, the outputs of ANFIS can be seen in 
two steps, that is, (1) representation of prior knowledge into a set of constraints 
to reduce the optimization search space from fuzzy system and (2) adapta-
tion of back-propagation to structured network to automate fuzzy control 
parametric tuning from neural network. Therefore, ANFIS is one of the best 
trade-offs between neural and fuzzy systems providing smoothness due to the 
fuzzy control interpolation and adaptability, due to the neural network back-
propagation [61].

ANFIS has proven to be an excellent function approximation tool. For example, 
an ANFIS controller was developed by [61] for reduction of environmentally 
induced vibration in multiple-degree-of-freedom building structure with MR 
damper. The systems were excited using two different earthquake random vibra-
tion loadings. Figure 12 illustrates the comparison of the displacement response at 
the top of the structure with and without control under El Centro and Hachinohe 
earthquakes. The figure shows that ANFIS clearly could reduce the displacement 
amplitude in both vibration loadings.

Figure 12. 
Displacement response of the structure under El Centro and Hachinohe earthquakes.
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induced vibration in multiple-degree-of-freedom building structure with MR 
damper. The systems were excited using two different earthquake random vibra-
tion loadings. Figure 12 illustrates the comparison of the displacement response at 
the top of the structure with and without control under El Centro and Hachinohe 
earthquakes. The figure shows that ANFIS clearly could reduce the displacement 
amplitude in both vibration loadings.
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3.4 Clustering

Clustering is an unsupervised statistical data analysis technique, which is 
used in pattern recognition, image analysis, and bioinformatics. This method is 
employed to divide datasets into separated similar subsets (clusters) according to 
typical patterns identified in the clustering analysis [62]. In order to have a success-
ful clustering, maximum intra-cluster similarity as well as minimum inter-cluster 
similarity is required. The K-means is one of the most descriptive partitioning 
clustering algorithms with a quite reliable effectiveness at local optimum. However, 
it can be employed only to numerical datasets. Furthermore, K-means has poor 
handling for data prone to noise and outliers [63]. Clustering can also help to 
decrease the distance between datasets and improve the similarity of datasets in 
each cluster [64, 65].

A combination of fuzzy C-means clustering and subtractive clustering has been 
developed numerically for nonlinear system identification of a seismically excited 
building-MR damper system. It was demonstrated from the simulation that the 
proposed fuzzy model is effective in identifying nonlinear behavior of the building-
MR damper system subjected to the 1940 El Centro earthquake. Figure 13 compares 
the displacement and acceleration responses of the original simulation model with 
those of the identified model. Note that the original simulation model means an 
analysis model of the building equipped with an MR damper. As can be seen from 
the figure, overall good agreements between the original values and the identi-
fied model were found in the time histories of both displacement and acceleration 
responses [66].

3.5 Genetic algorithm (GA)

GA, which is one the most powerful optimization-based algorithms, was first 
proposed by John Holland in the 1970s. In GA, a chromosome is used to determine 
the solution. The chromosome includes a group of genes that optimize parameters. 
This algorithm employs a random solution from a current population. Then, the 
next generation will be created using crossover and mutation operators [67]. In 
general, GA is an attractive tool to optimize difficult problems due to its benefits 
such as parallelism, convergence to global optima, adaptation, and no need for the 
gradient of the objective function. Considering these benefits, GA has been success-
fully applied in optimal design of TMDs [68–70] and multiple tuned liquid column 
damper (MTLCD) [71], optimization of earthquake energy dissipation system [72], 
optimization of active control systems in high-rise buildings [73], optimal damper 
distribution [74], smart control systems [75], etc.

Figure 13. 
Comparison of original simulation and obtained results from the proposed model. (a) displacement response, 
(b) acceleration response.
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An optimization strategy of hydraulic actuators, that is, an implicit redundant 
representation (IRR) genetic algorithm with a non-dominated sorting II (NS2) GA, 
namely, NS2-IRR GA, was implemented numerically by [73] in order to minimize 
the distribution of control devices in large-scale structures as well as optimize 
the dynamic responses of structures. It was shown that the proposed NS2-IRR 
GA-based control system was effective in finding not only optimal locations and 
numbers of actuators in structures but also minimum responses of the buildings. 
In the same line, Figure 14, which compares the dynamic behavior of the proposed 
approach with those of the benchmark control system in reducing displacements of 
the 20-storey building, clearly indicates the effectiveness of GA in minimizing the 
displacement/drift responses of the building structure.

3.6 Particle swarm optimization

PSO which was first proposed by Kennedy and Eberhart [76] is one of the 
population-based artificial intelligence optimization-based techniques. The 
approach was simulated by the social behavior of organisms such as bird flocking to 
be used as a suitable tool for global optimization [77]. In PSO, a particle represents 

Figure 14. 
Comparison of displacement responses of benchmark and NS2-IRR genetic algorithm approaches under the El 
Centro earthquake.
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a potential solution where each particle has two updatable features: position and 
velocity. PSO is easy to apply and has a great computational capacity. In comparison 
with other optimization approaches, PSO is more efficient and requires a fewer 
numbers of function evaluations while giving better or the same quality of results. 
However, it has some weaknesses such as trapping into local optimum in a complex 
search space. Besides, the disability to implement a precise local search around a 
local optimum is another drawback in PSO [78, 79].

PSO was applied for optimization of the parameters of a TMD-viscously 
damped system in [80] including the optimum mass ratio, damper damping, and 
tuning frequency. The results were calculated by means of three numerical exam-
ples for different nonstationary ground acceleration systems to demonstrate the 
efficiency of the proposed method. To this end, the system was subjected to ground 
accelerations with different PSO-based power spectra in order to minimize either 
the maximum displacement or acceleration mean square responses. The authors of 
this research reported that it was quite easy to program the applications of PSO in 
practical engineering.

Another method called wavelet PSO-based linear quadratic regulator (WPSOB-
LQR) was presented numerically by [81] to find the optimal control force of active 
TMD via PSO-based linear quadratic regulator (LQR) and wavelet analysis. To aid 
the aim, PSO was used to determine the gain matrices through the online update 
of the weighting matrices used in the controller while eliminating the trial and 
error. Figure 15 shows the time history of displacement response by using pre-
developed LQR control method and the proposed WPSOB-LQR approach. As it 
can be observed from this figure, the displacement was significantly reduced using 
their proposed method. Moreover, the authors stated that the proposed method was 
practicable and worthwhile for vibration control of structures.

4. Conclusion

In this chapter, a brief description of data mining has been made, the most 
applicable techniques were reviewed, and the applications of machine learning, 
artificial intelligence, and statistical algorithms in structural control systems have 
been stated. Furthermore, for each technique, an attempt has been made to present 
several examples to familiarize readers more in the corresponding field as well as 
presenting an overall background of the researches done by several investigators 
worldwide. The following are some of the important conclusions.

Fuzzy, GA, and ANN are the most applicable methods in structural control 
systems. Among all, fuzzy controllers were the most powerful techniques to solve 
numerous problems. As a matter of fact, fuzzy algorithm could present uncom-
plicated and strong solutions for control systems in order to modify uncertainty, 
such as selecting damping ratios and reducing the responses of structures. ANN 
was another self-organizing technique which has been used to control and predict 

Figure 15. 
Results for the 1981 Imperial Valley (El Centro-06): controlled displacement.
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