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Preface to ”Energy and Water Cycles in the Third
Pole”

As the most prominent and complicated terrain on the globe, the Tibetan Plateau (TP) is often

called the “Roof of the World”, “Third Pole”or “Asian Water Tower”. The energy and water cycles

in the Third Pole have great impacts on the atmospheric circulation, Asian monsoon system and

global climate change. On the other hand, the TP and the surrounding higher elevation area are also

experiencing evident and rapid environmental changes under the background of global warming.

As the headwater area of major rivers in Asia, the TP’s environmental changes—such as glacial

retreat, snow melting, lake expanding and permafrost degradation—pose potential long-term threats

to water resources of the local and surrounding regions. To promote quantitative understanding of

energy and water cycles of the TP, several field campaigns, including GAME/Tibet, CAMP/Tibet

and TORP, have been carried out. A large amount of data have been collected to gain a better

understanding of the atmospheric boundary layer structure, turbulent heat fluxes and their coupling

with atmospheric circulation and hydrological processes. The focus of this reprint is to present recent

advances in quantifying land–atmosphere interactions, the water cycle and its components, energy

balance components, climate change and hydrological feedbacks by in situ measurements, remote

sensing or numerical modelling approaches in the “Third Pole”region.

This reprint was funded by the Second Tibetan Plateau Scientific Expedition and Research

Program (Grant No. 2019QZKK0103)

Yaoming Ma, Zhongbo Su, and Lei Zhong

Editors
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The energy and water cycles in the Third Pole have great impacts on the atmospheric
circulation, Asian monsoon system and global climate change. On the other hand, as the
largest high-elevation part of the cryosphere outside the polar regions, with vast areas of
mountain glaciers, permafrost and seasonally frozen ground, the Third Pole is characterized
as an area sensitive to global climate change [1–3]. The Tibetan Plateau (TP) and the sur-
rounding higher elevation area are experiencing evident and rapid environmental changes,
such as glacial retreat, snow melting, lake expanding and permafrost degradation. All
these changes pose potential long-term impacts to water resources of local and surrounding
regions. A better understanding of the water and energy cycles is essential for assessing
and understanding the causes of changes in the cryosphere and hydrosphere in relation
to changes of plateau atmosphere in the Asian monsoon system and for predicting the
possible changes in water resources in South and East Asia [3].

To this end, the aim of this Special Issue was to present recent advances in quantifying
(1) land–atmosphere interactions, (2) the water cycle and its components, (3) energy balance
components, (4) climate change, and (5) hydrological feedbacks by in-situ measurements,
remote sensing or numerical modelling approaches in the TP.

Ten articles (nine research articles and one review) are published in this Special Issue,
covering the quantitative assessments of land surface radiation fluxes, evapotranspiration,
water vapor transport and runoff, as well as the distinct surface processes over lake and
glacier driven by warming climate. Besides, the coupling mechanism between the vertical
motion of air with the near-surface meteorological variables is analyzed. Additionally,
the pollution characteristics and possible sources of PFASs (per- and poly-fluoroalkyl
substances) in both surface water and precipitation are also discussed.

Analysis of long-term, ground-based radiation budgets on the TP help to enhance
scientific understanding of land-atmosphere interactions and their influence on weather
and climate change in this region. Wang et al. (2021) [4] systematically analyzed the
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in situ measurements from 2006 to 2019 at six research stations over the TP. Despite the
differences in climate and land cover, both land surface albedo and upwelling shortwave
radiation decreased at all sites, while the downwelling and upwelling longwave radiation,
net radiation, surface temperature and air temperature presented increasing trends at
most stations.

Evapotranspiration (ET) is a key parameter in the surface energy and water balance,
whose accurate estimation is important but still challenging. The ET estimates from one
satellite merged dataset (EB), one assimilation product (GLDAS), two reanalysis datasets
(ERA5 and ERA-Interim) and two WRF simulations (DDM and CPM) were intercompared
by Dan et al. (2021) [5] in detail. The temporal and spatial variations and driving factors
of ET were discussed by Song et al. (2022) [6]. As the air temperature, precipitation and
NDVI (normalized difference vegetation index) increased at a rate of 0.07 ◦C/decade,
24.73 mm/decade and 0.02/decade in Qinghai Province from 2000 to 2020, respectively,
the actual ET presented a significant increasing rate of 37.26 mm/decade, which is nearly
three times of the increasing rate in China. The results also revealed that the air temperature
is the dominant driving factor of ET, followed by NDVI and precipitation. Additionally,
ET increased by 2.84 mm/100 m with increasing altitude, which also exhibited distinct
heterogeneity in its driving factors across the altitude gradient, where the influence of
precipitation, NDVI, and air temperature dominated at 1700–2600 m, 2600–3800 m, and
3800–6000 m, respectively.

Changes in the surface energy and water fluxes can induce the transport of water
vapor. The variation patterns of water vapor budget and its relationship with precipitation
were reported by Qi et al. (2021) [7], and the relationships between the sensible/latent heat
and the water vapor flux divergence were revealed by Li et al. (2021) [8]. The height of the
water vapor transportation channel of the western air flow was found to be higher than
3000 m, while that for the southwestern and southeastern air flows was about 2000 m. A
negative correlation between the surface fluxes and the water vapor flux divergence was
depicted. The southwest boundary of southeast TP was found to be the key area affecting
the water vapor flux divergence. Determination of the location and density of water vapor
sources is of great importance to the improvement of extreme precipitation forecasts. The
relation of the atmospheric vertical motion with the climate was discussed by Tian et al.
(2021) [9] via climate diagnosis and statistical analysis. Moreover, Li et al. (2021) [10]
evaluated the runoff simulation skills via WRF-Hydro, and achieved an improvement of
6.6% in root mean square error against in situ measurements. The enhanced WRF-Hydro
simulated an increase in latent heat flux, but a decrease in sensible heat flux and soil surface
temperature due to the moist soil.

The TP preserves a sufficient amount of lakes and glaciers, which are both experiencing
hydrological change in the context of climate warming. The surface processes and ice
phenology of lakes on the TP were investigated by Lang et al. (2021) [11], and an increasing
trend in lake surface temperature and latent heat flux, as well as a decreasing trend in
sensible heat flux and ice thickness, were illustrated. Based on surface mass balance
parameterizations, the mean glacier volume loss of Da Anglong Glacier during 2016–2098
was simulated by Zhao et al. (2022) [12] to be 38% and 83% of the volume in 2016 under
RCP2.6 and RCP8.5.

Finally, the characteristics and possible sources of PFASs in surface water and precipi-
tation in China were reported by Wang et al. (2022) [13]. The concentration of PFASs in
the surface water in different areas of China varied from 0.775 ng/L to 1.06 × 106 ng/L,
while that in precipitation was lower, ranging from 4.2 ng/L to 191 ng/L. Although the
concentrations of PFASs in surface water and precipitation in the TP were lower comparably
(0.115–6.34 ng/L and 0.115–1.24 ng/L, respectively), influenced by the southeast monsoon
in summer, PFASs can reach the TP through long-distance transportation and finally enter
the surface water of this area through depositions.

In summary, this Special Issue mainly presents the up-to-date advances on the quan-
titative assessments of surface radiation fluxes, ET, water vapor transport, runoff, and
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the typical surface processes over lake and glacier on the TP. These selected papers are
novel and timely for the understanding of land–atmosphere interactions driven by climate
warming over the TP.

We trust that the collation of these papers will provide quantitative references for better
assessment and prediction of the energy and water cycle processes in the “Third Pole”.

Author Contributions: Conceptualization, Y.M. and Z.S.; writing—original draft preparation, L.Z.;
writing—review and editing, Y.M. and L.Z. All authors have read and agreed to the published version
of the manuscript.
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China (Grant Nos. 41875031 and 91837208), and CLIMATE-TPE (ID 58516) in the framework of the
ESA-MOST Dragon 5 program.
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Abstract: Analysis of long-term, ground-based observation data on the Tibetan Plateau help to
enhance our understanding of land-atmosphere interactions and their influence on weather and
climate in this region. In this paper, the daily, monthly, and annual averages of radiative fluxes, surface
albedo, surface temperature, and air temperature were calculated for the period of 2006 to 2019 at
six research stations on the Tibetan Plateau. The surface energy balance characteristics of these
six stations, which include alpine meadow, alpine desert, and alpine steppe, were then compared.
The downward shortwave radiation at stations BJ, QOMS, and NAMORS was found to decrease
during the study period, due to increasing cloudiness. Meanwhile, the upward shortwave radiation
and surface albedo at all stations were found to have decreased overall. Downward longwave
radiation, upward longwave radiation, net radiation, surface temperature, and air temperature
showed increasing trends on inter-annual time scales at most stations. Downward shortwave
radiation was maximum in spring at BJ, QOMS, NADORS, and NAMORS, due to the influence
of the summer monsoon. Upward shortwave radiation peaked in October and November due to
the greater snow cover. BJ, QOMS, NADORS, and NAMORS showed strong sensible heat fluxes
in the spring while MAWORS showed strong sensible heat fluxes in the summer. The monthly
and diurnal variations of surface albedo at each station were “U” shaped. The diurnal variability
of downward longwave radiation at each station was small, ranging from 220 to 295 W·m−2.The
diurnal variation in surface temperature at each station slightly lagged behind changes in downward
shortwave radiation, and the air temperature, in turn, slightly lagged behind the surface temperature.

Keywords: Tibetan Plateau; surface characteristic parameter; radiation fluxes; observation data;
land-atmosphere interaction

1. Introduction

With a mean elevation over 4000 m, the Tibetan Plateau is considered as ‘the roof of
the world’ or ‘third pole’ and has the world’s most complex mountain topography [1].
The high and undulating endorheic hinterland of the Tibetan Plateau is surrounded by
a chain of steeply descending marginal mountains, including the eight highest peaks of
the world, including Mount Everest, in the south [2]. This extensive plateau lies between
26◦00′ N and 39◦47′ N, 73◦19′ E, and 104◦47′ E [3]. The complex and high-elevation
topography, and the solar radiation absorbed by the ground in summer, lead to significant
land-atmosphere interactions across the Tibetan Plateau. Consequently, the region’s energy
and water circulation processes have important effects on the Asian monsoon, the East
Asian general circulation, and global climate change [4–6].
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Solar radiation is the basic energy source driving a diversity of physical processes
in the atmosphere, and it is also an important meteorological element characterizing the
thermal condition of the Tibetan Plateau. At the same time, the free atmosphere is subject
to various thermal as well as dynamic effects, which propagate from the plateau surface,
through the near-earth layer and into the boundary layer [7–9]. Therefore, the study of the
various radiation fluxes that affect the development of the boundary layer is particularly
important. The ground gains heat due to the absorption of downward shortwave radiation
and downward longwave radiation emitted by the atmosphere. The ground can also lose
heat via the emission of upward longwave radiation and reflection of incoming shortwave
radiation. In the absence of other modes of heat exchange, the net radiation determines the
change in surface temperature. Surface temperature is an indicator that characterizes the
variability of heat sources [10] and is an important parameter that describes the material
exchange and energy balance between the surface and the atmosphere. Moreover, the air
temperature is directly influenced by the surface temperature, as the surface emits upward
longwave radiation to heat the near-surface air. Changes in air temperature can thus reflect
the influence of the surface on the near-surface layer of the plateau.

The vast area, complex subsurface type, high altitude, and uneven distribution of a
small number of observation stations on the Tibetan Plateau limit our understanding of
land-atmosphere interactions in this region. Many studies in the past were based either on
satellite data and reanalysis data or on short time series of observations. Moreover, many
studies focused on the analysis of solar radiation or net radiation and did not analyze the
radiation components. There is a lack of detailed analysis of long-term observation data
over complex surfaces in highland areas.

Ma et al. [11,12] first analyzed the pre-monsoon, mid-monsoon, and post-monsoon radi-
ation characteristics of the Nagqu region using the radiometric observations of GAME/Tibet
during the 1998 Intensification Observation Period (IOP), and then compared the observa-
tions with the results obtained from remote sensing parameterization.

Philipona et al. [13] showed profiles of solar and terrestrial radiation measured with
balloon-borne radiometers. They revealed the solar absorption in the free atmosphere
and strong reflection in clouds and albedo effects on the ground and the atmosphere
above. They also revealed that the longwave upward radiation is partly absorbed and
reemitted by water vapor and other greenhouse gases. Obregón et al. [14] used the satellite
data during the period 2000–2018. They found that water vapor and aerosols reduce solar
radiation reaching the surface. This reduction ranges between 2% and 8% for aerosol optical
thickness, 11.5% and 15% for precipitable water vapor, and 14% and 20% for the combined
effect. Wang et al. [15] also pointed out that aerosols and total clouds attenuate surface
solar radiation using the second Modern-Era Retrospective Analysis for Research and
Applications (MERRA-2) reanalysis product. Jandaghian et al. [16] used the online Weather
Research and Forecasting model coupled with Chemistry (WRF-Chem) to simulate the
effects of albedo enhancement on aerosol, radiation, and cloud interactions in the Greater
Montreal Area during the 2011 heatwave period. They found that albedo enhancement led
to a net decrease in radiative balance at solar noon by 25 W/m2.

You et al. [17] analyzed the annual and seasonal variations of all-sky and clear-sky sur-
face solar radiation in the eastern and central Tibetan Plateau during the period 1960–2009,
based on surface observational data, reanalysis, and ensemble simulations with the global
climate model ECHAM5-HAM. They found a decreasing trend in the mean annual all-
sky surface solar radiation, at a rate of −1.00 W m−2 decade−1. A stronger decrease of
−2.80 W m−2 decade−1 was found in the mean annual clear-sky surface solar radiation
series. They also indicated that both NCEP/NCAR and ERA-40 reanalysis do not capture
the decadal variations of the all-sky and clear-sky surface solar radiation.

Neither the satellite data nor the reanalysis data accurately reflect the true surface
characteristics. Meanwhile, the short time series of observation data cannot accurately
capture longer-term trends. Therefore, we need to statistically analyze data on observed
surface characteristics over long time periods to more accurately quantify the changes and
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relationships amongst surface radiation fluxes, surface temperature, and air temperature
on the Tibetan Plateau. This is important for understanding land-atmosphere interactions
their influence on weather and climate in this region.

2. Materials and Methods
2.1. Study Area

The observation sites used in this paper comprised 6 field stations operated by the
Chinese Academy of Science on the Tibetan Plateau, namely, the Qomolangma Atmospheric
and Environmental Observation and Research Station (QOMS), the Southeast Tibetan
Observation and Research Station for the Alpine Environment (SETORS), the BJ site of
Nagqu Station of Plateau Climate and Environment (BJ), the Nam Co Monitoring and
Research Station for Multisphere Interaction (NAMORS), the Ngari Desert Observation
and Research Station (NADORS), and the Muztagh Ata Westerly Observation and Research
Station (MAWORS). The stations were at altitudes in the range 3327 m to 4730 m, and
included several surface types (e.g., alpine meadow, alpine desert, and alpine steppe).
Figure 1 shows the instrument setup and subsurface conditions at the observation site.
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Figure 1. Instrument setup and subsurface conditions at the observation site [16].

QOMS is located in Tingri County, Tibet, about 40 km from Everest Base Camp. The
station is built in a river valley, with relatively flat topography and an open area around
it, and the surface is mainly bare ground with sparse and small vegetation [18]. SETORS
is located in Linzhi County, Tibet. The station is built in a valley with a relatively flat
topography, surrounded by woodland, and the surface type is an alpine meadow with
good growth conditions, and the grass height can reach 30–40 cm in summer [18]. BJ is
located in Amdo County, Tibet. The station is flat and open all around, the surface is mainly
sandy soil with sparse distribution of fine stones, and alpine meadows with a height of
10–20 cm grow unevenly in summer [10]. NAMORS is located on the southeastern shore of
Namucuo Lake in Tibet, Dangxiong County, backed by the snowy peaks of the Nyingchi
Tanggula mountain range, the lower cushion for alpine meadows [18]. The surface of
NADORS and MAWORS are similar, both being desert, gravel and sparse short grass.
NADORS is located in Ritu County, Ali Region, Tibet. MAWORS is located in Aktau
County, Xinjiang, near Mushtag Mountain and Karakuri Lake, which is a typical westerly
climate influence area. Figure 2 shows the Surface emissivity and station distribution in
the observation area.
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Table 1 shows the geographical characteristics of the 6 field stations. Table 2 shows
the detailed information on observation items.

Table 1. List of the geographic characteristics of the six sites [19].

Site Latitude Longitude Elevation (m) Land Cover

QOMS 28.36◦ N 86.95◦ E 4298 Alpine desert
SETORS 29.77◦ N 94.74◦ E 3327 Alpine meadow

BJ 31.37◦ N 91.90◦ E 4509 Alpine meadow
NAMORS 30.77◦ N 90.96◦ E 4730 Alpine steppe
NADORS 33.39◦ N 79.70◦ E 4270 Alpine desert
MAWORS 38.42◦ N 75.03◦ E 3668 Alpine desert

Table 2. List of the detailed information on observation items [19].

Site Variables Sensors Models Manufacturers Period

BJ
Air temperature HMP45D Vaisala 2006–2014

HMP155 Vaisala 2016–2019

Radiations

CM21 for shortwave
radiation

PIR for longwave
radiation

Kipp and Zonen
Eppley 2006–2019

QOMS
Air temperature HMP45C-GM Vaisala 2006–2019

Radiations CNR1 Kipp and Zonen 2006–2019

SETORS
Air temperature HMP45C-GM Vaisala 2006–2019

Radiations CNR1 Kipp and Zonen 2006–2019

NADORS
Air temperature HMP45C Vaisala 2006–2019

Radiations NR01 Kipp and Zonen 2006–2019

MAWORS
Air temperature HMP155A Vaisala 2006–2019

Radiations NR01 Kipp and Zonen 2006–2019

NAMORS
Air temperature HMP45D Vaisala 2006–2019

Radiations CMP6 Vaisala 2006–2019

2.2. Data and Methods

The observations used here were collected hourly from 2006 to 2019, and include
downward shortwave radiation, upward shortwave radiation, upward longwave radiation,
downward longwave radiation, and air temperature. The annual and monthly averages of
downward shortwave radiation, upward shortwave radiation, and surface albedo were
calculated using observation data from 8:00 to 20:00 Beijing time.

The upward longwave radiation, downward longwave radiation, and air temperature
data at SETORS were problematic. The values were greater than the other stations, and the
annual variation of upward longwave radiation and the diurnal variation in downward
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longwave radiation was not consistent with the variations of the rest of the stations,
which was caused by the monitoring problem. The above data were rounded off and the
calculation of the average value was not performed. Due to instrumental limitations, air
temperatures were taken at 1.5 m at NAMORS, QOMS, and NADORS; 1.3 m at SETORS;
and 1.9 m at MAWORS. Air temperatures were taken at 1.03 m at BJ from 2006 to 2014,
and 1.5 m from 2015 to 2019. Although each radiometer observed the voltage value, the
radiation data acquisition system has already calculated the radiation flux value according
to the classical methodology and special controlling factor in each station of the Tibetan
Plateau. We directly used the output radiation flux value of the observation system in
our analysis. If the downward shortwave radiation or upward shortwave radiation value
was less than 0, it would be revised to 0. If the surface albedo was greater than 0 and less
than 1, it would be further averaged, otherwise, it would be excluded (Figure 3). When
annual averages were calculated for each station, if the number of missing measurements
in a given year was greater than 40% of the total number of data, the data for that year
was rounded off, the annual average was no longer calculated and not represented in
the graph. The monthly and daily averages were calculated by simply rounding off the
missing measurements. Cloud data were selected from MOD08 product, NDVI data were
selected from MOD13C2 product. Pearson’s correlation coefficient r was calculated for the
monthly average of cloud cover and the annual average of downward shortwave radiation,
and also for the annual average of NDVI and the annual average of upward shortwave
radiation. In addition, the observed surface temperatures were limited by instrumental
functionality. To calculate accurate surface temperatures for each site, we selected the
MOD11C3 product from 2006 to 2019. The MOD11C3 Version 6 product provides monthly
Land Surface Temperature and Emissivity values in a 0.05 degree (5600 m at the equator)
latitude/longitude Climate Modeling Grid. Each MOD11C3 product consists of LSTs,
quality control assessments, observation times, view zenith angles, and the number of
clear-sky observations, along with a percentage of land in the grid and emissivities from
bands 20, 22, 23, 29, 31, and 32. Here we chose the emissivities from bands 31 and 32.

The wide-band specific emissivity was obtained by linearly fitting the emissivity from
bands 31 and 32 following the method proposed by Shunlin Liang [20], as follows:

ε = 0.261 + 0.314ε31 + 0.411ε32 (1)

where ε is the wide-band emissivity, ε31 is the emissivity from band 31, and ε32 is the
emissivity from band 32.

The total ground surface longwave irradiance includes the longwave radiation emitted
from the ground and the downward longwave radiation reflected from the ground surface.
The surface temperature can be calculated using the measured upward and downward
longwave radiation and the surface emissivity:

Ts = (
Lb
↑ − (1− εb)Lb

↓

εbσ
)

1/4

(2)

where Lb
↑ and Lb

↓ are the upward longwave radiation and downward longwave radia-
tion, respectively; εb is the surface emissivity; and σ is the Stephen Boltzmann constant
(5.67 × 10−8 W·m−2 K−4).

The fundamental equations governing the net energy budget of the Earth system are
listed as follows:

Rn = Rsd + Rld− Rsu− Rlu (3)

where Rsd is the downward shortwave radiation; Rld is the downward longwave radiation;
Rsu is the upward shortwave radiation; and Rlu is the upward longwave radiation.
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3. Data Analysis and Results
3.1. Downward Shortwave Radiation Flux

The radiation emitted by the sun may be absorbed and scattered by air molecules,
water vapor, clouds, and dust in the atmosphere before it reaches the ground. The portion
that eventually reaches the ground is called downward shortwave radiation [21], and
is determined by both solar altitude angle and atmospheric transparency. The average
altitude of the Tibetan Plateau is above 4000 m; here, the atmospheric cleanliness is high,
thus the downward shortwave radiation in the Tibetan Plateau region is strong.

Atmospheric transparency is negatively correlated with cloud cover [22]. The higher
the cloud cover is, the lower the atmospheric transparency is. In addition, atmospheric
transparency can affect downward shortwave radiation [23]. The downward shortwave
radiation reaching the ground decreased with decreasing atmospheric transparency. There-
fore, an increase in cloudiness leads to a decrease in downward shortwave radiation to
some extent, which can also be reflected in the relationship between the monthly average
downward shortwave radiation and cloudiness at each station (Figure 4).

The interannual variability of downward shortwave radiation at each station (Figure 5)
shows fluxes between 335 W·m−2 and 525 W·m−2 on the Tibetan Plateau. The downward
shortwave radiation at BJ and QOMS had a tendency to decrease year by year, especially
at BJ, which decreased by 1.55 W·m−2 per year, as previously attributed to an increase
in convective clouds over the plateau [24,25]. However, there was an increasing trend in
downward shortwave radiation at MAWORS, which may have been caused by decreasing
cloud over MAWORS (Figure 6). The cloud cover at NADORS and SETORS showed an
increasing trend, while the downward shortwave radiation at NADORS and SETORS
showed no obvious change trend. In addition, the downward shortwave radiation at
NAMORS decreased, and the cloud cover fluctuated. This may be due to changes in the
atmosphere, such as water vapor and aerosols. However, the overall cloud cover at each
station was negatively correlated with downward shortwave radiation can still be seen
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from Figure 4, and the Pearson correlation coefficient reached −0.79 and passed the 99%
significance test.
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ern part of the Tibetan Plateau, far inland, and is almost unaffected by the summer mon-
soon. At that site the downward shortwave radiation reached its maximum in July. 

Figure 6. Interannual variation of cloud fraction at each station.

The intra-annual variations of downward shortwave radiation at each station (Figure 7a)
showed a gradual increase with increasing solar altitude angle, starting from January.
However, the downward shortwave radiation at BJ, QOMS, NAMORS, and NADORS did
not reach their maximum in summer when the solar altitude angle was at its maximum,
but in spring (when it reached a maximum of 620 W·m−2). Spring represents the early
stage of the monsoon outbreak, characterized by low soil humidity, low cloudiness, and
strong downward shortwave radiation. In summer, the monsoon is in its outbreak period:
precipitation increases, the water vapor content increases, the air becomes more humid,
and there is a corresponding decrease in atmospheric transparency, which results in less
downward shortwave radiation reaching the ground. The downward shortwave radiation
fluctuated between 450 W·m−2 and 550 W·m−2 at each station. In autumn and winter, the
downward shortwave radiation decreased with the decreasing solar altitude angle. The
annual variation of downward shortwave radiation at QOMS was obvious. The difference
between the downward shortwave radiation in spring and summer reached 200 W·m−2.
The annual variation of downward shortwave radiation at SETORS fluctuated relatively
weakly, between 300 W·m−2 and 400 W·m−2. MAWORS is located in the northwestern
part of the Tibetan Plateau, far inland, and is almost unaffected by the summer monsoon.
At that site the downward shortwave radiation reached its maximum in July.
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diation from the surface. Therefore, it is mainly controlled by the downward shortwave 
radiation and the surface conditions. Diurnal variations in upward shortwave radiation 
(Figure 8b) were similar to those of downward shortwave radiation: upward shortwave 
radiation increased with increasing solar altitude angle, to a maximum between 13:00 and 
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Figure 7. Annual variation of downward shortwave radiation (a) and diurnal variation of downward shortwave radiation
(b) at each station.

The diurnal variation in downward shortwave radiation at each station (Figure 7b)
shows similar patterns at all stations. From 8:00, the downward shortwave radiation
increased above zero, reaching a maximum of 900 W·m−2 at around 14:00, and returned to
negative values at around 21:00. QOMS had the largest diurnal range of downward short-
wave radiation (0 to 950 W·m−2). SETORS had the smallest diurnal range (0 to 700 W·m−2).

3.2. Upward Shortwave Radiation Flux

Upward shortwave radiation comes from the reflection of downward shortwave
radiation from the surface. Therefore, it is mainly controlled by the downward shortwave
radiation and the surface conditions. Diurnal variations in upward shortwave radiation
(Figure 8b) were similar to those of downward shortwave radiation: upward shortwave
radiation increased with increasing solar altitude angle, to a maximum between 13:00 and
15:00, before decreasing again. The greatest diurnal range was at QOMS (0 to 230 W·m−2),
and the smallest was at SETORS (0 to 130 W·m−2).
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The inter-annual variations in upward shortwave radiation at each station (Figure 9)
ranged between 80 W·m−2 and 142 W·m−2. The trend in upward shortwave radiation
decreased year by year at all stations, most notably at NADORS, which decreased by
2.59 W·m−2 per year. On the one hand, the trend in upward shortwave radiation can
be affected by downward shortwave radiation. On the other hand, it can be affected
by vegetation density. An increase in vegetation density (NDVI) is generally expected
to reduce upward shortwave radiation because of the strong absorptance in the Photo-
synthetically Active Radiation (PAR) region of the solar spectrum [26]. The downward
shortwave radiation at BJ and NAMORS was decreasing year by year, and consequently,
there was a decreasing trend in the upward shortwave radiation. The NDVI at these two
stations showed an increasing trend(Figure 10), the vegetation cover increased, and the
ground absorbed more downward shortwave radiation, which further led to a decrease
in upward shortwave radiation. The downward shortwave radiation at NADORS and
SETORS fluctuated, and the downward shortwave radiation at MAWORS increased, but
the upward shortwave radiation at the above three stations increased, which was caused by
the increase of ground vegetation coverage and the increase of NDVI. The NDVI at QOMS
showed a decreasing trend, and the decreasing trend of upward shortwave radiation was
mainly due to the decrease of downward shortwave radiation.
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The annual variation of upward shortwave radiation (Figure 8a) showed trends at
MAWORS and SETORS that were broadly consistent with those of downward shortwave
radiation. There were notable annual variations in upward shortwave radiation at BJ,
QOMS, NAMORS, and NADORS. In spring, the trend generally followed that of downward
shortwave radiation. In summer, NDVI increased (Figure 11), vegetation became lush, and
the ground absorbed more downward shortwave radiation, while the ground received less
shortwave radiation. Therefore, the upward shortwave radiation decreased. In autumn,
the air temperature dropped below 0 ◦C (Figure 12a), due to snow accumulation on the
ground, an increasing trend of upward shortwave radiation was observed, especially at
NAMORS, where the upward shortwave radiation in November reached 160 W·m−2. In
winter, the area of snow on the ground remained largely unchanged, thus the upward
shortwave radiation flux decreased with the decreasing solar altitude angle.
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3.3. Surface Albedo 
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3.3. Surface Albedo

Surface albedo is the ratio of upward shortwave radiation to downward shortwave
radiation, and is an important factor affecting the energy balance of the surface. Surface
albedo can be affected by solar altitude angle, atmospheric transparency, land cover, soil
moisture, and weather conditions [27,28].

In general, snow melting or vegetation greening causes a typical decrease in surface
albedo [29]. Therefore, surface albedo can broadly reflect changes in surface conditions,
which is also reflected in the relationship between NDVI and surface albedo (Figure 13).
The Pearson correlation coefficient between NDVI and surface albedo reached −0.73
and passed the significance test of 99%. We found the inter-annual variations in surface
albedo (Figure 14) fluctuated between 0.18 and 0.33 at each station. From 2006 to 2016,
the surface albedo at all stations decreased year by year. This trend was consistent with
the findings of Li et al. [30], who used the MODIS shortwave white sky albedo product
(MOD43A3) and found that the land surface albedo has been decreasing on the Tibetan
Plateau from 2000 to 2013. This paper further supports their conclusion with real observa-
tion data. From 2006 to 2016, the surface albedo at all stations showed a decreasing trend,
and the NDVI at all stations (except QOMS station) showed an increasing trend. From 2016
to 2019, the surface albedo at BJ, MAWORS, NAMORS, and SETORS showed an increasing
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trend, and the NDVI at these stations showed a decreasing trend. The interannual trends
of surface albedo can broadly reflect the changes in surface conditions.
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The annual variation of surface albedo (Figure 15a) at each station generally follows
a “U” shape. From January to March, the temperature at all stations was below 0 ◦C
(Figure 12a), the ice was thicker, and the solar altitude angle was small, the surface albedo
of each station was the largest, with a value around 0.35 (except SETORS). In April, the
temperature at all stations was around 0 ◦C (Figure 12a), the snow and ice gradually melted,
and the surface albedo gradually decreased. May to September is the plant growth period
with large NDVI values at all stations (Figure 11). During this period, the vegetation cover
increased, and the surface albedo continued to decrease, reaching a minimum in the range
0.2 to 0.25 during July or August. After October, the temperature at all stations was below
0 ◦C (Figure 12a), vegetation dieback, and increasing snow and ice cover caused the surface
albedo to increase further. From October to December, the surface albedo at NAMORS was
significantly higher than that of other stations due to the snow on the plateau, reaching
a maximum of 0.48. The difference between surface albedo at SETORS and that at the
other stations was not significant in summer, but in other seasons the surface albedo was
significantly smaller than that at the rest of the stations, probably due to a lower snow and
ice cover.
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Figure 15. Annual variation of surface albedo (a) and diurnal variation of surface albedo (b) at each station.

The diurnal variations in surface albedo (Figure 15b) were similar at all stations, being
highest in the morning and evening and lower at noon. This is mainly related to the change
of solar altitude angle. When the solar altitude angle is low, a relatively greater proportion
of the solar radiation reaching the ground is longwave, and the ground is very reflective
to longwave radiation. When the solar altitude angle is high, the surface is less reflective
to solar radiation. This effect is more evident when the solar altitude angle is low [31].
Therefore, the surface albedo at each station varied widely in the morning and evening but
remained steady from 11:00 to 18:00. Surface albedo can broadly reflect changes in surface
conditions. The ground surface at QOMS was covered with ice, sand, and gravel, and the
vegetation was sparse. From 11:00 to 18:00, the surface albedo was around 0.27, which was
the largest among the six stations. The ground surface at SETORS was forested grassland,
with relatively high vegetation. The surface albedo from 11:00 to 18:00 was around 0.18,
which was the smallest among the six stations.

3.4. Upward Longwave Radiation Flux

The ground surface temperature increases when the surface absorbs downward short-
wave radiation. This leads to increased emission of longwave radiation back into the
atmosphere. The inter-annual variations in upward longwave radiation (Figure 16) fluctu-
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ated between 321 W·m−2 and 368 W·m−2. The upward longwave radiation showed overall
increasing trends at BJ, MAWORS, QOMS, and NAMORS (most significant at MAWORS;
weakest at NAMORS). Upward longwave radiation at NADORS showed a decreasing
trend from 2011 to 2013, then an increasing trend from 2013 to 2019, with the initial decrease
caused by the stronger upward longwave radiation in 2011. The overall increasing trend of
upward longwave radiation at each station reflected changes in the surface climate of the
plateau in the context of global warming.

Water 2021, 13, x FOR PEER REVIEW 15 of 26 
 

 

 
Figure 16. Interannual variation of upward longwave radiation at each station. 

The annual variations in upward longwave radiation (Figure 17a) revealed obvious 
seasonal signals at each station, in which upward longwave radiation was significantly 
smaller in winter than in summer. Monthly maxima varied between the different stations: 
upward longwave radiation peaked at BJ in July and August, at QOMS and NAMORS in 
June, and at NADORS and MAWORS in July. The maximum varied between 380 W·m−2 
and 410 W·m−2. Due to the different surface characteristics and geographic locations, the 
upward longwave radiation changes showed varying patterns between different stations. 
However, in general, the upward longwave radiation at all stations reached the maximum 
in summer and the minimum in winter. 

Diurnal variations in upward longwave radiation (Figure 17b) show a peak between 
15:00 and 16:00, slightly lagging the peak in downward shortwave radiation. The maxi-
mum upward longwave radiation at QOMS reached 470 W·m−2, and the minimum was at 
MAWORS. 

Figure 16. Interannual variation of upward longwave radiation at each station.

The annual variations in upward longwave radiation (Figure 17a) revealed obvious
seasonal signals at each station, in which upward longwave radiation was significantly
smaller in winter than in summer. Monthly maxima varied between the different stations:
upward longwave radiation peaked at BJ in July and August, at QOMS and NAMORS in
June, and at NADORS and MAWORS in July. The maximum varied between 380 W·m−2

and 410 W·m−2. Due to the different surface characteristics and geographic locations, the
upward longwave radiation changes showed varying patterns between different stations.
However, in general, the upward longwave radiation at all stations reached the maximum
in summer and the minimum in winter.
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Figure 17. Annual variation of upward longwave radiation (a) and diurnal variation of upward longwave radiation (b) at
each station.

Diurnal variations in upward longwave radiation (Figure 17b) show a peak between
15:00 and 16:00, slightly lagging the peak in downward shortwave radiation. The maxi-
mum upward longwave radiation at QOMS reached 470 W·m−2, and the minimum was
at MAWORS.

3.5. Downward Longwave Radiation Flux

Downward longwave radiation, also known as atmospheric inverse radiation, is
longwave radiation emitted by the atmosphere to the surface. It is mainly influenced
by temperature, atmospheric transparency, cloud amount, and cloud type. Geographical
location also affects downward longwave radiation to some extent [32,33]. The Tibetan
Plateau has a high altitude, and the overlying atmosphere holds less aerosol and water
vapor than that of the lowlands. Therefore, the downward longwave radiation over the
plateau is only 50%~70% of that in the lowlands [34].

The inter-annual variations of downward longwave radiation (Figure 18) ranged from
200 W·m−2 to 320 W·m−2 at each station and followed an increasing trend. MAWORS was
mainly influenced by the increase of upward longwave radiation, NADORS was mainly
influenced by the increase of convective clouds, while BJ, QOMS and NAMORS were
influenced by a combination of both of those factors.

The annual variations of downward longwave radiation at each station (Figure 19a)
showed an increase from January to a maximum in July or August and then a gradual
decrease. In spring and winter, when temperatures were low, both upward and downward
longwave radiation fluxes were small. In summer, at the time of monsoon break, water
vapor was abundant, and upward longwave radiation was at its peak. Thus the downward
longwave radiation was also greatest (at around 310 W·m−2).
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Diurnal variations of downward longwave radiation (Figure 19b) were very small,
ranging from 220 W·m−2 to 295 W·m−2. The downward longwave radiation at NAMORS
and BJ reached a minimum at around 8:00 and a maximum between 14:00 and 15:00.
Respective minima and maxima at MAWORS, NADORS, and QOMS were at around 9:00
and 16:00 to 17:00. QOMS showed the least variation in downward longwave radiation.

3.6. Net Radiation Flux

The net radiation (Rn) is the difference between the downwards and upwards radiation
fluxes at the ground surface. In the absence of other modes of heat exchange, the surface
temperature increases when the net radiation is positive; remains constant when the net
radiation is zero; and decreases when the net radiation is negative. Net radiation is jointly
determined by each component of the radiation balance, and thus is affected by solar
altitude angle, atmospheric transparency, altitude, underlying surface conditions, etc. [35].

The inter-annual variations in net radiation (Figure 20) ranged between 50 W·m−2

and 140 W·m−2, with an overall increasing trend at each station. Although the downward
shortwave radiation showed decreasing trends at BJ and NAMORS, the upward shortwave
radiation reflected by the ground surface also decreased. This was due to increasing vege-
tation cover (Figure 10). Although the upward longwave radiation showed an increasing
trend, the downward longwave radiation also increased. Overall, the net radiation showed
an increasing trend. At QOMS, the upward shortwave radiation decreased, the downward
longwave radiation increased. Thus, the net radiation showed an increasing trend. At
NADORS, the downward shortwave radiation showed little change, the upward short-
wave radiation decreased, and the downward longwave radiation increased. Thus, the net
radiation showed an increasing trend. At MAWORS, the downward shortwave radiation
increased and upward shortwave radiation decreased, and although the upward longwave
radiation increased, the downward longwave radiation also increased, and overall the net
radiation showed an increasing trend.

Annual variability in net radiation (Figure 21a) increased with the increasing total
solar radiation at each station in spring. In summer, although the downward shortwave
radiation at BJ, NADORS, QOMS, and NAMORS was slightly lower than that in spring
(under the influence of monsoon), the upward shortwave radiation was lower than that
in spring. Moreover, the downward longwave radiation was higher than that in spring.
Therefore, the net radiation in summer at the above four stations was higher than that in
spring. The net radiation at MAWORS continued to increase with the increasing total solar
radiation. The net radiation flux at each station in summer ranged from 110 W·m−2 to
160 W·m−2, and then decreased with the declining total solar radiation in autumn, reaching
an annual minimum in winter.

Clear diurnal patterns of net radiation (Figure 21b) showed positive values from
8:00 to 20:00 (range from 0 to 500 W·m−2) and negative at other times (range from 0 to
−120 W·m−2). The diurnal pattern generally followed downward shortwave radiation.
NAMORS had the largest daily variation in net radiation, up to 600 W·m−2.

From 8:00, the downward shortwave radiation increased above zero, reaching a
maximum of 900 W·m−2 at around 14:00, and returned to negative values at around 22:00.
QOMS had the largest diurnal range of downward shortwave radiation (0 to 950 W·m−2).
SETORS had the smallest diurnal range (0 to 700 W·m−2).
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3.7. Surface Temperature

The surface temperature represents the strength of the ground heat source [10]. The
difference between the surface temperature and the air temperature above the surface
directly affects the sensible and latent surface heat fluxes, which in turn affect the surface
energy and water balances [36].

The inter-annual variations in surface temperature at each station (Figure 22) followed
similar patterns to the upward longwave radiation and fluctuated between 1.2 ◦C and 5.5 ◦C.
The surface temperature at BJ, MAWORS, QOMS, and NAMORS showed an increasing
trend. The surface temperature at NADORS showed a decreasing trend from 2011 to 2013
and an increasing trend from 2013 to 2019.
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Figure 22. Interannual variation of surface temperature at each station.

The annual variation of surface temperature at each station (Figure 23a) was similar to those
of the net radiation. Surface temperatures peaked in June and July, between 17 ◦C and 20 ◦C.
The minimum reached in January was between −7 ◦C and −12 ◦C. From November to
March, the surface temperature was less than 0 ◦C.
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Diurnal variations in surface temperature (Figure 23b) were similar at all stations
and slightly lagged the downward shortwave radiation. The surface temperature peaked
between 14:00 and 16:00 and reached its minimum at around 8:00. The surface temperature
was below 0 ◦C from 0:00 to 10:00. Diurnal temperature ranges were relatively large,
reaching 30 ◦C. The surface temperature was highest at QOMS, the southernmost station,
and lowest at MAWORS, the northernmost station.

3.8. Air Temperature

Inter-annual variations in air temperature (Figure 24) fluctuated from −1 ◦C to 5.5 ◦C.
The air temperature at BJ, MAWORS, and NAMORS showed an increasing trend, consistent
with the trend of surface temperature. Air temperature at NADORS showed an increasing
trend from 2011 to 2013 and a decreasing trend from 2013 to 2019. The increasing air
temperature trends at the above stations were consistent with the global warming trend.
There was no significant air temperature trend at QOMS.

Annual variations in air temperature were similar at each station (Figure 12a), reach-
ing a maximum around July and a minimum around January. From October to March,
the air temperature was below 0 ◦C. The MAWORS was less affected by the summer
monsoon, and the difference between surface temperature and surface air temperature
reached its maximum in July(Figure 25). The difference between surface temperature and
surface air temperature at BJ, QOMS, NADORS, and NAMORS reached a maximum in
spring(Figure 25), before the outbreak of the summer monsoon: at this time, surface vege-
tation growth had not yet commenced and the soil moisture was low. In addition, because
the sensible heat flux is directly proportional to the difference between surface temperature
and surface air temperature, the surface sensible heat transfer to the atmosphere was strong
in spring. QOMS was significantly affected by the summer monsoon, the surface vegetation
was sparse, soil moisture was low, and this station showed the strongest difference between
surface temperature and surface air temperature.

Diurnal air temperature variations at each station (Figure 12b) reached a minimum
between 8:00 and 9:00 and a maximum between 16:00 and 18:00. Following sunrise
between 8:00 and 9:00, downward shortwave radiation became positive. At this time,
the net radiation was still negative, and the air and surface temperatures at each station
reached their daily minima. As the solar altitude angle increased, the downward shortwave
radiation, surface temperature, and air temperature all increased. Between 13:00 and
15:00, the downward shortwave radiation and net radiation reached their diurnal maxima.
Subsequently, the downward shortwave radiation started to weaken, but the energy gained
at the surface was still more than that lost by the emission of upward longwave radiation.
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Therefore, the surface temperature continued to rise while the net surface energy balance
remained positive, reaching a peak between 16:00 and 18:00.
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4. Concluding Remarks

In this paper, the diurnal, annual, and inter-annual variations in downward shortwave
radiation, upward shortwave radiation, downward longwave radiation, upward longwave
radiation, surface albedo, net radiation, surface temperature, and air temperature of typical
surfaces (alpine meadow, alpine desert, and alpine steppe) were analyzed using ground
observations from 2006 to 2019 at QOMS, SETORS, BJ, NAMORS, MAWORS, and NADORS.
The conclusions from our analysis are as followings.

1. The net radiation at each station (except SETORS) showed an increasing trend year
by year. Although the upward longwave radiation at BJ, NADORS, MAWORS,
QOMS, and NAMORS showed an increasing trend from 2013 to 2019, the downward
longwave radiation also increased. Although the downward shortwave radiation at
BJ and QOMS showed a decreasing inter-annual trend, probably due to an increase of
cloudiness. The upward shortwave radiation increased due to decreasing downward
shortwave radiation and increasing vegetation cover. Although the inter-annual
downward shortwave radiation at NADORS and NAMORS fluctuated and decreased
year by year, respectively. The upward shortwave radiation increased. At MAWORS,
the downward shortwave radiation increased due to decreasing cloudiness and
upward shortwave radiation decreased due to increasing vegetation cover.

2. The net radiation of each station is maximum in summer and minimum in winter. In
summer, although the downward shortwave radiation at BJ, NADORS, QOMS, and
NAMORS was slightly lower than that in spring (under the influence of monsoon),
the upward shortwave radiation was lower than that in spring. The net radiation
decreased with the declining total solar radiation in autumn, reaching an annual
minimum in winter.

3. The diurnal pattern of net radiation generally followed downward shortwave ra-
diation. It showed positive values from 8:00 to 20:00 (range from 0 to 500 W·m−2).
Moreover, diurnal variations in upward shortwave radiation were similar to those of
downward shortwave radiation. Diurnal variations in upward longwave radiation
show a peak between 15:00 and 16:00, slightly lagging the peak in downward short-
wave radiation. The daily variation of downward longwave radiation at each station
was small, ranging from 220 to 295 W·m−2.

4. The surface albedo at each station was decreasing year by year due to stronger
vegetation growth under global warming. The annual change in surface albedo at
each station followed a “U” shape. In winter, the ground was frozen, and the surface
albedo was large. During the plant growth period from May to September, the surface
albedo was small and showed little change. The daily variation of surface albedo at
each station was also “U” shaped. The grass height at SETORS can reach 30 to 40 cm
in summer, thus, here, the surface albedo was the smallest of all the stations.

5. The surface temperature at BJ, MAWORS, QOMS, NAMORS, and NADORS showed
an increasing trend from 2013 to 2019. The annual variation of surface temperature at
each station generally followed the changes in net radiation. The diurnal variation at
each station was generally consistent with changes in upward longwave radiation and
slightly lagged the downward shortwave radiation. The southernmost station (QOMS)
had the highest surface temperature, and the northernmost station (MAWORS) had
the lowest surface temperature.

6. The air temperature at BJ, MAWORS, NAMORS, and NADORS showed an increas-
ing trend from 2013 to 2019, consistent with the trend in surface temperature. The
difference between surface temperature and surface air temperature at BJ, QOMS,
NADORS, and NAMORS was maximum in spring before the monsoon outbreak.
There was strong sensible heat transport from the surface to the atmosphere in spring.
The difference between surface temperature and surface air temperature at MAWORS
was maximum in summer. QOMS had the largest difference between surface temper-
ature and surface air temperature. The diurnal variation in surface temperature at
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each station slightly lagged behind changes in downward shortwave radiation, and
the air temperature, in turn, slightly lagged behind the surface temperature.

In the absence of other modes of heat exchange, the net radiation determines the
change in surface temperature. Surface temperature is an important parameter that de-
scribes the material exchange and energy balance between the surface and the atmosphere.
Moreover, changes in air temperature can reflect the influence of the surface on the near-
surface layer of the plateau. The variation characteristics of radiation fluxes, surface
temperature, air temperature over the six stations in the Tibetan Plateau were derived
in this study. The reasons for the variation of net radiation were analyzed in detail after
analyzing each component of the radiation. This paper helps to enhance our understanding
of land-atmosphere interactions and their influence on weather and climate in the Tibetan
Plateau. However, due to the complex landscape of the Tibetan Plateau, we have to extend
the results presented here to a broader perspective. In the other words, the results obtained
in this study have to be compared to the analysis from more stations observation. All this
research will be conducted in the coming days.
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Abstract: Terrestrial evapotranspiration (ET) over the Tibetan Plateau (TP) exerts considerable im-
pacts on the local climate and the water cycle. However, the high-altitude, mountainous areas over
the TP pose a challenge for field observations. To finely capture its ET characteristics, we employed
dynamical downscaling modeling (DDM) with a 28 km resolution and convection-permitting model-
ing (CPM) with a 4 km resolution in a normal climatology year, 2014. The benchmark data were the
surface energy balance–based global land ET dataset (EB). Other compared data included the Global
Land-Surface Data Assimilation System (GLDAS) and two reanalysis datasets: ERA-Interim and
ERA5. Results showed that EB exhibits a gradient from the southeastern to northwestern TP, which
is in line with the precipitation pattern. GLDAS generally reproduces the annual mean magnitude
and pattern but poorly represents the seasonal variations. DDM and CPM perform well in the mon-
soon season but underestimate ET in the non-monsoon season. The two reanalysis datasets greatly
overestimate the ET in the monsoon season, but ERA-Interim performs well in the non-monsoon
season. All five datasets underestimate the ET over tundra and snow/ice areas, both in the annual
and seasonal means. ET deviations are dominated by precipitation deviations in the monsoon season
and by surface net radiation deviations in the non-monsoon season.

Keywords: terrestrial evapotranspiration; Tibetan Plateau; convection-permitting modeling; mon-
soon season; non-monsoon season

1. Introduction

The Tibetan Plateau (TP) is often referred to as “the roof of the world” and “the Asian
water tower” because of the considerable impacts it exerts on the regional and global
climate and water cycle. As the highest and widest plateau in the world, its complex and
mountainous terrain is not only a barrier to the westerly belt at the same latitude but
also strengthens the Indian monsoon through strong dynamic and thermodynamic effects,
which accelerates the large-scale atmospheric circulation [1,2]. In addition, the TP possesses
abundant water resources and is home to the sources of many of Asia’s major rivers such
as the Yangtze, Yellow, Tarim, Indus, Ganges, and Mekong [3,4]. The TP has attracted
continuous attention amongst scientists owing to its sensitivity to climate change and its
tendency to warm faster than the global average during the past few decades [5,6]. This
enhanced warming has led to significant glacial and snow melt, permafrost degradation,
and increasing precipitation [7,8], and these warming-induced changes also have marked
effects on the processes of terrestrial evapotranspiration (ET) over the plateau, which
accelerates the increase in ET [9].

As a critical component of water cycle, ET connects the land, ocean, and atmosphere;
transports 60% of the world’s precipitation over land [10]; affects the long-term evolution
of vegetation [11,12]; and plays an important role in regulating regional droughts and
floods [13]. As for the ET over the TP, research indicates that the mean ET ranges between
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250 and 400 mm/year, is lowest in the northwestern TP and highest in the southeastern
TP [9,14], and is limited by water in dry areas and by energy in wet areas at the annual
scale [15]. Moreover, several studies have focused on the interannual variability of ET in
the TP. For example, Zhang et al. estimated the ET in 16 catchments across the plateau
and pointed out the rate of increase was 7 mm/(10 years) during 1966–2000 [16]. Li et al.
investigated the ET of the Yellow, Yangtze, Qiangtang, and Qaidam basins from 1983
to 2006 and also found the ET showed an upward trend for all seasons [17]. Yin et al.
pointed out that the increasing ET trend over the last 30 years is linked with increased
precipitation [18].

The terrestrial ET is closely linked with land-surface characteristics (e.g., soil and
land-use types). The altitude of the TP is mostly over 4000 m above the sea level, the
general tendency is higher in the northwest TP and lower in the southeast TP. Restricted
by the terrain height, the land-surface types over the TP are diverse, including grassland,
wetland, tundra, snow, and so on [19,20]. Previous studies have found that the multi-year
mean ET of low-covered grassland is much lower than that of medium- and high-covered
grassland [21,22]; additionally, that of wetland over the TP has been increasing in recent
years and may be responsible for wetland degradation [23]. The ET in the permafrost
region of the TP has also been found to be affected by the freeze–thaw cycle and presents
obvious seasonal changes [24]. Moreover, a recent study indicated that lake evaporation in
the south is 1171.9 mm during the ice-free season, which is higher than that of northern
TP (1059.7 mm), and the evaporated water amount is about 51.7 km3 per year when all
plateau lakes are included [25].

However, due to the complex topography and harsh natural environmental conditions,
observation sites are sparsely distributed, and the representativeness of station observations
is limited. Thus, considerable uncertainty exists with respect to the ET over the various
land-surface types of the TP.

Given the sparseness of site observations, remote sensing and numerical climate
simulations have provided alternative solutions for understanding ET at large scales and
causal attributions for the deviations of ET over the TP using the above two ways has
been addressed in some studies. Remote sensing usually combined with the traditional
methods such as the Penman–Monteith (P-M) method [26], or with the surface energy
balance methods, for example, the Surface Energy Balance System (SEBS) [27,28], these
methods have a sound physical basis, but the uncertainty in the parameterization of
environmental stress factors in the equation usually bring deviations of ET [29–32]. As for
the numerical simulations, two kinds of simulation can be employed to model ET: “off-line”
and “on-line”. The former uses a land-surface model or hydrological model driven by
near-surface meteorological variables, which is widely used in ET responses to climate
changes. The latter uses a climate model coupled with a land-surface model or hydrological
model. Compared to the former, the latter not only involves the ET responses to climate
changes but also the ET feedbacks to regional climate. Therefore, it is a more physically
reasonable way to simulate the land–atmosphere interaction, and both global and regional
climate models can be used in on-line simulations. Although the land-surface model and
global climate models are often used for climate studies, the ET over the TP remain poorly
modeled, and several studies point out that the deviations of ET over TP were from the
deviation of the storage of summer soil water storage, negative bias of precipitation, and the
overestimation of downward shortwave radiation flux [15,33]. Some studies also indicated
that these imperfections in global climate models (GCMs) may be induced by the coarse
resolution and parameterizations for large-scale processes [34,35]. Regional climate models
(RCMs) have higher spatial resolution and better depiction of physics parameterizations
for meso- and micro-processes compared with GCMs [36–38]. Thus, RCMs are used for
dynamic downscaling of the coupled coarse grid GCM output data or the input reanalysis
data [39,40], so they provide data with high spatial and temporal resolution, which are to
some extent more suitable for heterogeneous regions. Nowadays, this is called dynamical
downscaling modeling (DDM) and has been widely applied to study regional climate and
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climate change in North America, Europe, Africa, and Asia [41–47]. As for the TP, Gao
et al. showed that 30 km DDM can significantly reduce the biases in precipitation and
give a more accurate net precipitation (precipitation minus ET) over the TP [48], this is in
agreement with Lin et al., who indicated that the finer resolutions can greatly diminish the
positive precipitation deviations over the TP, especially from 30 to 10 km [49]. However,
because of the limitation of convection parameterization, the highest resolution of DDMs
obtained over the TP can only reach 0.25◦ (≈28 km), which is still not high enough for the
ET simulations over the TP [50,51].

Recently, the common calculation errors caused by the use of convection parameteri-
zation schemes were mentioned by some studies [52–56]. Meanwhile, Prein et al. and Ou
et al. also pointed out that the convection parameterization schemes start to break down
as deep convection starts to be resolved, explicitly when grid resolution becomes smaller
than 10 km, and a so-called “gray zone” existed when grid spacing was between 10 and
4 km, at these scales, the individual convective cells cannot be resolved and may lead to
insufficiently resolved deep convection [54,57]. Thus, convection-permitting modeling
(CPM), which not only removes the convection parameterization scheme, but also greatly
improves the data resolution and the representation of complex orography, is a more
advanced method than DDM and has become a better choice for researchers studying
the TP. Previous studies found that CPM usually gives more accurate results over the
TP, especially for precipitation [49,58]. However, detailed comparison and evaluation of
CPM-simulated ET over TP is rare. Therefore, in this study, we investigated (1) the perfor-
mance of “on-line” simulations in ET over TP compared to remote sensing and “off-line”
simulations; (2) whether dynamical downscaling (DDM and CPM) performs better in terms
of the heterogeneity of ET—for instance, over different land-surface types—over the TP
than global models; and (3) what causes the deviation of ET simulated by CPM and DDM
over the TP, and whether it varies with the seasons.

The paper is structured as follows: Section 2 briefly introduces the Weather Re-
search and Forecasting (WRF) model and model configurations, datasets, and methods.
Section 3 evaluates the datasets mentioned above in terms of annual and seasonal means,
as well as dominant land-use types, and then explores the factors contributing to the
deviation in ET. Finally, the main conclusions and some further discussions are presented
in Sections 4 and 5, respectively.

2. Model, Datasets, and Methods
2.1. Model and Configurations

The Weather Research and Forecasting (WRF) model is a next-generation mesoscale
numerical weather prediction system (http://www.wrf-model.org/index.php, accessed
on 20 June 2021) [59], which was initially developed in the late 1990s and is still being
improved today by scientists all over the world. WRF includes several dynamic cores,
such as a fully mass- and scalar-conserving flux from the mass coordinate version, as well
as many different physical parameterizations (e.g., microphysics, cumulus parameteri-
zation, planetary boundary layer, shortwave and longwave radiation, and land-surface
models) [51,60,61].

The DDM run (outer domain) covered the entire Eurasian continent with a 28 km
horizontal grid spacing, while the CPM run (inner domain) covered the entire TP with a
4 km horizontal grid spacing. The topography of the TP is shown in Figure 1a,b. Clearly,
the 4 km resolution topography shows far more detail in terms of mountain tops and
valleys, especially in the southern TP.
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too. The specific model configurations are shown in Table 1. We selected 2014 as the re-
search period because the precipitation in this year was close to the climatological mean, 
which can help avoid the influence of certain extreme conditions and better test the ability 
of CPM and DDM to simulate ET under the climate mean state. The lateral boundary con-
ditions and sea surface temperature (SST) were provided by the ERA-Interim reanalysis 

Figure 1. (a,b) The distribution of topography (unit: m), and (c,d) the dominant land-use categories over the Tibetan Plateau
(TP). Panels (a,c) are from DDM (dynamical downscaling modeling), and panels (b,d) are from CPM (convection-permitting
modeling). (e) The land-use distribution (unit: %) of ten dominant categories. In (c–e), the numbers 1–10 stand for cropland,
grassland, shrubland, mixed grassland/shrubland, forest, water bodies, wetland, barren or sparsely vegetated, tundra,
snow or ice, respectively.

Following our group’s previous study on DDM and CPM [51], the NCAR (Na-
tional Center for Atmospheric Research) CAM (Community Atmosphere Model) radiation
scheme [62], the WSM6 (WRF Single-Moment 6-class microphysics scheme) [63], Yonsei
University planetary boundary layer scheme [64], the Kain–Fritsch convection scheme [65]
(used in the DDM run but not in the CPM run), and the Noah LSM (land-surface model)
four-layer soil temperature and moisture model [66] were employed in this study too. The
specific model configurations are shown in Table 1. We selected 2014 as the research period
because the precipitation in this year was close to the climatological mean, which can help
avoid the influence of certain extreme conditions and better test the ability of CPM and
DDM to simulate ET under the climate mean state. The lateral boundary conditions and
sea surface temperature (SST) were provided by the ERA-Interim reanalysis dataset at 6 h
intervals. For both DDM and CPM, the simulations were separated into two stages: the
first was initialized at 0000 UTC 1 October 2013, ended at 2300 UTC 31 May 2014, and
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archived in 3 h intervals; and the second was initialized at 0000 UTC 1 June 2014, ended at
2300 UTC 31 December 2014, and archived in 1 h intervals.

Table 1. The Weather Research and Forecasting (WRF) model configurations for dynamical downscaling modeling (DDM)
and convection-permitting modeling (CPM).

WRF 3.8 DDM CPM

Domain Region Eurasian continent (centered at (92.8◦E, 37.8◦N)) Tibetan Plateau (75-105◦E, 26-40◦N)
Grid Cells 280 × 184 750 × 414

Horizontal Grid Spacing 28 km 4 km
Vertical Levels 27

Radiation Scheme CAM (Community Atmosphere Model) [62]
Microphysics Scheme WSM6 (WRF Single-Moment 6-class microphysics scheme) [63]

Planetary Boundary Layer Scheme Yonsei University [64]
Convection Scheme Kain-Fritsch [65] Explicit
Land Surface Model Noah [66]

Boundary Conditions and SST ERA-Interim reanalysis

2.2. Datasets

Besides the DDM and CPM simulations, a gridded remote sensing dataset (EB), a
dataset from off-line simulations (GLDAS), and two large-scale reanalysis datasets (ERA-
Interim and ERA5) were adopted for comparison.

The EB dataset (http://data.tpdc.ac.cn, accessed on 20 June 2020) was derived from
satellite data and a surface energy balance method for the global land area. It includes
daily and monthly datasets from 2000 to 2017, with a 5 km horizontal resolution. This
dataset has been proven to be robust across a variety of land-cover types and performs well
in providing spatial and temporal information on the water cycle and land–atmosphere
interactions for the Chinese landmass [67]. Therefore, EB was used as the reference ET in
this study.

GLDAS [68] simulates the ET from four land-surface models driven by a series of
conventional and satellite-derived observations. GLDAS products have a spatial resolution
of 0.25◦ × 0.25◦ and a temporal resolution of 3 h. For a long time, GLDAS has been the
only gridded dataset for ET available over the TP [60,69] and has been found to perform
well in terms of surface air temperature and precipitation forcing [70].

ERA-Interim and ERA5 are commonly used reanalysis datasets released by the
ECMWF (the European Center for Medium-Range Weather Forecasts). ERA-Interim [71]
covers the period 1979 to 2019 and has a horizontal resolution of 0.7◦. It was produced
with a 12 h 4D-Var (four-dimensional variational) data assimilation scheme and an IFS
(Integrated Forecast System) release Cy31r2 forecast model. Previous studies have shown
that it is the outstanding performer among all reanalysis datasets in describing the water
cycle over TP [48,69].

ERA5 [72] is the successor to ERA-Interim, with a temporal resolution of 1 h and hori-
zontal resolution of 0.1◦. With a more sophisticated hybrid incremental 4D-Var system [73]
and advanced forecast model (IFS release Cy41r2), ERA5 covers a longer period from 1950
to the present day and outputs more meteorological elements. Moreover, its radiative
transfer model, land-surface model, and snow data assimilation are all different from those
of ERA-Interim. These improvements may have advantages in exploring regions with
complex terrain, such as the TP.

2.3. Methods

To intercompare the six datasets with different temporal and spatial resolutions, all of
the datasets were first monthly averaged and then interpolated into the same 0.25◦ grid
through the local area averaging method. The comparison was conducted in terms of
the annual and seasonal means as well as seasonal variabilities. According to the typical
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seasonal variation of precipitation over the TP [2], the monthly data were further averaged
to the monsoon season (May–September) and the non-monsoon season (October–April).

Since the calculation of ET is directly land-use dependent, we compared the dominant
land-use types in the DDM and CPM simulations. There are 24 land-use types for the USGS
(United States Geological Survey) categories in the WRF model (http://www2.mmm.
ucar.edu/wrf/users/docs/user_guide_V3.8/AWUsersGuideV3.8.pdf, accessed on 20 June
2021) [74]. However, not all of them exist over the TP. To present the categories clearly,
we reclassified these land-use types over the TP into 10 categories (cropland, grassland,
shrubland, mixed shrubland/grassland, forest, water bodies, wetland, barren or sparsely
vegetated, tundra, and snow or ice) (provided in Table 2). The distributions of these 10
categories are shown in Figure 1c–e. Considering that the EB data do not include the
underlying surface of water bodies, all comparisons in this study do not consider this
surface type. The distributions according to DDM and CPM are quite similar, with very
slight differences in percentages for each category (Figure 1c–e). Therefore, the distribution
of the 10 dominant categories of CPM can be used in the comparison among the 0.25◦ grid
cells via the nearest neighbor algorithm. To investigate the contributions from each land-use
category to the TP average, the ET in the same category was averaged and intercompared
among the six datasets.

Table 2. Reclassified 10-category land-use categories.

Land Use Category Land Use Description USGS (United States
Geological Survey) [74]

1 Cropland 2–6
2 Grassland 7
3 Shrubland 8
4 Mixed Shrubland/Grassland 9-10
5 Forest 11–15
6 Water Bodies 16
7 Wetland 17-18
8 Barren or Sparsely Vegetated 19
9 Tundra 20–23
10 Snow or Ice 24

In addition, to better judge whether the ET deviation from the other five datasets over
the dominate land-use categories of TP is significant compared to EB, we also conducted
a 99% significance test with the Monte-Carlo method [75], which does not require the
data to be normally distributed. The Monte-Carlo method regards the two datasets with
sample sizes of na and nb as a method of randomly extracting na samples from the total
(na + nb) samples, it calculates the absolute value, Di, of the sample mean difference from
m resampled group as follows:

Di = |xai − xbi| (1)

where xai, xbi represent the averaged value of the two new datasets in each group;
i = 1, 2, 3, . . . , m; m is re-sampling times, and m = 10,000 in this study. Then, the ob-
tained Di is sorted from smallest to largest and compared with the original sequence mean
difference, Dori. If the Dori satisfies the following condition:

Dori< D α
2

or Dori > D 1−α
2

(2)

where α = 0.01 in this study, it is considered that the samples have passed the 99% Monte-
Carlo significance test, and there is a significant difference between the two compared
datasets.

Many factors play a key role in the simulation of ET, especially precipitation [76–78].
In addition, radiation provides the energy source for ET. However, the benchmark data EB
is a satellite-derived dataset and has no other matching variables. Thus, it cannot be used as
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an attribution reference criterion. In order to explore the factors influencing the deviations
of simulated ET, first, EB was used as the standard to find the nearest and farthest datasets
to it, and then the nearest one was used as the reference in the comparison and the farthest
to explore the source of deviations in attribution analysis (in Section 3.3).

Then, to explore the influence of precipitation on deviations in ET, the deviations of
ET (dET) of the selected datasets were separated into those from precipitation (dP) and all
other types of deviation (dET-dP), which were obtained from

dAi = Asi − Are f i (3)

where dAi is an abstract symbol, which can be replaced by deviations from ET (mm/d),
precipitation (mm/d), net radiation flux (w m−2), or soil temperature (K) in this equation;
Asi is the corresponding variable (ET, precipitation, net radiation flux, or soil temperature)
of the dataset furthest from the ET value of the EB data (mm/d); Are f i is the corresponding
variable (ET, precipitation, net radiation flux, or soil temperature) of the dataset closest to
the ET value of the EB data (mm/d); i is the land-use type range from 1 to 10 without 6
(the water bodies).

To further explore the contributions from radiation and the land-surface model in
the non-monsoon season, the dET-dP was further analyzed by comparing deviations
from surface net radiation (dR) and soil temperature (dST), which can be calculated using
Equation (1). Considering the different units, a relative contribution was defined by
normalized deviations, and defined as

dBrj =

∣∣dBj
∣∣

|dBmax|
× 100% (4)

where dBj is an abstract symbol, which can be replaced by the deviations from net radiation
flux (w m−2) or soil temperature (K) in this equation; dBrj is the relative deviation (%) of
the corresponding variable (net radiation flux or soil temperature); dBmax is the maximum
deviation of the corresponding variable [net radiation flux (w m−2) or soil temperature
(K)] of all nine land-use types (without the water bodies); j is land-use type 9 (the tundra)
or 10 (snow or ice).

The relative contributions from surface net radiation (dRr) and the land-surface model
(dSTr - dRr) are represented by the magnitudes of the normalized deviations.

3. Results
3.1. Annual and Seasonal Mean ET

Figure 2 presents the annual mean distribution of ET in EB and its differences with
those of the GLDAS, ERA-Interim, ERA5, DDM, and CPM datasets. EB exhibits a decrease
in gradient from the southeastern TP to the northwestern TP. The daily ET reaches 2 mm
d−1 in the southeastern TP and is almost down to zero in the northwestern TP (Figure 2a).
The spatial distribution is generally in line with the pattern of precipitation over the
TP [50,51]. Compared to EB, GLDAS shows a very similar annual mean spatial distribution
(Figure 2b). ERA-Interim and ERA5 both significantly overestimate the ET almost for the
entire TP (Figure 2c,d). As for the DDM and CPM, the simulations are very similar, both of
them producing lower ET than EB in the central and southern regions of the plateau, with
CPM being relatively lower than DDM (Figure 2e,f).
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Figure 3 shows the annual and seasonal mean ET for the six datasets in 2014 averaged 
over the TP. Averaged over the TP, EB estimates around 0.79 mm of moisture was evap-
orated per day in 2014. Broken down, this figure is 1.12 mm d−1 for the monsoon season, 
which accounts for most of the annual ET, and 0.52 mm d−1 for the non-monsoon season. 
GLDAS shows obvious deviation in both monsoon season and non-monsoon season in 
comparison with EB. ERA-Interim and ERA5 have the largest annual deviation, which 
was mainly from the monsoon season. The DDM and CPM are the closest datasets to EB 
in the monsoon season (Figure 3 and Table 3), while CPM is the only one that underesti-
mates the ET.  

Figure 2. Distribution of the daily terrestrial evapotranspiration (ET) in 2014 in the (a) EB data (units: mm/d) and (b–f) the
deviation from the EB distribution in the (b) GLDAS, (c) ERA-Interim, (d) ERA5, (e) DDM and (f) CPM data.

Figure 3 shows the annual and seasonal mean ET for the six datasets in 2014 averaged
over the TP. Averaged over the TP, EB estimates around 0.79 mm of moisture was evapo-
rated per day in 2014. Broken down, this figure is 1.12 mm d−1 for the monsoon season,
which accounts for most of the annual ET, and 0.52 mm d−1 for the non-monsoon season.
GLDAS shows obvious deviation in both monsoon season and non-monsoon season in
comparison with EB. ERA-Interim and ERA5 have the largest annual deviation, which was
mainly from the monsoon season. The DDM and CPM are the closest datasets to EB in the
monsoon season (Figure 3 and Table 3), while CPM is the only one that underestimates
the ET.

38



Water 2021, 13, 2096Water 2021, 13, x FOR PEER REVIEW 9 of 21 
 

 
Figure 3. The annual and monsoon/non-monsoon seasonal mean ET in 2014 from the EB, GLDAS, 
ERA-Interim, ERA5, DDM, and CPM data averaged over the TP (units: mm/d). 

Table 3. The mean ET from the EB, GLDAS, ERA-Interim, ERA5, DDM, and CPM data, and the 
standard deviation (SD), the root-mean-square error (RMSE), and spatial correlation coefficients 
(CORR) of GLDAS, ERA-Interim, ERA5, DDM, and CPM compared to EB. 

 EB GLDAS 
ERA-In-

terim 
ERA5 DDM CPM 

Value 
(unit: 

mm/d) 

Ann 0.79 0.83 1.07 0.97 0.67 0.66 
Monsoon 1.12 1.43 1.86 1.87 1.20 1.01 

Non-Mon-
soon 

0.52 0.40 0.51 0.32 0.29 0.41 

SD 

Ann 0.53 0.53 0.36 0.43 0.41 0.47 
Monsoon 0.73 0.94 0.61 0.63 0.76 0.63 

Non-Mon-
soon 

0.41 0.30 0.25 0.38 0.20 0.45 

RMSE 

Ann --- 0.34 0.41 0.42 0.33 0.38 
Monsoon --- 0.65 0.89 0.95 0.46 0.47 

Non-Mon-
soon 

--- 0.30 0.21 0.37 0.38 0.38 

CORR 

Ann --- 0.94 0.95 0.91 0.95 0.93 
Monsoon --- 0.94 0.92 0.91 0.95 0.94 

Non-Mon-
soon 

--- 0.90 0.95 0.87 0.90 0.84 

The seasonal mean ET of EB shows a great decrease in the non-monsoon season when 
compared to that in the monsoon season (Figure 3), which is mainly due to the large de-
crease in ET over the southern and central TP in the non-monsoon season in comparison 
with the monsoon season (Figure 4a,b). As for the GLDAS, it is relatively larger in the 
southeastern TP in the monsoon season and underestimated over the central and southern 
TP in the non-monsoon season (Figure 4c,d), which results in a balance in the annual 
mean. The overestimation of ERA-Interim and ERA5 exists almost across the whole TP 
but is largest in the northwestern TP in the monsoon season (Figure 4e,g). This is unsur-
prising given the known positive precipitation bias of ERA-Interim and ERA5 over the TP 
[79]. As for the non-monsoon season, ERA-Interim performs best compared to EB (Figure 

Figure 3. The annual and monsoon/non-monsoon seasonal mean ET in 2014 from the EB, GLDAS,
ERA-Interim, ERA5, DDM, and CPM data averaged over the TP (units: mm/d).

Table 3. The mean ET from the EB, GLDAS, ERA-Interim, ERA5, DDM, and CPM data, and the
standard deviation (SD), the root-mean-square error (RMSE), and spatial correlation coefficients
(CORR) of GLDAS, ERA-Interim, ERA5, DDM, and CPM compared to EB.

EB GLDAS ERA-
Interim ERA5 DDM CPM

Value (unit:
mm/d)

Ann 0.79 0.83 1.07 0.97 0.67 0.66
Monsoon 1.12 1.43 1.86 1.87 1.20 1.01

Non-Monsoon 0.52 0.40 0.51 0.32 0.29 0.41

SD
Ann 0.53 0.53 0.36 0.43 0.41 0.47

Monsoon 0.73 0.94 0.61 0.63 0.76 0.63
Non-Monsoon 0.41 0.30 0.25 0.38 0.20 0.45

RMSE
Ann — 0.34 0.41 0.42 0.33 0.38

Monsoon — 0.65 0.89 0.95 0.46 0.47
Non-Monsoon — 0.30 0.21 0.37 0.38 0.38

CORR
Ann — 0.94 0.95 0.91 0.95 0.93

Monsoon — 0.94 0.92 0.91 0.95 0.94
Non-Monsoon — 0.90 0.95 0.87 0.90 0.84

The seasonal mean ET of EB shows a great decrease in the non-monsoon season when
compared to that in the monsoon season (Figure 3), which is mainly due to the large
decrease in ET over the southern and central TP in the non-monsoon season in comparison
with the monsoon season (Figure 4a,b). As for the GLDAS, it is relatively larger in the
southeastern TP in the monsoon season and underestimated over the central and southern
TP in the non-monsoon season (Figure 4c,d), which results in a balance in the annual mean.
The overestimation of ERA-Interim and ERA5 exists almost across the whole TP but is
largest in the northwestern TP in the monsoon season (Figure 4e,g). This is unsurprising
given the known positive precipitation bias of ERA-Interim and ERA5 over the TP [79]. As
for the non-monsoon season, ERA-Interim performs best compared to EB (Figure 4f and
Table 3), while ERA5 shows an obvious underestimation especially for the southeastern
TP (Figure 4h). DDM and CPM are the closest datasets to EB in the monsoon season
(Figure 4i,k); however, in the non-monsoon season, DDM is significantly lower than EB for
most of the TP but especially in the southeast (Figure 4j), while CPM ranks as the next best
in comparison (Figure 4l and Table 3).
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Figure 4. Distributions of the daily ET from the (a,b) EB data (units: mm/d), and (c–l) the differences
of the (c,d) GLDAS, (e,f) ERA-Interim, (g,h) ERA5, (i,j) DDM, and (k,l) CPM data compared to EB,
averaged over the monsoon (left-hand panels) and non-monsoon (right-hand panels) seasons.

3.2. ET over Dominant Land-Use Categories

Figure 5 presents box-and-whisker plots of the ET of nine land-use types based on
the six datasets. The ET values averaged over the monsoon and non-monsoon seasons
are given in Figures 6 and 7, respectively. In addition, we also used the Monte-Carlo test
to detect whether the simulated ET is significantly different from EB, and the results are
shown in Table 4.
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ground of the TP. Cropland evaporates the most, with an annual mean value of 1.6 mm 
d−1, while barren or sparsely vegetated ground only has 0.3 mm d−1. The tundra and snow 
or ice surfaces present relatively high values for the annual mean. GLDAS shows rela-
tively high consistency with EB in its annual mean over most land-use types, except grass-
land and tundra. Moreover, although the ET of GLDAS is also seen to be lower than that 
of EB over the snow/ice land surface, it is not significant (Table 4). The annual mean ET of 
ERA-Interim and ERA5 are relatively higher than those of EB, especially for the shrub-
land, mixed grassland/shrubland, forest, and wetland, while DDM and CPM produce 
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Results from Figure 5 indicate that the ET of EB is generally larger over the vegetated
ground of the TP. Cropland evaporates the most, with an annual mean value of 1.6 mm d−1,
while barren or sparsely vegetated ground only has 0.3 mm d−1. The tundra and snow or
ice surfaces present relatively high values for the annual mean. GLDAS shows relatively
high consistency with EB in its annual mean over most land-use types, except grassland
and tundra. Moreover, although the ET of GLDAS is also seen to be lower than that of
EB over the snow/ice land surface, it is not significant (Table 4). The annual mean ET of
ERA-Interim and ERA5 are relatively higher than those of EB, especially for the shrubland,
mixed grassland/shrubland, forest, and wetland, while DDM and CPM produce lower
annual mean ET over vegetated land.

Figure 6 presents the ET value of nine land-use types in the monsoon season. The
ET of the EB dataset in the monsoon season is in line with its annual mean situation, the
vegetated land evaporates generally more than the barren land. However, the performance
of GLDAS in terms of the seasonal mean is unsatisfactory. In the monsoon season, clear
overestimation exists for shrubland and grassland, which cover the largest area of the TP
(Figure 1). The values provided by ERA-Interim and ERA5 are generally higher than those
of other datasets, and this phenomenon exists and is significant for nearly all surfaces in
the monsoon season (Table 4). The most obviously overestimated land-surface type of the
reanalysis during the monsoon season is mixed grassland/shrubland, with the deviations
almost reaching 1.1 mm d−1. Moreover, for DDM and CPM, they both perform much better
than other datasets and are closer to the EB data over most surfaces in the monsoon season.
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Table 4. The Monte-Carlo significance test of ET at confidence level of 99% over nine land-use categories of GLDAS,
ERA-Interim, ERA5, DDM, and CPM compared to EB. * Indicates that the value has passed the 99% significance test, which
means the ET is significantly different from that of EB over the corresponding land-surface type.

99% Monte-Carlo Test

GLDAS ERA-Interim ERA5 DDM CPM

Cropland
Ann *

Monsoon *
Non-Monsoon * * * *

Grassland
Ann * * * * *

Monsoon * * * * *
Non-Monsoon * * * * *

Shrubland
Ann * * * *

Monsoon * * * *
Non-Monsoon * * * *

Mixed Shrub-
land/Grassland

Ann * * *
Monsoon * * * *

Non-Monsoon * * *

Forest
Ann * *

Monsoon * *
Non-Monsoon * * *

Wetland
Ann * *

Monsoon * *
Non-Monsoon

Barren or Sparsely
Vegetated

Ann * *
Monsoon * *

Non-Monsoon *

Tundra
Ann * * * *

Monsoon * * * *
Non-Monsoon * * * * *

Snow or Ice
Ann * * *

Monsoon * * * *
Non-Monsoon *

As for the non-monsoon season shown in Figure 7, the tundra and snow or ice surfaces
of EB still present relatively high values. Apart from the monsoon season, GLDAS shows
large underestimations over cropland in the non-monsoon season (Figure 7 and Table 4)
and needs further study as well. ERA-Interim agrees well with EB for nearly all dominant
land surfaces in comparison to the non-monsoon season, while the ET in ERA5 is generally
lower than that of ERA-Interim, except for wetland and barren or sparsely vegetated land.
The lower annual mean ET over vegetated land produced by DDM and CPM (shown
in Figure 5) is mainly due to underestimation in the non-monsoon season, especially
for DDM. As shown, DDM simulates considerably lower ET over cropland, grassland,
shrubland, mixed shrubland/grassland, and forest, while CPM underestimates the ET over
cropland, grassland as well as shrubland, which ultimately leads to the underestimation
over the whole of the TP. Moreover, the underestimations for tundra and snow/ice in
our simulations are significant, as Table 4 shows, and still need to be improved in future
simulations.

3.3. Attribution of ET Deviations

The DDM- and CPM-simulated ET deviations compared to ERA-Interim and their
counterparts from precipitation and other factors are presented in Figure 8. The solid lines
represent a constant dET. Most points are located along the solid lines, which demonstrates
that the ET deviation is equivalent for most land-cover categories, either in the monsoon or
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non-monsoon season. The dashed lines combined with the solid lines are used to separate
the ET deviation. Points above or below the angle between the dashed and solid lines
indicate that the ET deviation is more a result of the precipitation deviation. Points to the
left or right indicate that the ET deviation is more a result of the other effects. Meanwhile,
the points outside the red dashed box indicate that the deviations from precipitation and
other effects are larger than one SD, which means the deviations are significant and cannot
be ignored.

Water 2021, 13, x FOR PEER REVIEW 15 of 21 
 

 
Figure 8. Deviations (monsoon: ERA-Interim minus DDM or CPM; non-monsoon: DDM or CPM minus ERA-Interim) in 
ET (units: mm/d) from precipitation and other factors for each land-use category in the (a,b) monsoon and (c,d) non-
monsoon seasons. The ordinate is the ET deviation from precipitation, the abscissa is the ET deviation from the other 
effects. The black solid line indicates 1:1 correspondence of the first and third quadrants, and the gray dashed line indicates 
1:1 correspondence of the second and fourth quadrants. The red dashed box indicates the SD from precipitation and other 
effects. 

In the monsoon season, DDM and CPM agree well with EB. However, ERA-Interim 
and ERA5 show a large difference. Considering that the boundary conditions and SST in 
our simulations came from ERA-Interim, exploring its deviation from the two analog val-
ues can also lead to a better understanding of where the WRF mode has improved. Thus, 
DDM and CPM were selected as the reference data to explore the contributing factors to 
the ET deviations of ERA-Interim in the monsoon season. As shown in Figure 8a,b, all 
land-use categories in ERA-Interim, except snow or ice, show clear positive deviations in 
precipitation in comparison with DDM, which indicates that the overestimation of ET in 
ERA-Interim mainly comes from its large precipitation bias, especially for grassland. Im-
portantly, the two WRF simulations greatly improve the result.  

In the non-monsoon season, however, according to the previous analysis, the perfor-
mances of DDM and CPM are not as good as those of the monsoon season. ERA-Interim 
shows the best performance and was, therefore, selected as the reference dataset in the 
non-monsoon season. The deviation from other factors dominates over most land surfaces 
of the TP, except cropland, grassland, and forest. As shown in Figure 8c,d, although most 
points are inside the red dashed box, the points for tundra and snow/ice show significant 

Figure 8. Deviations (monsoon: ERA-Interim minus DDM or CPM; non-monsoon: DDM or CPM minus ERA-Interim) in ET
(units: mm/d) from precipitation and other factors for each land-use category in the (a,b) monsoon and (c,d) non-monsoon
seasons. The ordinate is the ET deviation from precipitation, the abscissa is the ET deviation from the other effects. The black
solid line indicates 1:1 correspondence of the first and third quadrants, and the gray dashed line indicates 1:1 correspondence
of the second and fourth quadrants. The red dashed box indicates the SD from precipitation and other effects.

In the monsoon season, DDM and CPM agree well with EB. However, ERA-Interim
and ERA5 show a large difference. Considering that the boundary conditions and SST
in our simulations came from ERA-Interim, exploring its deviation from the two analog
values can also lead to a better understanding of where the WRF mode has improved. Thus,
DDM and CPM were selected as the reference data to explore the contributing factors to
the ET deviations of ERA-Interim in the monsoon season. As shown in Figure 8a,b, all
land-use categories in ERA-Interim, except snow or ice, show clear positive deviations
in precipitation in comparison with DDM, which indicates that the overestimation of ET
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in ERA-Interim mainly comes from its large precipitation bias, especially for grassland.
Importantly, the two WRF simulations greatly improve the result.

In the non-monsoon season, however, according to the previous analysis, the perfor-
mances of DDM and CPM are not as good as those of the monsoon season. ERA-Interim
shows the best performance and was, therefore, selected as the reference dataset in the
non-monsoon season. The deviation from other factors dominates over most land sur-
faces of the TP, except cropland, grassland, and forest. As shown in Figure 8c,d, although
most points are inside the red dashed box, the points for tundra and snow/ice show
significant deviation. The other-factor deviations of the snow or ice surface type almost
reach −3.0 mm d−1 in CPM. This is in line with the former analysis that precipitation
in the monsoon season dominates the ET differences, while other effects such as surface
radiation or deviations in the land-surface model play a relatively important role in the
non-monsoon season.

As known, in the non-monsoon season, radiation is the dominant forcing that controls
the energy balance of melting. To further explore the ET deviations over the tundra and
snow/ice surfaces in the non-monsoon season, the relative contributions from surface net
radiation deviation and land-surface process deviations were calculated and intercompared
(Figure 9). All points are located above the 1:1 line, regardless of DDM or CPM, indicating
that the lower ET of these two surfaces is mainly because of the underestimation of
radiation, which may cause stronger freezing in the model. Specifically, radiation deviation
of the tundra and snow/ice surfaces accounts for 90% and 62%, respectively, while the
deviation from the land-surface processes is only 10% and 28%, in DDM. In CPM, the
radiation deviation accounts for an even larger proportion, exceeding 90%.
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4. Discussion

The ET from remote sensing, off-line and on-line simulations was intercompared over
the TP, and some significant deviations were found. There are, however, some drawbacks
in this study.
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4.1. Uncertainties of Usage Data

Site observations are generally considered to be the direct and most accurate measure-
ment of ET, some atmospheric field experiments have gradually been carried out over the
TP since 1970 [80–82], and several observation stations have been established [83]. How-
ever, due to the limited measurement space of one instrument, which can only measure a
limited area within a few hundred to several kilometers [84], the existing observation sites
on the TP are too few and insufficient to represent the ET over the whole TP.

Therefore, we selected the high-resolution remote sensing dataset EB, which performs
well in land–atmosphere interactions over China, as the benchmark in this study. EB is
based on the SEBS method, which requires parameterization of excessive resistance and
is sensitive to the errors of air temperature (Ta) and land-surface temperature (Ts) [29].
Unlike the clear-sky conditions, the Ts used for ET calculation in EB can only be obtained
by interpolation on cloudy days, and there is always error in interpolation, leading to un-
certainty in the EB data. Moreover, many previous studies have noted that the uncertainty
of lake parameterization and its impacts on regional climate are non-negligible [50,85,86]
in current models; however, the EB data exclude the surfaces covered by lakes, meaning
these areas were excluded in the present study, this is also a limitation of the EB dataset.
Thus, multiple datasets from remote sensing can be considered for use in the following
studies to reduce the uncertainties caused by a single dataset such as EB.

The other five datasets used in the study are all simulated from different models.
GLDAS is the “off-line” simulation, which has wide applications in research. The data
quality of GLDAS is mainly affected by the driving variables such as temperature, relative
moisture, and wind speed [87]. Meanwhile, the lack of feedback mechanism also leads to
the lack of the land–atmosphere interaction processes, which increases the uncertainties of
GLDAS data as well.

The reanalysis datasets ERA-Interim and ERA5 are objective datasets obtained by
conducting quality control on a series of observation data, including site observations,
satellites, radar, soundings, aircraft, and ship, and then calculated through the numerical
weather forecast data assimilation system. Therefore, these many sources of data bring to
the reanalysis not only the advantages of a long-time scale and high spatial resolution but
also the problem of poor data continuity [70,79]. The inherent uncertainties also come from
the forecast model and data assimilation [88].

As for the “on-line” simulated DDM and CPM datasets, the atmospheric variables
such as precipitation are also from simulation rather than being simply input as driving
data. The selection of parameters in the model and the uncertainties of the parameterization
scheme will influence the accuracy of ET, precipitation, and other variables simulated by
DDM and CPM.

In addition, limited by the available computational resources, only a one-year simula-
tion was conducted in this study. Uncovering whether the above results are of climatologi-
cal significance would require further analysis with multi-year data.

4.2. Parameterizations of the Land-Surface Process

The analysis of the attribution of the ET deviation was only separated into precipitation
and radiation deviation at present, with consideration of the water balance and energy
balance. As is known, ET consists of soil evaporation, canopy transpiration, and canopy-
intercepted water evaporation. Further in-depth study and analysis regarding the impacts
of land-surface processes on ET deviations need to be carried out.

Land-surface processes can be solved by parameterization in models; however, pre-
vious studies indicated that despite the improvements offered by current simulation ca-
pabilities, there are still numerous uncertainties in the parameterization of land-surface
processes. The DDM and CPM simulations underestimated the ET over vegetated ground,
and the inaccurate representation of canopy light use, interception loss, and root water
uptake processes resulting in underestimation of plant transpiration might be the reason for
this [89,90]. Furthermore, the difference in the months when the coldest soil temperature
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appears between the reanalysis data and the WRF simulations (not shown) also indicates
an insufficient consideration of snow parameterization, such as the higher snow albedo
feedback mechanism, which results in lower incoming radiation and ultimately a cold
deviation of the soil temperature [19,51].

Therefore, further investigations are necessary to improve the simulation effect of
models and to obtain a more comprehensive and accurate understanding of the ET and
water cycle process over the TP.

5. Conclusions

In this study, the ET from satellite merged data (EB), an off-line run (GLDAS), two
global climate datasets (ERA5 and ERA-Interim) and two WRF dynamical downscaling
simulations (DDM and CPM) were intercompared for a whole year, 2014, which is a normal
year for precipitation, over the TP in terms of the annual mean, seasonal variation, and
land-use types. Factors contributing to the deviations compared to EB were investigated in
order to provide some insight into subsequent model improvements and land–atmosphere
interaction simulations. The major conclusions are as follows:

Compared with the EB data, GLDAS generally reproduces the annual mean magnitude
and spatial distribution, but seasonal variations are poorly presented. ERA-Interim and
ERA5 generally overestimate ET, mainly in the monsoon season. ERA-Interim better
reproduces the ET in the non-monsoon season. DDM and CPM perform well in the
monsoon season but worse in the non-monsoon season.

ET is underestimated over tundra and snow or ice by all five datasets. GLDAS, ERA5,
DDM, and CPM underestimate the ET over cropland, grassland, and shrubland in the
non-monsoon season. GLDAS, ERA-Interim, and ERA5 overestimate the ET over grassland
and shrubland in the monsoon season. ERA-Interim and ERA5 also overestimate the ET
over the other four land-use types in the monsoon season.

Atmospheric forcing plays a dominant role in the simulation of ET. The considerable
overestimation of precipitation dominates the ET deviation for the whole year, which is
responsible for the particularly high results of ERA-Interim and ERA5 in the monsoon
season. In the non-monsoon season, surface net radiation plays a secondary role after
precipitation in the simulation of ET. The land-surface model exerts less impact than surface
net radiation.
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Abstract: As the “Asian Water Tower”, understanding the hydrological cycles in Qinghai Province
and its interior is critical to the security of terrestrial ecosystems. Based on Moderate Resolution
Imaging Spectroradiometer (MODIS)16 evapotranspiration (ET) remote sensing data, we used least
squares regression, correlation analysis, and t-test to determine the temporal and spatial changes and
trends of ET in Qinghai Province and its five ecological functional regions, located on the Qinghai–
Tibet Plateau (Plateau) Western China from 2000 to 2020. In addition, we discussed the main factors
affecting the changes of ET in different regions of Qinghai Province over the first two decades of the
21st century along spatial as well as altitudinal gradients. The results showed that: (1) the average
annual ET in Qinghai Province was 496.56 mm/a, the highest ET value appeared in the southeast
of the study area (684.08 mm/a), and the lowest ET value appeared in the Qaidam region in the
northwest (110.49 mm/a); (2) the annual ET showed an increasing trend with a rate of 3.71 mm/a
(p < 0.01), the place where ET decreased most was in the Three-River Source region (−8–0 mm/a) in
the southwest of the study area, and the ET increased the most in the Hehuang region in the east of the
study area (9–34 mm/a); (3) temperature (T) was the dominant ET change factor in Qinghai Province,
accounting for about 65.27% of the region, followed by the normalized difference vegetation index
(NDVI) and precipitation (P) for 62.52% and 55.41%, respectively; and (4) ET increased significantly
by 2.84 mm/100 m with increasing altitude. The dominant factors changed from P to NDVI and T as
the altitude increased. The research is of practical value for gaining insight into the regional water
cycle process on the Plateau under climate change.

Keywords: ET; Qinghai Province; driving factors; elevation-dependency

1. Introduction

On a global scale, the asymmetry of climate change leads to heterogeneity among
ecosystems [1], affecting atmospheric water vapor content, and causing significant changes
in water cycle systems, such as precipitation (P) and evapotranspiration (ET) [2]. As
the central link in water, energy, and carbon cycles in the climate system, ET refers to
the process by which surface water vapor enters the atmosphere in gaseous form [3],
including soil evaporation and plant transpiration, and is also an active factor in any
regional ecosystem. ET is a complex physical and biological process whose rates vary over
time across the landscape as a function of differences in temperature (T), precipitation (P),
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and vegetative land cover. Studies have shown that global land ET provides about 60% of
P to the atmosphere, and it may be even higher in arid regions [4]. Therefore, clarifying the
spatial and temporal dynamic response of ET to climate change is of great significance for
predicting regional and global hydrological cycles [5].

Most traditional methods for measuring ET are based on an on-site scale, including
flux tower measurement [6], indirect estimation [7], empirical model [8], semi-empirical
model [9], and process model [10]. However, the spatial heterogeneity of ET and the
complexity of hydrological processes limit the application of these methods in regional
and global scale assessments [11]. With the development of remote sensing, ET data can
be obtained on a larger geographic scale, and with better timeliness, accuracy, and econ-
omy [12]. In particular, the Moderate Resolution Imaging Spectroradiometer (MODIS)16
global surface land ET data set, which is calculated based on the Penman–Monteith for-
mula, can reach 86% simulation accuracy with high resolution and continuous coverage
in different temporal and spatial scales around the world [7], has been widely used and
its reliability of results have been verified. Liaqat et al. used flux tower measurements
of semi-humid farmland and temperate forest in the Korean Peninsula to evaluate the
accuracy of MODIS16 ET data, and found that MODIS16 data can provide reasonable
accuracy for daily ET changes [13]. Xu et al. compared 12 types of ET data in the United
States and found that MODIS16 data could capture seasonal changes in ET [14]. Studies of
the Three Gorges Reservoir [15], North China Plain [16], and Taohe Basin [17] in China also
showed that MODIS16 ET data could provide reasonable accuracy.

The Qinghai–Tibet Plateau (Plateau) has profoundly affected East Asia and the global
atmospheric water cycle through special dynamic and thermal effects, and has become a
critical sensitive region for global climate change [18]. Since the 1950s, the T of the Plateau
has increased significantly, and P has increased slightly [19], which inevitably leads to ET
changes in response [20]. Studies have shown that there are significant spatial differences
in the interannual ET trends on the Plateau [21,22], and P is the main factor affecting the ET
on the Plateau [2]. However, in Tibet’s Ali, Lhasa River Valley, Qinghai Haibei region [23],
and northeastern Plateau [24], ET was closely related to radiation and T. Meanwhile, the
driving factors for the ET of different underlying surfaces were also different. The ET
of wetlands and Kobresia humilis meadows was mainly affected by T [25,26], while that
of alpine shrubs, alpine meadows, and alpine wetlands was determined by P [27,28]. In
addition, factors, such as atmospheric water vapor, normalized difference vegetation index
(NDVI), and soil moisture, also significantly impact ET [29–31]. These studies showed
that the driving factors of ET were highly uncertain [32], depending on the difference
in ecosystems caused by factors, such as the latitude and altitude of the study region,
affecting the formation and feedback of the regional hydrological cycle [33]. The adaptation
process of terrestrial hydrological evolution brought about by ET has a significant spatial
connectivity. In practical applications, water resource managers and decisionmakers are
more concerned about the temporal and spatial distribution and driving factors of ET at the
administrative scale, such as provincial and city scales, rather than just watersheds or other
natural subdivisions, yet, many current studies ignore this fact, which is not conducive to
the implementation of unified water resources management and allocation.

Qinghai Province is the birthplace of Asian rivers, including the Yangtze River, the
Yellow River, and the Lancang River. It is also the most populous region on the Plateau,
and the study of its ET is of great significance to the ecological and hydrological systems
of the Plateau. At present, studies on ET in Qinghai province have only focused on the
watershed scale, such as Three-River Source [34] and Shaliu River Basin [35], but there
is no comprehensive exploration from a spatial and altitudinal perspective. The purpose
of this research is to: (1) evaluate the applicability of MODIS16 ET data in the terrestrial
ecosystem of Qinghai Province; (2) analyze the temporal and spatial changes of ET in
Qinghai Province from 2000 to 2020; and (3) assess the impact of climate factors (P, T) and
environmental factors (NDVI) on ET over spatial and altitude gradients. The research is
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expected to provide a theoretical basis for exploring regional environmental protection,
climate change, and agriculture and animal husbandry production in Qinghai Province.

2. Materials and Methods
2.1. Study Region

Qinghai Province is located in the northeastern part of the Plateau, between 89◦25′–103◦04′ E
and 31◦39′–39◦11′ N, with a region of 717,500 square kilometers (Figure 1). Based on
the ecological environment zoning management and control system, which from the
perspective of ecological and environmental protection, promote differentiated and refined
management in different regions, it has been divided into five ecological function zones
in the province’s administrative regions by the Qinghai Provincial government: (1) the
Three-River Source region; (2) the Qaidam Basin region; (3) the Qilian Mountain region;
(4) the region around Qinghai Lake; and (5) the Hehuang region. Among them, the Three-
River Source region, which is the birthplace of the Yellow River, the Yangtze River, and
the Lancang River, focuses on water conservation and biodiversity function maintenance
to ensure the water source of the “Asian Water Tower”; the Qilian Mountain region, an
important water source in the Hexi Corridor of China, such as the Shiyang River, Heihe
River, and Shule River, focuses on the ecological management and restoration to improve
the water conservation function; the region around Qinghai Lake focuses on maintaining
biodiversity function to promote the positive cycle of the watershed, woodland, grassland
and wetland ecosystems, and biodiversity ecosystems; the Qaidam Basin region focuses on
coordinating the relationship between protection and development, protecting the original
ecological surface and landforms, and rationally developing mineral resources; and the
Hehuang region focuses on the restoration and rehabilitation of the environment.
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Figure 1. Location of Qinghai Province and its five ecological function zones.

The terrain of Qinghai Province is exceptionally complex, with an average altitude
of over 3000 m. It has formed a unique “plateau climate” with cold winters and short
summers. The annual average T ranges between −5 ◦C and 8 ◦C, with higher T distributed
from Hehuang Region to Qaidam. P decreases from southeast to northwest, with annual P
below 400 mm in most regions [36]. The main vegetation types in this region are alpine
shrubs and alpine meadows [37].
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2.2. Data Source and Processing

The ET discussed in this paper is the actual evapotranspiration, and the ET remote
sensing product we used is the MODIS16 A3 global terrestrial ET product (Table 1), which
is a remote sensing image data set based on the Penman–Monteith algorithm for calculating
global surface ET. It has a spatial resolution of 500 m and an annual time scale. The
estimated input data of MODIS16 includes remote sensing information such as leaf region
index, albedo, vegetation coverage, and meteorological data, such as T, air pressure, relative
humidity, and radiation. It includes ET, latent heat flux (LE), latent ET (PET), and latent
heat flux (PLE) [7].

Table 1. Introduction table of research data sources.

Data Name Data Sources Time Resolution Spatial Resolution

Evapotranspiration (ET) https://search.earthdata.nasa.gov/
assessed on 2 June 2021 year 500 m

Normalized difference vegetation index (NDVI) https://search.earthdata.nasa.gov/
assessed on 2 June 2021 month 1 km

Digital elevation model(DEM) http://www.gscloud.cn/
assessed on 20 May 2021 — 90 m

Temperature (T), Precipitation (P) http://www.geodata.cn
assessed on 27 June 2021 month 0.0083333◦

In order to study the response of ET to climate change on the spatial and altitudinal
gradients, T and P were selected as climate variables in this study, and NDVI as the
normalized vegetation index, which can reflect the coverage of vegetation and be also
used as an essential factor affecting ET (Table 1). MODIS13A3 is a product of the global
terrestrial vegetation index, the content is the grid normalized vegetation index (NDVI)
with a spatial resolution of 1 km. The Digital Elevation Model(DEM) data are from the
China Geospatial Data Cloud Platform, with a spatial resolution of 90 m. The T and
P data set are China’s monthly P data provided by the National Earth System Science
Data Center (China’s National Science & Technology Infrastructure). The data are based
on the published the global 0.5◦ climate data from the Climatic Research Unit (http://
www.cru.uea.ac.uk, accessed on 9 June 2021) and the global high-resolution climate data
published by WorldClim (http://worldclim.org, accessed on 12 June 2021), which is formed
in China through the Delta space downscaling program Downscale generation. The data
of 496 independent meteorological observation points were used for verification, and the
verification results are credible [38].

We used Python to convert T and P data into TIF format, cut and splice, NDVI,
and meteorological data based on ArcGIS 10.6, then eliminated invalid values, projected
transform NDVI and meteorological data, resampled according to 500 m resolution, and
finally obtained the raster data of ET, NDVI, P, and T in Qinghai Province from 2000 to 2020.

2.3. Research Methods

The least-squares regression method estimates the linear trend of ET in Qinghai
Province from 2000 to 2020. The calculation formula is as follows [39]:

SLOPE =

n×
n
∑

i=1
i× ji −

n
∑

i=1
i

n
∑

i=1
i

n×
n
∑

i=1
i2 −

(
n
∑

i=1
i
)2 (1)

In the formula, SLOPE is the slope of the regression equation, n is the length of the
time series; if SLOPE > 0, it means ET increases; if SLOPE < 0, it means ET decreases.
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Using correlation analysis to reflect the correlation between variables x and y, the
calculation formula is [39]:

rxy =

n
∑

i=1
(xi − x)(yi − y)

√
n
∑

i=1
(xi − x)2

√
n
∑

i=1
(yi − y)2

(2)

In the formula, x is the multi-year average ET, y is the multi-year average NDVI, T,
and P, i is the number of years (i = 1, 2, 3, 4 . . . 21), n is the length of the research time series,
is the ET value in the i-th year, is NDVI, T and P values in the year i. When r > 0, there
is a positive correlation between the two, and when r < 0, there is a negative correlation
between the two. The closer the absolute value is to 1, the stronger the correlation; the
closer to 0, the weaker the correlation. The t-test completes the significance test of the
correlation coefficient, and the calculation formula is [40]:

t =
Rxy√

1− Rxy
2

√
n−m− 1 (3)

Among them, n is the number of samples (the time series is 2001–2020, that is, n = 21),
and m is the number of independent variables.

3. Results
3.1. Temporal and Spatial Characteristics of T, P, and NDVI

The spatial distribution characteristics of T, P and NDVI are shown in Figure 2a–c. In
the study region, the ranges of T, P, and NDVI were 20.42–9.22 ◦C, 17.7–802.03 mm, and
0–0.86 (Figure 2a–c). The T in the Qaidam Basin and the Hehuang regions were relatively
high, while the T in the Qilian Mountain and the Three-River Source regions were relatively
low (Figure 2a). P and NDVI gradually decreased from the Three-River Source in the
southeast to the Qaidam Basin(Figure 2b,c) in the northwest.

As shown in Figure 2d,e,f, T and P increased at a rate of 0.07 ◦C/decade and
24.73 mm/decade, respectively, from 2000 to 2020, but the increase was not significant
(p > 0.05), while NDVI increased significantly at a rate of 0.02/decade (p < 0.01). By further
analysis of the correlation between T and P with NDVI, we found that the P and NDVI were
significantly correlated (p < 0.05), and precipitation determined the spatial distribution of
NDVI (Figure 2b,c). Due to the significant terrain differences in Qinghai Province, although
the overall increase in T and P was not significant, the trend of warming and humidifica-
tion was still obvious in most regions (Figure 3b,c), which may be the climatic reason for
the significant increase in NDVI. In addition, the ecological projects implemented by the
Chinese government have a lot to do with the increase in NDVI. In 2003, the large-scale
implementation of the “returning grazing land to grassland” ecological project began, and
NDVI increased rapidly in 2004 (Figure 2c).

3.2. Characteristics of Interannual Variations in ET

Figure 4 shows that average ET variations in the study region during 2000–2020. ET
has ranged from 405.88 to 549.3 mm in Qinghai Province over the 21 year period. The
multi-year mean ET was 496.56 mm. The lowest and highest ET were 405.88 and 549.3 mm,
occurring in 2000 and 2017, respectively. The average annual ET showed a significant
increasing trend (R2 = 0.43, p < 0.01) and increased at a rate of 37.26 mm/decade. In
addition, the relative rate of average level distance showed that the annual average change
of ET ranged from −18% to 11%. Before 2009, the rate of change was primarily negative,
and after 2009, it was mostly positive.
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3.3. Characteristics of Spatial Variations in ET

Figure 5a shows the spatial distribution of ET in Qinghai Province during 2000–2020. It
is not difficult to see that ET presented a spatial difference that was high in the southeast and
low in the northwest. The annual average ET value in space was between 110.49–684.08 mm.
The ET was higher in the Three-River Source region and the middle-eastern part of the
Qilian Mountain region, while the ET in the western part of the Three-River Source, Qaidam,
and Hehuang region was the lowest.

Figure 5b illustrates the spatial change trend of ET, with slope trend value ranging
from −8 to 34 mm/a, and ET gradually increasing from the southwest to the northeast. In
general, most regions showed a significant increasing trend, except for the southwestern
edge of the Three-River Source region (Figure 4a), which showed a decreasing trend
(−8–0 mm/a). The region with the largest increase in ET was recorded in Haidong City in
the Hehuang region (9–34 mm/a).

We used box plots to compare the ET per unit region of the five ecological function
zones from 2000–2020. (Figure 6). In terms of the ET patterns according to these five
divisions, the highest value was 2113.44 mm/km2 in the Three-River Source region, which
was between 1882.36 to 2362.73 mm/km2, and the lowest value 395.05 mm/km2 in the
Qaidam Basin region, which was between 306.8–448.68 mm/km2. The unit region ETs of
the Qilian Mountain, around Qinghai Lake, and Hehuang region were 395.05 mm/km2,
1690.29 mm/km2, 2113.44 mm/km2, respectively. On the whole, the differences were
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significant, showing a distribution pattern in which, the south was higher than the north
and the east was higher than the west.
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4. Discussion
4.1. Comparison with Existing Research Results on the PLATEAU

This research used MODIS16 data to calculate the ET value of Qinghai Province, and
the results showed that there is a significant increasing ET trend with a rate of 3.48 mm/a,
which is much higher than that in China [41], and the source of the Yellow River Basin [42],
with 1.23 mm/a, and 0.44 mm/a, respectively. It shows that the response of the Plateau to
climate change may be higher than that of other regions [18,43].

According to statistics (Table 2), the average annual ET on the Plateau varies between
320–500 mm/a, and the results of this study are within this range. However, due to factors,
such as high downward shortwave radiation flux inputs from the Global Modeling and
Assimilation Office [44], the estimate based on MODIS16 data (450–500 mm/a) [45] will
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be higher than the ET combined with the measured and satellite remote sensing data
value (350–380 mm/a) [4,44,46,47], with calculated differences between 118–146 mm/a.
Song et al. [11] estimated the MODIS16 ET data and obtained a similar gap (111.1 mm/a).
In addition, MODIS16 data can reflect the spatial distribution and change pattern of ET on
the Plateau; the region where ET decreased was mainly in the Tibet Autonomous Region,
while the region where ET increased was mainly in Qinghai Province [44–47]; the spatial
distribution of ET decreased from the southeast to the northwest, and the spatial change
was just the opposite, decreasing in the southwest and increasing in the northeast. These
results show that although the current research methods can show similar spatial patterns,
there are significant differences in the magnitude and interannual variation of ET, and
different data sources and calculation methods have considerable uncertainty on the ET
and time variation of the Qinghai Tibet Plateau. Therefore, an integrated ET product is
needed to take advantage of the complementary advantages of each ET data set [48].

Table 2. Comparison of ET in Qinghai Province with the Plateau.

Number Period ET (mm/a) Domain References

1 2000–2010 320 China Yao [46]
2 1982–2008 350 TP Jung [4]
3 1982–2012 378.1 TP Wang [44]
4 1982–2014 377 TP Cui [47]
5 1982–2015 373.12 TP Yang [49]
6 2000–2010 350.3 TP Song [11]
7 2000–2012 450–500 TP Zhang [45]
8 1979–2014 364.45–493.32 Yellow River Source Liu [50]
9 2001–2015 535.01–636.51 Three-River Headwater Sun [51]
10 2002–2016 66–379 Qaidam Bibi [52]
11 2001–2011 125.26 Qaidam Jin [53]
12 2002–2004 341, 407, 426 alpine meadow of Qilian Mountain Song [54]
13 2000–2015 854.23 Southern Slope of Qilian Mountain Zhen [55]
14 2014–2015 496.2 Qinghai Lake Ma [56]

15 2015–2016 633.3–657.2
341–426 two alpine wetland ecosystems of Qinghai Lake Cao [57]

16 1966–2010 375.54, 378.54 Huangshui River Zhang [58]

Among the five ecological function regions, the average annual ET of the Three-River
Source and around Qinghai Lake regions were 513.59 mm/a and 444.39 mm/a, respectively,
which were close to the current research results [50,51,56,57]. The average annual ET of the
Qilian Mountain was 460.73 mm/a, which was between the existing research results [54,55].
The average annual ET of the Qaidam region was 428.18 mm/a, which was inconsistent
with existing research [52,53]. The dry and hot climate leads to a shallow vegetation index
in the Qaidam region, and the MODIS16 data lack many ET values in this region. In
addition, the resolution of remote sensing data is too coarse to capture the ET spatial
changes in smaller areas [59]. This leads to a significant error with the actual ET value, and
more field measurements need to be used for further verification in future studies. Due to
the different study areas, the average annual ET in the Hehuang area was 470.32 mm/a,
which was higher than the results of Zhang et al. [58].

4.2. Drivers of ET Space Changes

ET results from the complex interaction between climatic factors and environmental
factors. The growth rates of T, P, and NDVI in Qinghai Province are 0.07 ◦C/decade
(Figure 2d), 24.73 mm/decade (Figure 2e), and 0.02/decade (Figure 2f), and they spatially
present distribution patterns similar to ET (Figure 2a–c). The correlation coefficients
of T, P, and NDVI with ET in Qinghai Province are −0.99 to 0.99, −0.93 to 0.99, and
−0.99 to 0.99, respectively (Figure 2a–c). Climate factors and environmental factors are
positively and negatively correlated with ET, T and ET positively correlated regions are
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mainly distributed in the northern, eastern, and southwestern margins of Qinghai Province;
negatively correlated regions are mainly distributed in the middle and southern parts of
Three-River Source (Figure 2a). P and ET positively correlated regions are distributed in
most regions of Qinghai Province; negatively correlated regions are mainly distributed in
the central and southwest of Qinghai Province with few regions. The relative distribution
characteristics of NDVI and ET are essentially the same as P. In general, the distribution
patterns of T, P, and NDVI determine the spatial distribution of ET in Qinghai Province.

The results of the significance test showed that T, P, and NDVI had an extremely sig-
nificant positive or negative correlation (p < 0.01) with ET (Figure 7d–f). In the T, extremely
significant correlation region between ET and T was 65.27% (Figure 7d), positive correlation
regions were mainly distributed in the northern and southwestern of Qinghai Province
where the altitude is higher (Figure 1), and the T is lower (Figure 2a). In contrast, in the
humid southeast region (Figure 2b), the T was lower than ET showed a very significant
negative correlation. P, NDVI, and ET were mainly spatially highly significant positive
correlations (Figure 7e,f), with significant correlation regions of 62.52% and 55.41%, respec-
tively, mainly distributed in the southeastern and northern regions of Qinghai Province.
This shows that T, P, and NDVI changes were the main driving forces for increasing ET.
The T had the most significant impact on ET, which was consistent with previous research
results [2,60,61].

Among the five ecological function zones, the driving factors of ET are similar to those
of Qinghai Province. The Three-River Source region is in the hinterland of the Plateau.
Most regions are high-cold regions above 4600 m, with a unique natural environment and
climatic conditions. ET showed a changing pattern during the study period in which the
west decreased and increased in the east, mainly due to the “decrease–increase” change
pattern of T, P, and NDVI from west to east. In addition, the main reason for the decrease
in ET in the southwestern part of the Three-River Source region is the drought caused by
the increase in T and the decrease in P [62].

The Qaidam basin region is far from the monsoon climate zone [63], surrounded by
mountains, with low P and vegetation coverage (Figure 2b,c), and high T. Although both
climatic and environmental factors show an upward trend, the increase in T affects ET.
The influence is more vital than other factors, and T is the main reason for the increase in
ET [47].

The T in the western part of the Qilian Mountain dropped slightly, P increased, and
the climate changed from warm and dry to warm and humid [64], which was the main
reason for the increase in ET. The increase in ET in the central and eastern part of the Qilian
Mountain region may be due to the combined effects of climate change, vegetation change,
and human activities [60]. In addition, the spatial variation of other climatic factors, such
as wind speed, is also an essential factor of ET variation in the Qilian Mountain region [65].

The western region around Qinghai Lake has exposed rocks and high altitude, while
high mountain regions show strong sensitivity to T [66], and T rise is the main reason
for the increase in ET. P and NDVI have increased in the past 20 years, but P can only
explain 16.68% of the region (Figure 7b,e). NDVI and ET are mainly negatively correlated,
indicating that P has little effect on the growth of ET in the region around Qinghai Lake;
the improvement of vegetation conditions restrained the growth of ET to a certain extent.

Although the average annual ET in the Hehuang region is not the largest in Qinghai
Province, the average annual growth rate of ET is the largest. There may be several reasons;
the Hehuang region is located at a low altitude in the eastern part of Qinghai Province,
with better hydrothermal conditions, which are favorable for the evaporation of vegetation
and soil. In the past 21 years, T, P, and NDVI in this region have increased the most,
reaching 0–0.11 ◦C/a, 2.79–8.38 mm/a, and 0.006–0.023/a, respectively, and these factors
were significantly positively correlated with ET (Figure 7d,e). This may partly explain
the rapid growth of ET. The correlation between T, P, NDVI, and ET of more regions in
the Hehuang was not significant (Figure 7d,e), accounting for 49.01%, 67.96%, and 49.19%
of the region of Hehuang, respectively. ET may also be affected by other factors. Some
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studies have showed that the contribution rate of human activities to regional hydrological
changes in the Hehuang region reached 64.54% [55]. Further in-depth research is needed in
the future.
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In general, ET in the Three-River Source, Qaidam Basin, and Qilian Mountain regions
is driven by T, P, and NDVI, with 54.66–66.51%, 46.89–59.97%, and 51.68–66.34% in the
regions, respectively. ET in the Hehuang region and the region around Qinghai Lake is
driven by T and NDVI, which are 65–65% and 49.47–56.95% in these regions, respectively.
However, the impact of P on ET in these regions is small, only 32% and 17%. In the
southwest of Qinghai Province, there is an “evaporation paradox” in the Three-River
Source region.

4.3. Altitude Effect of ET Changes

The altitude is one of the critical factors that affects the heterogeneity pattern of
ET [67,68]. It affects environmental variables, such as NDVI [69], by affecting climatic
conditions, such as T and P, thereby impacting ET. The Plateau was found to have a complex

63



Water 2022, 14, 536

topography, and its average altitude was much higher than that of the surrounding regions
at the same latitude. Therefore, it was crucial to analyze the relationship between the
altitude gradient and T, P, NDVI, and ET.

Table 3 shows that T was the main factor affecting the change of ET on the elevation
gradient in Qinghai Province. T has a significant negative correlation with ET. When the
T rises by 1 ◦C, ET decreased by 5.16 mm (R2 = 0.53, p < 0.01), followed by P, which is
significantly positively correlated with ET, with P increasing by 1 mm and ET increasing
by 0.23 mm (R2 = 0.21, p < 0.01); the correlation between NDVI and ET is not significant
(R2 = 0.01, p > 0.05). The complexity of the overall terrain of Qinghai Province, changes
in T, P, and other factors show significant regional differences (Figure 2), resulting in the
non-significant dependence of NDVI on altitude.

Table 3. Correlation between ET and T, P, and NDVI on the altitude gradient.

Fitting Equation Determination
Coefficient (R2) Test

Correlation
Coefficient

T y = −5.1618x + 447.5 0.5254 p < 0.01
P y = 0.2295x + 370.39 0.2078 p < 0.01

NDVI y = 30.74x + 445.26 0.0091 p > 0.05

The distribution characteristics of ET in Qinghai Province were evident on the altitude
gradient (Figure 8). The ET value in high-altitude regions was significantly higher than in
low-altitude regions. The region with the lowest altitude has the smallest ET, which was
339.51 mm, and the highest ET value appears on the 4300–4400 m altitude gradient, which
was 523.29 mm. Meanwhile, ET increased significantly with the increase in altitude; when
the altitude increased by 100 m, ET increased by 2.84 mm (R2 = 0.55, p < 0.01). Previous
studies on China’s Hengduan Mountains and Southwest Mountains also supported the
results of other research [70,71], in that ET has a significant positive correlation with altitude.
However, there were still differences in the changes of ET on different altitude gradients.
Chen et al. found that altitude above 4000 m had a negative and significant correlation with
reference ET [68]. This study also found that ET above 4400 m had the same performance
(R2 = 0.95, p < 0.01, Table 4). In order to further quantify the influence of altitude on
ET, Qinghai Province was divided into five intervals on the altitude gradient (Figure 8)
for research.

Table 4. Correlation between ET and T, P, NDVI at different altitude gradients (p < 0.01).

Altitudes
(m) T P NDVI

1700–2600
y = −11.855x + 482.44 y = 0.7059x + 102.5 y = 120.15x + 340.77

R2 = 0.5 R2 = 0.78 R2 = 0.0212 p > 0.05

2600–3800
y = −15.632x + 461.3 y = 0.3139x + 355.53 y = 244.98x + 356.99

R2 = 0.83 R2 = 0.81 R2 = 0.86

3800–4400
y = −16.82x + 451.1 y = 1.2654x − 30.292 y = −60.18x + 686.54

R2 = 0.98 R2 = 0.89 R2 = 0.94

4400–5100
y = 11.598x + 570.71 y = 0.4916x + 309.31 Y = 162.61x + 446.56

R2 = 0.96 R2 = 0.87 R2 = 0.93

5100–6000
y = 2.0736x + 496.2 y = −0.1975x + 56.05 y = 96.302x + 458.73

R2 = 0.88 R2 = 0.86 R2 = 0.84
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Figure 8. Variations of ET, T, P, and NDVI with altitudes.

Below the altitude of 2600 m, the T kept dropping, but the annual average T was
above 4.93 ◦C, and the P was more and continuously increasing, which was roughly consis-
tent with the changing trend of ET, while the fluctuation of NDVI was very pronounced
(Figure 8). It may be because this region was mainly distributed in the eastern agricultural
region, and the vegetation types are main crops, and crop ET and the climatic factors affect-
ing it are quite different on the seasonal and annual time scales [72]. Correlation analysis
showed that P and ET were significantly positively correlated (R2 = 0.78, p < 0.01, Table 4),
T also had a particular influence on ET (R2 = 0.5, p < 0.01), and the correlation between
NDVI and ET was not significant. Research by Liu et al. showed that the maximum T
(Tmax) was the dominant driving factor of ET under the 2800 m altitude gradient of the
Plateau [73], which was different from the results of this paper.

On the altitude gradient of 2600–3800 m, ET increased the fastest, which was roughly
the same as the changing trend of P and NDVI. Although the T kept decreasing, it stayed
above 0 ◦C, and the P also increased rapidly, which was beneficial to vegetation growth,
and NDVI reached its maximum value (Figure 8), becoming the main driving factor of ET
(R2 = 0.86, p < 0.01, Table 4). Consistent with the results of previous studies [73], T and
P also had a more significant effect on ET (R2 > 0.8, p < 0.01). It is worth noting that ET,
T, P, and NDVI had abrupt changes on the altitude gradient of 2600–2700 m (Figure 8).
According to remote sensing images, this region was in the Qaidam Basin with an extremely
arid climate; T and ET had a significant positive correlation (R2 = 0.99, p < 0.01).

The altitude gradient of 3800–4400 m was a significant response region for the climate
transition from warm and dry to warm and humid [74]. There was more P, which slowly
increased with the increase in altitude, and the fluctuation of NDVI decreased (Figure 8).
The influencing factors of ET are T, P, and NDVI (R2 > 0.9, Table 4), of which T promotes
ET the most (R2 = 0.98, p < 0.01, Table 4). Previous studies have shown that the high-
altitude regions of the Plateau below 5000 m have apparent warming trends [75], leading
to regional vegetation greening [76], and climate warming also leads to ET of cryospheric
hydrological systems, such as glaciers, frozen soil, snow, and lake ice. The study of Feng’s
hydrological effects on the glacial permafrost on the Plateau shows that the impact of
glacier degradation on ET reaches 14.69 ± 12.82 mm [77]. The effects of these climate
changes have promoted the continuous rise of ET on the 3800–4400 m altitude gradient
and reached its highest value.
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On the altitude gradient of 4400–5100 m, climate and environmental factors (T, P, and
NDVI) decreased with the increase in altitude (Figure 8), which limits ET and causes ET to
drop continuously (R2 > 0.9, p < 0.01, Table 4). The T has the most significant influence on
ET changes (R2 = 0.96, p < 0.01, Table 4). These results were also verified by measuring the
altitude gradient of Qinghai Lake and the scale of the ecosystem [56], indicating that the
dominant factor of ET changes with the increase in altitude to the limit of T conditions.

Above an altitude of 5100 m, the ET change was consistent with the changing trend of
T and NDVI. The T dropped below−7.89 ◦C, the vegetation normalization index continued
to drop to the lowest level, close to 0.1, and the P increased to the highest value (Figure 8).
Due to the high altitude and shallow vegetation coverage, the T was the lowest, although
there was more P. P mainly existed in the form of ice and snow. The ability to absorb solar
radiation was weakened and soil moisture cannot be effectively converted into evaporation.
This may be one of the factors limiting ET [45]. The results showed that the main driving
factor of ET was T (R2 = 0.88, p < 0.01, Table 4), and P and T also had a certain impact on ET
(R2 > 0.8, p < 0.01, Table 4).

In summary, the T was the main driving factor for ET on the altitude gradient in
Qinghai Province, followed by P, and NDVI had no significant impact on ET. At the same
time, the driving variability of ET on the altitude gradient was apparent, changing from P
driving to NDVI and T driving with increasing altitude, which was roughly the same as the
research results of the Mongolian Plateau and Qinghai Lake [56,78]. Interestingly, ET has
prominent distribution characteristics affected by T on the altitude gradient (Figure 9): In
regions where the average annual T was less than −4.32 ◦C and the altitude was less than
4400 m, ET rose significantly (R2 = 0.86, p < 0.01). In regions where the annual average T was
higher than −4.32 ◦C, and the altitude was higher than 4400 m, ET decreased significantly
(R2 = 0.83, p < 0.01). However, P and NDVI had no similar performance. The correlation
between P and ET on an altitude gradient was only 0.2 (p < 0.01), and the correlation
between NDVI and ET was not significant (p > 0.05).
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This paper discussed the spatial distribution and driving factors of ET in Qinghai
Province from 2000 to 2020, studied the driving factors of ET in Qinghai Province and five
ecological function regions, and quantified the changes and effects of ET on the altitude
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gradient (Figure 10), and obtained good research results. However, this study did not
quantify the spatial driving factors of ET in Qinghai Province. Other natural factors, such as
net radiation, wind speed, soil moisture, and the effects of different vegetation types on ET
have also not been discussed. At the same time, human activities can promote and inhibit
ET [60]. The impact of the large-scale implementation of ecological projects in Qinghai
Province by the Chinese government, such as returning farmland to forests, natural forest
protection, construction of the “Three Norths” shelter forest system, returning grazing land
to grasslands, and land-use changes caused by rapid urbanization in the Hehuang region,
are still unknown. By 2016, Qinghai had become the province with the most ecological
engineering projects in China, and the accumulated capital investment in the past 21 years
has exceeded RMB 60 billion. In addition, the accuracy of MODIS16 data in areas with low
vegetation coverage needs to be further verified on seasonal and more minor scales with
the measured ET data.
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5. Conclusions

ET is still one of the largest unknowns in the terrestrial ecological cycle. We used
MODIS16 ET data to obtain the spatiotemporal changes and driving factors of ET in Qinghai
Province. MODIS16 data can accurately reflect the spatial distribution, annual changes, and
range of ET. The distribution of ET decreased from southeast to northwest, and the change
of ET increased from southwest to northeast during the study period. T is the main factor
of the annual average ET change in Qinghai Province, followed by P and NDVI, which
account for 65.27%, 62.52%, and 55.41%, respectively. In the five ecological function zones,
the driving factors of ET are similar to those of Qinghai Province as a whole. However,
in Hehuang and regions around Qinghai Lake, the average annual ET change is mainly
affected by T and NDVI, and the driving region of P on ET is only 32% and 17%. The
“evaporation paradox” exists in the Three-River Source region in southwestern Qinghai
Province. ET is highly dependent on elevation, and there is significant heterogeneity in the
driving factors of ET across the altitude gradient: P is the driving factor for 1700–2600 mm,
NDVI is the driving factor for 2600–3800 mm, and the driving factor for 3800–6000 m is
T. In addition, there is a significant positive correlation between ET and T in regions with
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an average annual T of less than −4.32 ◦C and an altitude of less than 4400 m. There was
found to be a significant negative correlation between ET and T.

This research can provide a scientific basis and practical support for implementing
differentiated water resource management policies and the sustainable development of
ecosystems in Qinghai Province and different regions. The high-altitude regions in the west
of the Three-River Source, Qilian Mountain, and Qinghai Lake have few human activities,
and are mainly affected by climatic factors. We should be alert to the risk of vegetation
degradation caused by temperature rise and the risk of increased evapotranspiration and
water consumption caused by melting glaciers. By establishing prohibited and restricted
development zones, the pilot work in Three-River Source, Qilian Mountain, and Qinghai
Lake National Park has controlled the livestock carrying capacity of pastures and reduced
the impact of the increase in cultivated land on local water distribution and climate environ-
ment. The Hehuang region provides most of the agricultural products in the province, and
urbanization and farmland water resource management are the core measures to optimize
the regional eco-hydrological system. The Qaidam Basin region is the growth core of
industrial development in Qinghai Province. Although the evapotranspiration per unit
area is not large, the climate is arid, and the ecosystem is extremely fragile. It is necessary
to prevent the impact of industrial production and oasis development on the regional
water balance.
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Abstract: Based on the daily precipitation data from the meteorological stations in Sichuan and the
monthly average ERA-Interim reanalysis data from 1979 to 2016, the variation characteristics of
summer water vapor budget in the Sichuan Basin and its relationship with precipitation are discussed
in this study. The results show that, in summer, the water vapor in the Sichuan Basin and its four
sub-basins flows in from the southern and western boundaries and flows out through the eastern
and northern boundaries, and the basin is obviously a water vapor sink. From 1979 to 2016, the
water vapor inflow from the southern and western boundaries significantly decreased, as well as
the water vapor outflow through the eastern boundary. The summer precipitation in the Sichuan
Basin is significantly positively correlated with the water vapor inflow at the southern boundary
and net water vapor budget of the basin in the same period, and it is negatively correlated with the
water vapor outflow at the northern boundary. The southern and northern boundaries are the two
most important boundaries for the summer precipitation in the Sichuan Basin. Additionally, this
study reveals that, under the multi-scale topography on the east side of the Tibet Plateau, the spatio-
temporal distribution of precipitation in the Sichuan Basin results from the interactions between the
unique topography of the Sichuan Basin and the different modes of water-vapor transport from low
latitudes. The atmospheric circulation over the key area of air–sea interaction in the tropical region
and its accompanying systems, as well as the anomalies of regional circulations and water vapor
transport over the eastern China and Sichuan Basin, are the main reasons for the variation in summer
precipitation in the Sichuan Basin.

Keywords: Sichuan Basin; water vapor budget; summer precipitation; water resource variation

1. Introduction

Water resources are indispensable natural resources in production and human life as
well as other social activities. Factors of climate change, ecological environment evolution
and human activities, and climate change and its impact on water resources affect water
resources and are important subjects worldwide [1,2]. In the past century, the characteristics
of climate and environment have undergone significant changes, such as global warming,
and climate change necessarily leads to changes in the hydrological cycle and the spatio-
temporal redistribution of water resources [3,4]. Water vapor, as an important component
of the atmosphere, absorbs solar radiation. It is an important greenhouse gas, which is
closely related to precipitation and climate and plays a key role in the global water cycle
and energy cycle [5]. Water vapor transport and budget are important components of the
regional water balance, which are directly related to rainfall events and the climate near
the ground [6–8]. Many researchers have studied the relationship of water vapor transport
and budget with regional drought and flood [9–11]. Xu et al. [12,13] analyzed the water
vapor source and sink of the Meiyu belt over the Yangtze River Basin and found that the
integrated water vapor transport in drought and wet years in the Yangtze River Basin
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shows an inverse feature. They have pointed out that the water vapor transport in the
“large triangular fan pattern” region composed of the low-latitude activity source areas
related to the Tibet Plateau, the South China Sea monsoon, and the Indian monsoon has an
important impact on regional drought and flood in China. Zhou et al. [14] illustrated that,
when the water vapor source is different from the climatology, the summer precipitation
anomaly is induced. The increase in water vapor transport is one of the reasons for the
increasing frequency of flood events from 1961 to 2005 [15]. Jiang et al. [16] found that the
convergence and divergence of water vapor are closely related to precipitation over the
Yangtze River Basin. Zhang et al. [17] studied the characteristics of water vapor transport in
East Asia and its impact on drought and flood in North China. Ding et al. [18] referred that
the long-lasting drought in North China is the result of prevailing continental warm high
and the eastward movement of the water vapor conveyor belt. Simmonds et al. analyzed
the summer water vapor transport and budget in China and found that the source of water
vapor in southeastern China is from the South China Sea and the Bay of Bengal, while
the water vapor in Northeast China and some parts of North China mainly comes from
middle-latitude westerlies [19]. Yang et al. [20] compared the characteristics of water vapor
transport for four summer rainfall patterns over the monsoon regions in the eastern China.
Their study showed that the northern pattern is mainly affected by water vapor transport
of Asian monsoon, the central pattern and Yangtze River pattern are affected by water
vapor transport from the Pacific, and the South China pattern is impacted by water vapor
transport from the Indian Ocean, the Pacific, and the South China Sea. Li et al. [21] studied
two main water vapor conveyor belts that influence the summer drought and flood in
eastern Southwest China. Chu et al. and Dong et al. [22–24] employed different models
to analyze the water vapor source of the first rainy season in South China and the water
vapor sources of midsummer precipitation in different regions of eastern China. They also
revealed the relationship between water vapor transport over the Yangtze River basin in
the Meiyu period and the key region in the Tibet Plateau. All the above studies have shown
that water vapor transport and budget significantly influence regional drought and flood.
Studies on the air water resource and its utilization are directly related to regional economic
construction, human life, and economic development, so it is of great significance.

The Sichuan Basin is located in the east of the Tibet Plateau. Due to the special geo-
graphical location and complex topography, it is a sensitive, vulnerable, and key area for
climate change. The water resource distribution and regional climate change there have
distinct particularity and diversity. In summer, affected by the combined influence of various
monsoon circulations, the cyclone made by the southern branch flow around the Tibet Plateau
and the water vapor transport from the Pacific Ocean, the Bay of Bengal, and the Arabian
Sea make the region rich in water vapor and precipitation. The atmospheric water vapor
source, the track of water vapor transport, and the water vapor budget are the key links of
regional water cycle in this region, especially the air water resources. They play a key role
in the regional water balance and are closely related to the atmospheric circulation evolu-
tion and the variation of regional drought and flood [25–27]. Summer precipitation in the
Sichuan Basin shows a decreasing trend, especially after the 1990s [28–30]. Zhou et al. [31]
pointed out that the water vapor transported from the southern boundary of eastern Tibet
Plateau and its surrounding regions decreases. Moreover, the decreasing trend is espe-
cially significant after the 1990s, and is not prone to precipitation in the Sichuan Basin. In
the Sichuan Basin, the atmospheric forcing and circulation factors causing precipitation
anomalies are complex, resulting in the great variations of inter-annual precipitation and
its spatial distribution and the alternating occurrence of drought and flood [32]. Summer
precipitation in the Sichuan Basin is affected by the simultaneity of East Asian summer
monsoon, Tibetan Plateau summer monsoon, and southwest monsoon [33–36], as well as
the anomalous variations of the location and intensity of the western Pacific subtropical
high, South Asian high, and the westerly jet [37–41]. Rainfall events and climate in the
basin are also closely related to variation in the atmospheric heat source in the Tibet Plateau
and its surrounding regions [42–45]. In addition, as an important external forcing source
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for the atmosphere ocean has a great impact on the anomalies of atmospheric circulation,
and the intensity of western Pacific warm pool, and the sea surface temperature (SST)
in the equatorial central-eastern Pacific and Indian Ocean is also closely related to the
precipitation in the Sichuan Basin [46–50].

In summary, the anomalies of water vapor transport and budget are direct reasons
for summer precipitation anomalies in China. Many researchers have studied the spatio-
temporal distribution of summer precipitation in the Sichuan Basin. The analysis of
the precipitation anomaly mainly focuses on the atmospheric circulation and external
forcing signals such as SST, but few studies have systematically and deeply analyzed
the water vapor transport and budget closely related to precipitation. Climate change in
the Sichuan Basin, especially precipitation change, has significant regional characteristics.
Consequently, it is necessary to investigate the precipitation characteristics and the specific
response to climate change on a regional scale. It is enormously helpful to understand the
characteristics and impacts of climate change and its regional response. The Sichuan Basin
is a sensitive area for responding to climate change. Under global warming, the water
vapor budget/transport in this region will change significantly, which will further result in
abnormal changes of precipitation. In the past, research on the variation characteristics of
water vapor budget in Sichuan mainly focused on a large spatial scale, and there were no
in-depth discussions on each region within the basin. Then, what are the spatio-temporal
variation characteristics of water vapor budget over the Sichuan Basin on a regional scale?
In particular, what are the similarities and differences of water vapor budget changes
among different regions in the basin? Is there is a close relationship between the water
vapor budget/transport and regional droughts/floods, and how does the water vapor
budget/transport over the Sichuan Basin influence summer precipitation there? What
are the main factors for the water vapor variations and the mechanisms? At present,
the possible answers to these questions are not clear. Focusing on these problems, this
study employs the ERA-Interim reanalysis data to study the variation characteristics of
the summer water vapor budget in the Sichuan Basin and uses the observed precipitation
data at meteorological stations to reveal the impact of regional water vapor budget on the
summer precipitation in the Sichuan Basin. It can improve the understanding of water
vapor budget anomalies and its impact on the summer precipitation, and can support for
the forecast of climatic disasters.

2. Material and Methods

The daily rain gauge data from the latest version (V3) of surface climatological data
is compiled by the China National Meteorological Information Center. Out of the daily
precipitation data at 114 stations in Sichuan Province from 1979 to 2016, 74 stations are
selected to represent the Sichuan Basin. In addition, we use the monthly mean ERA-Interim
reanalysis data with a horizontal resolution of 1.5◦ × 1.5◦ from 1979 to 2016, including the
specific humidity from 1000 hPa to 300 hPa, horizontal zonal wind, horizontal meridional
wind, geo-potential height, and the corresponding surface pressure.

As shown in Figure 1, the boundary shows the Sichuan province, and the rectangles
outline the Sichuan Basin. The study area is the rectangular area of the Sichuan Basin
(Figure 1), in which the Sichuan Basin has six boundaries. Of these, 1 and 5 are the southern
boundaries; 2 is the western boundary; 3 is the northern boundary; and 4 and 6 are the
eastern boundaries (Figure 1a). The water vapor transport through the southern boundary
of the basin is the sum of the water vapor transport at boundaries 1 and 5, and the water
vapor transport through the eastern boundary is the sum of the water vapor transport at
boundaries 4 and 6. Bounded by 105◦ E, the Sichuan Basin is divided into the eastern basin
and the western basin (Figure 1b). Additionally, boundaries 1, 2, 3, and 4 are defined as
the southern, western, northern, and eastern boundaries of the western basin, respectively;
boundaries 9 and 7 are the southern boundaries of the eastern basin; boundary 4 is the
western boundary of the eastern basin; boundary 5 is the northern boundary of the eastern
basin; and boundaries 6 and 8 are defined as the eastern boundaries of the eastern basin.
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The water vapor transport through the southern boundary of the eastern basin is the sum
of the water vapor transport at boundary 9 and 7. The water vapor transport through the
eastern boundary of the eastern basin is the sum of the water vapor transport at boundary 6
and 8. Along 30◦ N, the Sichuan Basin is divided into the northern basin and the southern
basin (Figure 1c), and both regions have four refined boundaries. Boundaries 1, 2, 3, and 4
are the southern, western, northern, and eastern boundaries of the southern basin; and
boundaries 5, 6, 7, and 8 are the southern, western, northern, and eastern boundaries of
the northern basin. In this study, the total inflow and outflow over the Sichuan Basin (the
eastern, western, northern, and southern basin) are the sum of the inflow and outflow at
the southern, western, northern, and eastern boundaries, and the difference between the
total inflow and outflow is the net budget. The net water vapor budget over the Sichuan
Basin is defined as BT, including the water vapor budgets at the southern (BS), western
(BW), northern (BN), and eastern (BE) boundaries. Here, S, W, N, and E, respectively,
stands for the southern, western, northern, and eastern boundary. The positive (negative)
values of BS, BW, BN, and BE indicate water vapor inflow (outflow) on the boundary of the
region. The variations in summer water vapor inflow and outflow over the Sichuan Basin
and its eastern, western, northern and southern sub-basins, and their relationship with
precipitation are analyzed in the following.

The Equations to calculate the vertically integrated water vapor flux are as follows.
The zonal and meridional water vapor fluxes are calculated as follows:

Qλ = − 1
g

∫ Pt

Ps
qudp (1)

Qϕ = − 1
g

∫ Pt

Ps
qvdp (2)

where Ps is the surface pressure, and Pt is set as 300 hPa; q is the specific humidity, u is
the meridional wind, v is the zonal wind, λ is longitude, ϕ is latitude, and g is the gravity
acceleration. The water vapor transport calculated by the boundary integral is as follows:

Fu =
∫

Qλadϕ (3)

Fv =
∫

Qϕa cos ϕdλ (4)

In this Equation, Fu is the east–west water vapor transport, and Fv is the north–south
water vapor transport.

The regional total water vapor budget is

Ds = ∑ (Fu, Fv) = Fi − Fa (5)

In this Equation, Fi is the total water vapor inflow, and Fa is the total water vapor
outflow.

Correlation and composite analyses are utilized in detecting the relationships between
pairs of variables. The change trend is analyzed by linear trend estimation method and
Student’s t test is used to assess the statistical significance. The summer is the averages of
June, July, and August.
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Figure 1. The boundaries of the Sichuan Basin and the sub-basins. (Map shows the topography of
Sichuan Province, different colors indicate terrain height, units: m. The boundary shows the Sichuan
province, and the rectangles outline the Sichuan Basin. (a) The Sichuan Basin; (b) eastern and western
basin; (c) northern and southern basin).
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3. Results
3.1. Variation Characteristics of the Summer Water Vapor Budget in the Sichuan Basin

As can be seen in Table 1, the summer water vapor flows in from the southern
and western boundaries and flows out through the eastern and northern boundaries of
the Sichuan Basin and the four sub-basins. The amount of outflow through the eastern
boundary is much greater than that through the northern boundary, and thus the eastern
boundary is the main boundary of the water vapor outflow over the Sichuan Basin. The
amount of water vapor inflow from the southern boundary is much greater than that
from the western boundary for all the sub-basins in the Sichuan Basin, except for the
western basin. The total inflow is much greater than the total outflow at the boundaries
of the Sichuan Basin and the four sub-basins, and the net water vapor budget is positive.
Therefore, an obvious water vapor sink is observed in the Sichuan Basin and the four
sub-basins in summer. Comparing the eastern and western basin, except for the inflow
from the western boundary, the water vapor inflow and outflow at each boundary, the
total inflow, the total outflow, and the net budget in the eastern basin are larger than those
in the western basin, indicating that the variation in water vapor budget over the eastern
basin is more significant than that over the western basin. This is closely related to the
unique topography of high and steep mountain ranges on the boundary of the western
basin and the relatively low and gentle mountain ranges on the edge of eastern basin,
and their different interactions with the water vapor from the peripheral circulation. In
comparing the northern and southern basin, the water vapor inflow at the western and
southern boundaries, and the water vapor outflow at the eastern and northern boundaries,
the total inflow and the total outflow are all greater in the southern basin than those in the
northern basin, while the net water vapor budget over the two sub-basins is quite close.

Table 1. The net water vapor transport, total inflow, total outflow, and the net budget at all boundaries
in the Sichuan Basin (the eastern, western, northern and southern basin) in summer (unit: 106 kg s−1).

Region
Water Vapor Budget

BS BW BN BE Inflow Outflow BT

Basin 106.76 59.79 −24.09 −67.63 166.55 −91.72 74.83

eastern 69.06 55.55 −20.32 −67.63 124.61 −87.95 36.66

western 33.88 59.79 −3.32 −55.55 93.67 −58.87 34.8

northern 68.22 28.22 −24.09 −31.01 96.44 −55.1 41.34

southern 70.74 30.6 −30.85 −36.62 101.34 −67.47 33.87

From the inter-annual variation in the water vapor budget at all boundaries of the
Sichuan Basin in summer (Figure 2a), it is found that the water vapor inflow from the
southern and western boundaries of the Sichuan Basin decreases significantly from 1979 to
2016 (significant at the 90% and 95% confidence level, respectively), and the water vapor
outflow through the northern boundary increases (but not significant at the 90% confidence
level), while the water vapor outflow through the eastern boundary decreases significantly
(significant at the 95% confidence level). Moreover, the net budget of the water vapor
over the whole basin also decreases in summer (but not significant at the 90% confidence
level). The decrease in water vapor inflow at the western and southern boundaries is
mostly balanced with the decrease in water vapor outflow at the eastern boundary, while
the increase in water vapor outflow at the northern boundary is the main reason for the
decrease in net water vapor budget in the Sichuan Basin. From 1979 to 2016, the variation
trends of water vapor at all the boundaries of the eastern and western Sichuan Basin are the
same (Figure 2b,c), and the water vapor inflow at their southern and western boundaries
shows a decreasing trend (significant at the 90% and 95% confidence level, respectively).
In both regions, the decline at the western boundary is greater than that at the southern
boundary. The water vapor outflow at the northern boundary shows a weak increasing
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trend (but not significant at the 90% confidence level), while the water vapor outflow at the
eastern boundary obviously decreases (significant at the 95% confidence level). The net
water vapor budget in the eastern and western basin shows a decreasing trend (but not
significant at the 90% confidence level), and the decrease in net water vapor budget in the
western basin is more obvious than that in the eastern basin in summer. In comparison, the
decline in water vapor inflow (outflow) at each boundary in the western basin is weaker
than that in the eastern basin, but the decline in net water vapor budget in the western
basin is greater than that in the eastern basin. In fact, the decrease in water vapor inflow
at the western and southern boundaries is largely balanced with the decrease in water
vapor outflow at the eastern boundary, and the increase in water vapor outflow at the
northern boundary is the main reason for the decrease in net water vapor budget in the
eastern and western basin. In the summers of 1979–2016, the water vapor inflow at the
southern boundary exhibits a decreasing trend (but not significant at the 90% confidence
level). Meanwhile, the water vapor inflow at the western boundary exhibits a significant
decreasing trend in the northern basin (significant at the 99% confidence level), and the
decrease in water vapor inflow at the western boundary is larger than that at the southern
boundary. The water vapor outflow shows an increasing trend at the northern boundary
(but not significant at the 90% confidence level) and an obviously decreasing trend at the
eastern boundary (significant at the 99% confidence level) (Figure 2d). For the southern
basin (Figure 2e), the water vapor inflow at the southern boundary shows a decreasing
trend (significant at the 90% confidence level), and the inflow at the western boundary also
shows a decreasing trend (but not significant at the 90% confidence level). The decrease in
water vapor inflow at the southern boundary is larger than that at the western boundary.
The water vapor outflow at the northern and eastern boundaries shows a decreasing
trend (but not significant at the 90% confidence level), and the water vapor outflow at the
eastern boundary decreases more strongly than that at the northern boundary. It is worth
noting that the decline in water vapor inflow at the western boundary of the northern
basin is greater than that in the southern basin; the decline in water vapor inflow at the
southern boundary is weaker than that in the southern basin, and the decline in water
vapor outflow at the eastern boundary of the northern basin is significantly greater than
that in the southern basin. In summer, the net water vapor budget increases slightly in
the northern basin (but not significant at the 90% confidence level) but decreases in the
southern basin (significant at the 90% confidence level).
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Figure 2. Inter-annual variation of water vapor inflow and outflow and net water vapor budget at
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each boundary of the Sichuan Basin in summer ((a) the Sichuan Basin, (b) eastern basin, (c) western
basin, (d) northern basin, and (e) southern basin; S, W, N, and E indicate the southern, western,
northern, and eastern boundaries, respectively; unit: 106 kg s−1. The thin lines indicate linear trends,
the solid and dashed lines show positive and negative trends, respectively).

3.2. Spatio-Temporal Variation of Summer Precipitation in the Sichuan Basin

Sichuan is located in the subtropical climate zone. It is mainly composed of the
Western Sichuan Plateau in the west and the Sichuan Basin in the east. The meteorological
and geological conditions are complex and diverse, with high incidence of natural disasters,
resulting in serious losses and wide impact. Due to the special geographical location and
significantly different topography, as well as the alternating influence of different monsoon
circulations, a unique regional climate type is formed, with significantly different and
various variations of precipitation, and the causes are complex. As shown in Figure 3,
the summer precipitation in Sichuan province is mainly over the Sichuan Basin, and
there is more precipitation in the western basin than in the eastern basin, while there is
less precipitation in the Western Sichuan Plateau. Moreover, there are three centers of
precipitation maxima in the Sichuan Basin, which are located in the northwest of the basin
(centered around Beichuan) with the summer precipitation of 765 mm, in the northeast of
the basin (centered around Wanyuan) with the summer precipitation of 672 mm and in the
southwest of the basin (centered around Ya’an) with the summer precipitation of 960 mm.
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Figure 3. Spatial distribution of summer mean precipitation in the Sichuan from 1979 to 2016 (shadow;
unit, mm; black circles are representative stations of the three precipitation centers in the basin).

In addition, the southern margin of the Western Sichuan Plateau is also a relative
center of precipitation maxima. The locations of the three precipitation centers are closely
related to the topography. Ya’an, in the southwestern basin, has the largest precipitation,
known as the “sky leakage”, followed by Beichuan in the northwestern basin and Wanyuan
in the northeastern basin. The large precipitation is mainly distributed along the southwest,
northwest, and northeast transition areas at the junction of the Sichuan Basin and its
surrounding mountains in the western and northern basin.

Figure 4 shows the temporal variation of precipitation at the representative stations
of the three precipitation centers in the Sichuan Basin from 1979 to 2016. The summer
precipitation in the Sichuan Basin shows a decreasing trend from 1979 to 2016, with a
decrease of 18.87 mm 10a−1 (significant at the 90% confidence level); the summer precipi-
tation in Beichuan in the northwestern basin shows a decreasing trend, with a decrease
of 50.25 mm·10a−1; the summer precipitation in Wanyuan in the northeastern basin also
displays a decreasing trend, with a decrease of 36.57 mm 10a−1. The summer precipi-
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tation in Ya’an in the southwestern basin presents a decreasing trend, with a decrease
of 21.42 mm 10a−1 (but not significant at the 90% confidence level). In comparison, the
decreasing trend of summer precipitation is the most obvious in Beichuan, followed by
Wanyuan, and it is the weakest in Ya’an.
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Figure 4. Inter-annual variation of summer precipitation at the three representative stations with
large precipitation in the Sichuan Basin from 1979 to 2016. ((a) the Sichuan Basin, (b) Beichuan,
(c) Wanyuan, and (d) Ya’an. The thin lines indicate linear trends.).

3.3. Relationship between the Summer Precipitation and Water Vapor Budget in the Sichuan Basin
3.3.1. Correlation Analysis

As shown in Table 2, the summer precipitation in the Sichuan Basin is significantly
positively correlated with the water vapor inflow at the southern boundary of the basin
(eastern, western, northern, and southern basin) and the net water vapor budget in the
same period, and negatively correlated with the water vapor outflow at the northern and
eastern boundaries of the basin (the eastern and northern basin) in the same period. In
addition, the water vapor inflow from the southern boundary plays a key role for the
summer precipitation in the whole basin and its sub-basins, followed by the water vapor
outflow at the northern boundary. The water vapor outflow through the northern boundary
makes a more important impact in the eastern basin than that in the western basin. The net
water vapor budget in the whole basin as well as the eastern, western, and northern basin
has a great impact on the summer precipitation over the basin. The summer precipitation in
Beichuan has a significant positive correlation with the water vapor budget at the southern
boundary of the basin (four sub-basins) in the same period and a significant negative
correlation with the water vapor budget at the northern boundary. Except for the northern
basin, the influence of water vapor budget at the northern boundary is greater than that at
the southern boundary. Moreover, it is also positively correlated with the net water vapor
budget of the basin (the eastern, western, and northern basin) in the same period. The
summer precipitation in Ya’an has a positive correlation with the water vapor budget at the
southern boundary of the basin (four sub-basins) and a negative correlation with the water
vapor budget at the northern boundary (the eastern, northern, and southern basin). The
influence of the water vapor budget over the eastern basin on the precipitation in Ya’an is
greater than that over the western basin, the influence of the water vapor budget at the
southern boundary of the northern basin is greater than that at the northern boundary,
and the influence of water vapor budget at the northern boundary of the southern basin is
greater than that at the southern boundary. The summer precipitation in Wanyuan has a
significant positive correlation with the water vapor budget and net water vapor budget at
the southern and western boundaries of the basin (four sub-basins) in the same period, a
significant negative correlation with the water vapor budget at the eastern boundary, and a
negative correlation with the water vapor budget at the northern boundary of the southern
basin. In comparison, the influence of the net water vapor budget in the western basin is
greater than that in the eastern basin, and the influence of the net water vapor budget in the
northern basin is greater than that in the southern basin. The influence of the water vapor
budget at each boundary is greater in the southern basin than that in the northern basin.
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Table 2. Correlation Coefficients of the summer precipitation in the Sichuan Basin and at the
three precipitation centers with the water vapor budget in the same period from 1979 to 2016.
(**** represents passing the 99.9% confidence level, *** represents passing the 99% confidence level,
** represents passing the 95% confidence level, and * represents passing the 90% confidence level).

Water Vapor Budget RSichuan Basin RBeichuan RYaan RWanyuan

BS 0.686 **** 0.601 **** 0.349 ** 0.654 ****
BW 0.235 0.056 0.037 0.471 ***

Sichuan BN −0.423 *** −0.684 **** −0.369 ** −0.111
basin BE −0.291 * −0.081 −0.057 −0.56 ****

BT 0.614 **** 0.34 ** 0.22 0.468 ***

BS 0.715 **** 0.635 **** 0.38 ** 0.629 ****
BW 0.227 0.055 0.034 0.511 ****

eastern BN −0.412 *** −0.68 **** −0.395 ** −0.12
basin BE −0.291 * −0.081 −0.057 −0.56 ****

BT 0.566 **** 0.295 * 0.143 0.377 **

BS 0.599 **** 0.518 **** 0.29 * 0.63 ****
BW 0.235 0.056 0.037 0.471 ***

western BN −0.311 * −0.582 **** −0.246 0.002
basin BE −0.227 −0.055 −0.034 −0.511 ****

BT 0.587 **** 0.3 * 0.27 0.488 ***

BS 0.666 **** 0.747 **** 0.435 *** 0.468 ***
BW 0.232 0.063 0.053 0.377 **

northern BN −0.423 *** −0.684 **** −0.369 ** −0.111
basin BE −0.313 * −0.16 −0.122 −0.503 ***

BT 0.672 **** 0.391 ** 0.257 0.469 ***

BS 0.631 **** 0.537 **** 0.307 * 0.671 ****
BW 0.205 0.027 0.012 0.49 ***

southern BN −0.556 **** −0.752 **** −0.421 *** −0.349 **
basin BE −0.253 −0.012 −0.002 −0.567 ****

BT 0.302 * −0.01 0.034 0.346 **

From the above demonstration, the impact of the water vapor budget at the southern
boundary on the summer precipitation in the Sichuan Basin is the greatest, followed by the
northern boundary, and it is also closely related to the regional net water vapor budget.
For the precipitation in Beichuan, in the northern basin, the water vapor budget at the
southern boundary makes influence on it most significantly, followed by the northern
boundary, while the influence of the water vapor budget in other sub-basins are all the
most significant at the northern boundaries. For the precipitation in Ya’an, the influence of
water vapor budget is the greatest at the northern boundaries of the eastern, southern, and
whole basin and at the southern boundaries of the western and northern basin. For the
precipitation in Wanyuan, the impact of water vapor budget at the eastern boundary is the
greatest in the northern basin, while in the whole basin and the other parts of the basin, the
impact is the greatest at the southern boundaries.

3.3.2. Composite Analysis

Five wet summers (summer precipitation is greater than 650 mm; 1981, 1984, 1988,
1998, and 2013) and five drought summers (summer precipitation is less than 450 mm;
1994, 1997, 2004, 2006, and 2011) in the Sichuan Basin are selected for composite analysis to
discuss the differences in summer water vapor inflow, outflow and budget in the Sichuan
Basin between the wet and drought years.

As seen in Table 3, the water vapor inflow at the southern and western boundaries,
the water vapor outflow at the northern and eastern boundaries, and the total inflow,
total outflow, and net water vapor budget in the wet summers in the Sichuan Basin are
much greater than those in the drought summers. Between the wet summers and drought
summers, for the whole basin, the difference in the water vapor inflow is the largest at
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the southern boundary, followed by the water vapor outflow at the eastern and northern
boundaries, and the difference in the water vapor inflow at the western boundary is the
least; for the four sub-basins, the difference in the water vapor inflow is the greatest at the
southern boundary. The difference in the water vapor outflow is the least at the northern
boundaries of the eastern and western basin and at the western boundaries of the northern
and southern basin. Out of the four sub-basins, the difference in water vapor inflow
between the wet and drought summers at the southern boundary is the greatest in the
northern basin, followed by that in the southern and eastern basin, and that in the western
basin is the least.

Table 3. The water vapor flux, total inflow, total outflow, and net budget at each boundary of the
Sichuan Basin in the wet and drought summers (unit: 106 kg s−1).

Region Summers
Water Vapor Budget Region

BS BW BN BE Inflow Outflow BT

Sichuan wet 713.4 272.7 −248.4 −331.5 986.1 −579.9 406.2

basin drought 374.4 213.3 −138.3 −129 587.7 −267.3 320.4

eastern wet 480.9 248.4 −194.7 −331.5 729.3 −526.2 203.1

basin drought 254.7 152.4 −116.7 −129 407.1 −245.7 161.4

western wet 211.5 272.7 −47.4 −248.4 484.2 −295.8 188.4

basin drought 99.9 213.3 −25.5 −152.4 313.2 −177.9 135.3

northern wet 513.3 136.2 −248.4 −167.1 649.5 −415.5 234

basin drought 262.2 103.8 −138.3 −53.1 366 −191.4 174.6

southern wet 452.4 129.6 −251.7 −164.4 582 −416.1 165.9

basin drought 234 106.2 −117.3 −75.9 340.2 −193.2 147

The water vapor transport, especially the water vapor inflow at the southern boundary,
plays a dominant role in the summer precipitation over the Sichuan Basin. To a great extent,
the amount of water vapor flux determines whether it is a wet year or a drought year
in the Sichuan Basin, especially the water vapor inflow at the southern boundary of the
northern basin.

By analyzing the water vapor flux, the source and path of water vapor over the Sichuan
Basin can be learned. For the wet summers in the Sichuan Basin (Figure 5a), over the sea
east of Philippines and north of East Indonesia–Papua New Guinea (120–180◦ E, 0–10◦ N),
there are consistent easterly airflows, the area (120–170◦ E, 10–20◦ N) is dominated by an
anticyclone, the area (130–160◦ E, 20–35◦ N) is dominated by an obvious cyclone, and the
area (60–85◦ E, 5◦–30◦ N) is dominated by a weak cyclone. Over southern and eastern China,
there is an anomalous divergence of water vapor. The vast region east of the Tibet Plateau,
including the Sichuan Basin, is dominated by southerly airflows. Due to the terrain of the
nearly north–south steep slope east of the Tibet Plateau and the block of nearly east–west
mountains in the north of the basin, the anomalous water vapor convergence extends from
the whole Sichuan Basin to the south of the Western Sichuan Plateau, which is conducive
to precipitation in the Sichuan Basin. On the contrary, in the drought summers (Figure 5b),
over the sea (120–180◦ E, 0–10◦ N), there are consistent westerly airflows, the area (120–160◦

E, 10–25◦ N) is dominated by a cyclone, and the area (60–90◦ E, 5◦ S–20◦ N) is dominated
by an anticyclone. There are convergence anomalies of water vapor in southern and eastern
China. The vast region east of the Tibet Plateau, including the Sichuan Basin, is dominated
by easterly airflows. There is an anomalous water vapor divergence over the Sichuan
Basin and its surroundings, leading to less precipitation in the basin. It shows that the
anomalous southerly (easterly) airflow and water vapor convergence (divergence) persist
in wet (drought) summers in the Sichuan Basin, and the anomalous water vapor divergence
(convergence) is maintained in southern and eastern China.
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the water vapor divergence (shaded; unit: 10−5 kg m−2 s−1) in (a) wet summers and (b) drought
summers in the Sichuan Basin.

Moreover, in the drought summers, the water vapor transport and convergence in
eastern and southern China are strong and link to the strong water vapor convergence over
the South China Sea at low latitudes. In the wet summers, the water vapor divergence
is located south of the basin at low latitudes, which is broken from the water vapor
convergence over the South China Sea. Therefore, the amount of summer precipitation
in the Sichuan Basin is closely related to the circulation anomalies over the key sea area
east of Philippines and north of East Indonesia–Papua New Guinea (120–180◦ E, 0–10◦ N),
and the circulation anomalies to the north of the key area. When there is a consistent
easterly airflow in the key sea area and an anticyclonic circulation to its north (120–170◦ E,
10–20◦ N), the corresponding descending motion over it is enhanced. The significant
easterly wind anomaly over the equatorial western Pacific extends westward, which helps
the warm and humid airflow at low latitudes travel to the Sichuan Basin and increases
the water vapor inflow at the southern boundary of the Sichuan Basin. As the Sichuan
Basin is located in the convergence zone of water vapor, it favors summer precipitation,
and vice versa.

The summer precipitation in the Sichuan Basin is closely related to the anomalies of
the regional water vapor budget and convergence. The atmospheric circulation anomaly
is the direct reason for the anomalies of water vapor and precipitation in summer over
the Sichuan Basin. What is the circulation anomaly that causes the anomalies of water
vapor and precipitation in summer over the Sichuan Basin? We analyze the characteristics
of the atmospheric circulation in the wet and drought summers in the following. From
the difference in composite circulation fields between the wet summers and drought
summers in the Sichuan Basin, it is shown that there is more water vapor transported
by the easterly wind (Figure 6a) near the equator at 700 hPa, which causes the water
vapor to continuously travel westward from the South China Sea and the western Pacific
regions. Part of the warm and humid air moves along the western edge of subtropical
high and turns into southwesterly wind to transport the water vapor to the Sichuan Basin.
Another part transports to the west and converges with the warm and humid flow in the
Bay of Bengal. Influenced by the anomalous anticyclone above the area from the south
of the plateau to the Bay of Bengal, part of the water vapor turns around and follows
the anticyclonic circulation to transports along the southern edge of the plateau into the
Sichuan Basin. As for the 850 hPa geo-potential height (Figure 6b), the low pressure trough
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east of Baikal Lake is obviously strong. Over the sea east of Philippines and north of East
Indonesia–Papua New Guinea (135–175◦ E, 10–20◦ N), there is a significantly positive
anomaly, which indicates that, when the anticyclonic circulation over the ocean east of
Philippines is anomalously strong, the corresponding descending motion over the region
is enhanced. A significant easterly wind anomaly exists over the equatorial western Pacific
region and extends westward, which helps the humid and warm flow at low latitudes
transport to the Sichuan Basin, leading to the increase in water vapor inflow at the southern
boundary and the increase in summer precipitation in the Sichuan Basin. It is consistent
with the water vapor flux shown in Figure 5. The configuration of 700 hPa wind field
and 850 hPa geo-potential height field is the main reason for the variations in water vapor
budget and precipitation in summer in the Sichuan Basin.
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4. Conclusions

Using many statistical and diagnostic methods, this study employed the daily pre-
cipitation data from the meteorological stations in Sichuan, and the monthly averaged
ERA-Interim reanalysis data to study the variation characteristics of summer water va-
por budget and its relationship with the precipitation in the Sichuan Basin. The main
conclusions are as follows.

The summer water vapor flows in from the southern and western boundaries and
flows out at the eastern and northern boundaries in the Sichuan Basin and the four sub-
basins. As the main boundary of water vapor outflow, the amount of water vapor outflow
at the eastern boundary is much larger than that at the northern boundary. Except for the
western basin, where the water vapor inflow at the western boundary is the largest, the
water vapor inflow is the largest at the southern boundaries in the other sub-basins. From
1979 to 2016, the water vapor inflow from the southern and the western boundaries of the
Sichuan Basin and its sub-basins to Sichuan Province decreased significantly, as well as the
water vapor outflow through the eastern boundary. Except for the southern basin, all the
outflows through the northern boundaries increased; except for the northern basin, the net
water vapor budget showed a decreasing trend in summer.
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There are three large-value centers of the summer precipitation over the Sichuan
Basin located in Beihuan, Wanyuan, and Ya’an, respectively, and Ya’an has the largest
precipitation. The summer precipitation shows a significantly positive correlation with
both the water vapor inflow from the southern boundary and the net budget in the Sichuan
Basin and a negative correlation with water vapor outflow at the northern boundary
in the same period. For the whole Sichuan Basin and its four sub-basins, the southern
and northern boundaries are the most important boundaries for summer precipitation.
Relatively, the influence of water vapor budget at all the boundaries in the eastern basin
on the precipitation is greater than that in the western basin, while the influence is greater
in the northern basin than that in the southern basin. By comparing the three centers
with large precipitation values, it is found that the influence of outflow at the northern
boundaries on the summer precipitation in Beichuan and Ya’an is the greatest, and the
inflow at the southern boundary impacts the precipitation in Wanyuan the most greatly.

In the wet summers of the Sichuan Basin, the water vapor inflow from the southern
and western boundaries, the total water vapor inflow, the outflow at the northern and
eastern boundaries, and the total water vapor outflow are significantly larger than those
in the drought summers, as well as the net budget. The difference in water vapor inflow
between the wet summers and drought summers are greatest at the southern boundary
of the northern basin. The water vapor flux in summer, especially the water vapor inflow
at the southern boundary, plays a dominant role in summer precipitation over the basin.
To some extent, the summer water vapor in the Sichuan Basin, especially the water vapor
inflow from the southern boundaries of the northern basin, decides whether the summer is
wet or dry. The impact of water vapor inflow from the southern boundary of the northern
basin plays a particularly significant role.

The summer precipitation in the Sichuan Basin is not only directly related to the
regional circulation and water vapor transport in eastern China and the Sichuan Basin, but
also closely related to the atmospheric circulation over the key area of air–sea interaction
in the tropics. It reveals that, under the complex topography on the east side of the Tibet
Plateau, the spatio-temporal distribution of precipitation in the Sichuan Basin is the result
of the new mechanism of multi-scale interactions between the unique topography of the
Sichuan Basin and the different water vapor transports at low latitudes. When there are
easterly (westerly) airflows east of the Philippines and north of East Indonesia–Papua
New Guinea (120–180◦ E, 0–10◦ N) and an anticyclonic (cyclonic) circulation in the north,
the anomalous southerly (easterly) airflow and water vapor divergence (convergence)
maintain in the key region of the eastern and southern China. Meanwhile, due to the
complex topography of the plateau and basin, the anomalies of regional water vapor
budget and divergence in the Sichuan Basin is caused, and the anomalous southerly
(easterly) airflow and water vapor convergence (divergence) maintain in the basin, which
is prone (not prone) to the low-latitude warm and humid air transporting to the basin,
resulting in the increase (decrease) of water vapor inflow at the southern boundary of the
basin and more (less) summer precipitation in the basin.

In generally, in the context of global climate change, the water vapor inflow at the
western and southern boundaries of Sichuan Basin has decreased significantly in the past 38
years, and the summer precipitation in the basin also has a decreasing trend. The decrease
in net water vapor budget in the Sichuan basin has led to a shortage of water resources,
which has affected all aspects of social economy and people’s lives in Sichuan. Under
the influence of global warming, accelerated urbanization, and abnormal atmospheric
circulation, the reduction in water vapor budget in the basin may be more obvious in the
future, and so the water resources problem in the Sichuan Basin deserves more attention.
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Abstract: Changes in the surface fluxes cause changes in the annular flow field over a region, and
they affect the transport of water vapor. To study the influence of the changes in the surface flux
on the water vapor transport in the upper layer in the canyon area of southeastern Tibet, in this
study, the water vapor transport characteristics were analyzed using the HYSPLIT_v4 backward
trajectory model at Danka and Motuo stations in the canyons in the southeastern Tibetan Plateau
from November 2018 to October 2019. Then, using ERA-5 reanalysis data from 1989 to 2019 and
the characteristics of the high-altitude water vapor transportation, the impact of the surface flux
changes on the water vapor transportation was analyzed using singular value decomposition (SVD).
The results show that the main sources of the water vapor in the study area were from the west
and southwest during the non-Asian monsoon (non-AMS), while there was mainly southwest
air flow and a small amount of southeast air flow in the lower layer during the Asian monsoon
(AMS) at the stations in southeastern Tibet. The water vapor transmission channel of the westward
airflow is higher than 3000 m, and the water vapor transmission channel of the southwestward and
southeastward airflow is about 2000 m. The sensible heat and latent heat are negatively correlated
with water vapor flux divergence. The southwest boundary of southeastern Tibet is a key area
affecting water vapor flux divergence. When the sensible heat and latent heat exhibit downward
trends during the non-Asian monsoon season, the eastward water vapor flux exhibits an upward
trend. During the Asian monsoon season, when the sensible heat and latent heat in southeastern Tibet
increase as a whole, the eastward water vapor flux in the total-column of southeastern Tibet increases.

Keywords: surface fluxes; HYSPLIT_v4 model; water vapor transport; singular value decomposition

1. Introduction

The Tibetan Plateau (TP) is located in Southwestern China. It is the highest plateau in
the world. It is known as the third pole of the Earth and is also the source area of many
rivers [1–4]. For the same troposphere height in summer, the moisture content over the
plateau is much higher than that in the other surrounding areas. The sensible heating
of the plateau is an important reason for the abrupt change in the East Asian circulation,
which plays an important role in modulating the East Asian monsoon [5–10]. Ye [11]
pointed out that the southeastern part of the plateau is an exceedingly high humidity
center in summer compared with the surrounding areas. The plateau serves the function
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of transferring the water vapor from the south to the east, and the strength of this effect
directly affects the drought and flood conditions in the middle and lower reaches of the
Yangtze River [11–14]. Previous studies have also shown that the southeastern part of
the plateau is a high value center of the total water vapor in summer [15–19]. Qu and
Zhang [19] studied the distribution of the summer water vapor flux field in East Asia and
concluded that there are three water vapor transport channels in East Asia in July. The first
is from the Bay of Bengal and the east coast of India to China; the second is from Southern
and Southeastern China to Eastern China; and the third channel trends east-west, from East
Asia to China [19]. Therefore, it is crucial to study the surface flux and its influence on the
water vapor transport in the southeastern part of the plateau to gain a better understanding
of the land–atmosphere interactions and their influence on the high-increasing water vapor
transport on the plateau.

In recent years, the Lagrangian method has been gradually applied to the study of
water vapor transport. Massacand et al. inferred the mesospheric humidity source of heavy
precipitation on the southern side of the Alpine area by examining the specific humidity
along the back trajectories [20]. Bertò et al. used the Lagrangian trajectory model (i.e., the
HYSPLIT model) to analyze the water vapor source during a heavy precipitation event in
Trentino, Italy, in 2002 [21]. They found that the main water vapor channel was transported
from subtropical Africa to Trentino through the Mediterranean. James et al. investigated
the change in the net water along a large number of backward trajectories to identify the
water source in the flooded areas of the Elbe River in August 2002 [22]. Sodemann and
Stohl [23] employed the recently developed Lagrangian moisture source diagnostic of
Sodemann et al. [24] to determine the seasonality of moisture sources for all of Antarctica
over a 5-year period. Previous studies indicate that the moisture source and transport path
can change rapidly during a precipitation event [25,26]. Using the Lagrangian method,
Jiang et al. (2013) studied the characteristics of the moisture contributions during the
boreal summer over the Yangtze River valley (YRV) [27]. Chu et al. (2021) focused on the
effect of water vapor transport processes on the variations in the seasonal mean rainfall
over East China [28]. Chen and Luo (2018) used the Lagrangian model to explore the
paths and sources of the water vapor carried to Southern China (SC) during the pre-flood
season [29]. Moreover, based on a Lagrangian model, Sun and Wang (2014) quantitatively
calculated the water vapor transport from every water vapor source to Eastern China
during 2000–2009 [30].

The progress in meteorology research on the TP depends to a large extent on the devel-
opment of various data about the plateau. With the launch of the three Field Observation
Experiments of Atmospheric Science on the Tibetan Plateau, the research data about the
plateau have been gradually improved [31–34]. In addition, it has been reported that even
along the same latitudinal belt, the atmospheric circulation patterns [35] and the surface
heat fluxes [36–38] regulating the moisture transport to the western TP are different from
those of the eastern TP. The canyon area in southeastern Tibet is an important channel for
water vapor transport from the Bay of Bengal to the south of the plateau to mainland China.
The heat flux anomaly over the plateau affects the vertical movement and convergence and
divergenceover the plateau, which leads to anomalies in the height field and wind field in
East Asia [18]. The changes in the surface flux cause the changes in the annular flow field
over the region, and they affect the water vapor transport. To study the influence of the
changes in the surface flux on the water vapor transport in the upper layer, the singular
value decomposition (SVD) method was used to analyze the correlation between the water
vapor flux divergence field and the surface heat fluxes fields and to separate multiple
coupling modes from the two element fields to the greatest extent possible to reveal the
temporal and spatial relationships between the water vapor flux divergence field and the
surface heat flux fields.

In this study, the water vapor transport characteristics were analyzed using the Hybrid
Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)_v4 backward trajectory model
at Danka and Motuo stations in the canyons in the southeastern TP from November 2018 to
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October 2019. The contribution rates of the different water vapor paths were quantitatively
analyzed to further deepen our scientific understanding of the water vapor transport paths
on the TP. Then, using ERA-5 reanalysis data and the characteristics of the high-altitude
water vapor transport, the impact of the changes in the surface fluxes on the water vapor
transport was analyzed using SVD. The results help reveal the source of the water vapor
and the mechanism by which the Earth-atmosphere interactions influence the water vapor
transport on the TP.

2. Data and Methods
2.1. Study Area

The study area was the canyon area in the southeastern TP, and the research stations
were Danka Station (29.89◦ N, 95.68◦ E, a.s.l. (above sea level) 2701 m) and Motuo Station
(29.31◦ N, 95.32◦ E, a.s.l. 1154 m). Danka station is located in the northwestern part of
Bomi County, Nyingchi City, Tibet Autonomous Region, on the southern bank of the
Palongzangbo River Valley, and the underlying surface is mainly grassland. Motuo Station
is located in the lower reaches of the Yarlung Zangbo River, Motuo County, and the
underlying surface is mainly grassland. The topography of the observation area and the
distribution of observation sites are shown in Figure 1.
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2.2. Data

(1) The global data assessment system (GDAS) data were obtained from the National
Centers for Environmental Prediction (NCEP) of the United States (https://www.
ready.noaa.gov/gdas1.php, accessed on 8 September 2020). The data were stored as
5 weeks for each month. The horizontal resolution of the data is 1◦ × 1◦.

(2) The NCEP/NCAR reanalysis data were obtained from the NCEP of the United States.
We used the air temperature (air), u wind speed (uwnd), v wind speed (vwnd), and
relative humidity (Rhum) data as the input for HYSPLIT_v4, and the horizontal
resolution of the data is 2.5◦ × 2.5◦ (https://psl.noaa.gov/data/gridded/data.ncep.
reanalysis.html, accessed on 10 May 2020).

(3) The variables used in the reanalysis of the ERA-5 data (https://www.ecmwf.int/en/
about/media-centre/science-blog/2017/era5-new-reanalysis-weather-and-climate-data,
accessed on 18 October 2020) from the European Center for Medium Range Weather
Forecasts (ECMWF) are the sensible heat flux (SSHF), the latent heat flux(SLHF), water
vapor flux divergence integral (VIMDF, the vertical integral of the moisture flux is
the horizontal rate of flow of moisture, per meter across the flow, for a column of
air extending from the surface of the Earth to the top of the atmosphere), and the
monthly mean water vapor flux from north to east. The horizontal resolution of the
data is 0.1◦ × 0.1◦. The time range of the data used in this study is from 1989 to 2019.
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2.3. Water Vapor Transport Trajectory Model (HYSPLIT_v4)

The HYSPLIT_v4 model is a professional model for calculating and analyzing the
transport and diffusion trajectories of air pollutants. It was jointly developed by the Air
Resources Laboratory of the National Oceanic and Atmospheric Administration (NOAA)
of the United States and the Australian Meteorological Service in the past 20 years [39,40].
The HYSPLIT_v4 model is a mixed Eulerian-Lagrangian model, in which the Lagrangian
method is used for the advection and diffusion. The model is usually used to track the
movement direction of the particles or gas carried by the airflow, and it can be used to
forecast the wind situation in real time, to analyze precipitation, and to study the trajectory.
In this study, the HYSPLIT_v4 model was used to simulate the water vapor transport
from November 2018 to October 2019 at Danka and Motuo stations in the canyon area
of southeastern Tibet, and the water vapor transport trajectory was studied. The model
uses 11-day backward water vapor transport trajectory simulation, and the top height of
the model is 10 km. The characteristics of the water vapor trajectories in different seasons
were obtained.

2.4. Singular Value Decomposition (SVD) Method

The SVD method is based on the maximum covariance between two element fields. It
is an effective diagnostic analysis method for studying the correlation structure of two fields.
It is suitable for climate diagnostic analysis and for studying the teleconnections between
large-scale meteorological fields. Compared with typical correlation analysis methods, the
singular value decomposition method can maximally separate the independent coupling
distribution patterns of the two meteorological fields. These distribution patterns reveal the
spatial relationship and the temporal correlation between the two meteorological fields in
order to determine the real teleconnection pattern and the key area of influence. From the
spatial distribution pattern of the modal anisotropy correlation, we found the large value
region of anisotropy correlation coefficient in the left and right fields, which represents the
key region of the interactions between the left and right fields. The anisotropy correlation
coefficients between the two meteorological element fields can be used to analyze their
relationship. The Monte Carlo method was used to test the significance of the SVD results.

3. Results Analysis
3.1. Water Vapor Transport Trajectories in the Canyon Area in Southeastern Tibet

Figure 2 shows the water vapor transport track at Danka Station and Motuo Station
during the non-Asian monsoon season (non-AMS) (i.e., spring) for 11 days (the map
projection is the Lambert projection). The northwest air flow is the main water vapor
source at the two stations in the non-AMS. Seven percent of the water vapor at Danka
Station came from the northeastern part of the Pacific Ocean, passed over Canada, passed
over the Arctic Ocean, turned to the northwest over the Norwegian Sea, and reached Danka
Station. Similarly, Motuo Station received a small amount of water vapor from the northern
Pacific, 25% from India, 40% from the northwest path, and 32% from the nearby area to
the west. Compared with the spring atmospheric circulation pattern on the TP, strong
westerlies occurred to the south of the plateau during spring and were the main water
vapor transport channels in the southeastern gorge area of Tibet. The high terrain of the
plateau affected the wind flow around this latitude, forming a pattern characterized by a
southern trough and a northern Ridge. The northwestward air flow of the northern ridge
delivered about 40% of the water vapor to southeastern Tibet during the non-AMS. Based
on the height of the water vapor transmission channels, the water vapor transmission
channel in the southwest was below 3000 m, while the water vapor transmission channel
in the west and the northwest water vapor transport height reached 4500 m.

Compared with the sources of water vapor transport during the non-AMS (spring),
and the main water vapor source path of the two stations came from the southwest air
flow (Figure 3). During the Asian monsoon season (AMS) (i.e., summer), 20% of the water
vapor at Danka Station came from the northwest path and 80% came from the southwest,
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mainly from the Arabian Sea and the Bay of Bengal, whereas almost all of the water vapor
at Motuo station came from the Arabian Sea. The height of the water vapor transmission
path between the two stations through the Bay of Bengal was less than 1500 m. During this
period, the South Asian Monsoon prevailed on the plateau, and the southwest winds at
this time made a major contribution to the water vapor transport from the Bay of Bengal to
this area, forming a main water vapor transport channel over southeastern Tibet and into
inland China.
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The water vapor transport in the canyon area of the southeastern TP is closely related
to the Asian monsoon climate. Correlation analysis was conducted between the water
vapor transport path and the circulation field, ground heating, and water vapor flux during
the non-AMS and AMS in order to determine the mechanism by which the monsoon
climate affects the water vapor transport path in the canyon area of the southeastern TP.
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3.2. Effect of Surface Fluxes on Water Vapor Transport
3.2.1. Relationship between Sensible Heat Flux and Water Vapor Flux Divergence in the
Canyon Area of Southeastern Tibet

Based on the results of the water vapor transport simulation obtained using the
HYSPLIT_v4 backward trajectory model (see Section 3.1), the water vapor transport in the
canyon area of the southeastern TP exhibited significant climate characteristics during the
AMS. In this section, we analyze the spatial relationship of the temporal correlation between
the sensible heat and water vapor flux divergence from the perspective of the variations
in the AMS. The water vapor flux divergence is a very important meteorological factor,
which characterizes the water vapor transport. The SVD method was used to calculate
the correlation coefficient (R) between the first four pairs of singular vector covariance
contributions (SCFs), the cumulative covariance contributions (CSCFs), and the expansion
coefficient. The time span was from 1989 to 2019 (Table 1).

Table 1. SVD results of sensible heat field and water vapor flux divergence field.

Singular
Vector

First Mode Second Mode Third Mode Fourth Mode
CSCF (%)

SCF (%) R SCF (%) R SCF (%) R SCF (%) R

spring 33.25 0.93 16.74 0.91 13.19 0.83 8.39 0.86 80.17
summer 75.35 0.94 11.43 0.93 6.08 0.92 1.64 0.90 94.49
autumn 48.79 0.91 19.57 0.93 8.93 0.84 5.12 0.87 82.41
winter 38.03 0.89 20.66 0.85 12.22 0.82 7.15 0.87 78.06
all year 44.57 0.85 20.58 0.86 10.19 0.80 5.80 0.84 81.13

As can be seen from Table 1, the cumulative covariance contributions of the first four
pairs of the coupling modes of the sensible heat and the water vapor flux divergence
in each season and the whole year were greater than 78%, the covariance contribution
rate of the first two modes was greater than 58%, and it reached 94.49% during the AMS,
indicating that the first two pairs of coupling modes represent most of the characteristics
of the sensible heat field and the water vapor flux divergence. In addition, the first two
modes passed the 95% Monte Carlo test, so in this section, the first two coupling modes
of the sensible heat field and the water vapor flux divergence field in southeastern Tibet
are analyzed.

Figure 4 shows the results of the SVD anisotropy correlation analysis between the
standardized anomaly of the sensible heat field and the standardized anomaly of the water
vapor flux divergence field during the non-AMS. The first mode (Figure 4a,b) shows that
the sensible heat in the southwestern and southwestern parts of southeastern Tibet was
mainly positive. There was a significant negative value on the southern boundary line,
and the values in the central and eastern regions were negative. In the corresponding
water vapor flux divergence field, there was a positive center of the water vapor flux
divergence on the southern boundary of the plateau and a negative region in the west.
Except for the sporadic negative anomaly regions in the eastern, southern, and central
parts of southeastern Tibet, the other regions were positive. Figure 4e,f show that the
correlation coefficient between the sensible heat and water vapor flux divergence of the
first mode is 0.93. There is a significant positive correlation between the sensible heat
flux field and the water vapor flux divergence field. This indicates that during the non-
AMS, when the sensible heat of the western and southwestern parts of the southeastern
Tibet increased (decreased) and the sensible heat of the eastern and central parts of the
southeastern Tibet decreased (increased), the water vapor flux divergence in the eastern
part of Tibet decreased (increased), while it increased (decreased) in the central and eastern
regions. From the second type of modal space, we can see that the sensible heat field was
significantly negative in the Hengduan Mountains on the southeastern part of the TP, and
there was a positive area in the northeast. The negative anomaly area in the northeastern
part of southeastern Tibet corresponded to the water vapor flux divergence, and the rest
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of the areas were in the same positive region. The two large value areas corresponded
to each other. The correlation coefficient between the sensible heat field and the whole
water vapor flux divergence field of the second mode reached 0.91, indicating that when
the sensible heat of the northeast area increased (decreased) during the non-AMS, the
sensible heat in the rest of the areas decreased (increased), the water vapor flux divergence
in the northeastern region decreased (increased), and it increased (decreased) in the rest of
the areas.
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The AMS is the main season for water vapor transport. The results of the SVD analysis
of the sensible heat and the water vapor flux divergence fields during the AMS show that
the cumulative variance contribution of the first four modes of the two fields reached
94.49%, which represents most of the characteristics of the sensible heat and the moisture
flux divergence fields during the AMS (Table 1). The first mode of the SVD analysis
of the summer surface flux field and the moisture flux divergence field shows that the
sensible heat field was a negative region with a uniform type, and there was a significant
negative value region on the southern and eastern boundaries of the plateau (Figure 5a–d).
The whole water vapor flux divergence field was clearly positive in southeastern Tibet.
The correlation coefficient between the sensible heat and the moisture flux divergence
of the first mode was 0.94 during the AMS, indicating that there was a clear positive
correlation between the sensible heat and the water vapor flux divergence fields. That
is, when the sensible heat decreased (increased) during the AMS, the water vapor flux
divergence increased (decreased), and the large negative area on the southern boundary
and the southeast boundary was the key area and affected the whole water vapor flux
divergence during the AMS. The contribution of the second mode’s covariance was 11.43%,
and the significant positive area of the sensible heat field was located in the northern part
of southeastern Tibet. The negative value area was located in the southwest, while the
right field was opposite to this distribution. The correlation coefficient for the sensible
heat and water vapor flux divergence fields was 0.93, exhibiting a positive correlation,
indicating that the sensible heat field in the canyon area of southeastern Tibet increased in
the northeast during the AMS. In addition, when it decreased in the southwest, the water
vapor flux divergence field decreased in the northeast and increased in the southwest. The
time series changes in the sensible heat and the water vapor flux divergence fields of the
first two modes were basically synchronous (Figure 5e,f), and the fluctuation amplitude
was large.

3.2.2. Relationship between the Latent Heat and the Water Vapor Flux Divergence in the
Canyon Area of Southeastern Tibet

In this section, the SVD method is used to investigate the spatial relationship between
the latent heat field and the water vapor flux divergence field. The latent heat field is
the left field, and the water vapor flux divergence field is the right field. The covariance
contribution (SCF), cumulative covariance contribution (CSCF), and correlation coefficient
(R) of the first four pairs of singular vectors in each season were calculated (Table 2).

Table 2. SVD results of latent heat field and water vapor flux divergence field.

Singular
Vector

First Mode Second Mode Third Mode Fourth Mode
CSCF (%)

SCF (%) R SCF (%) R SCF (%) R SCF (%) R

spring 36.98 0.95 20.20 0.86 12.87 0.82 8.85 0.83 78.10
summer 77.46 0.94 9.88 0.93 4.05 0.87 2.25 0.85 93.64
autumn 52.31 0.90 21.15 0.95 8.88 0.91 4.34 0.92 86.68
winter 43.20 0.93 17.11 0.89 12.91 0.93 5.94 0.89 79.15
all year 47.67 0.87 21.13 0.89 8.98 0.82 5.93 0.85 83.71

The cumulative covariance contributions of the first four pairs of coupling modes of
the latent heat flux and the water vapor flux divergence in each season and the whole year
were greater than 78%. The covariance contributions of the first two modes were greater
than 57% and 93.64% during the AMS, respectively. It indicated that the first two pairs of
coupling modes represent most of the characteristics of the latent heat flux and the water
vapor flux divergence field (Table 2). The first two modes passed the 95% Monte Carlo
test, so in this section, the first two coupling modes of the latent heat and water vapor flux
divergence field in southeastern Tibet are analyzed.
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Figure 6a–d shows the results of the SVD analysis of the normalized anomalies of
the latent heat field and the water vapor flux divergence field during the non-AMS. From
spatial distribution of the first mode, we can see that there was a positive region in the
latent heat field, except for in the western region. The remaining areas were negative.
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There were remarkably positive values in the eastern and southern parts of the plateau.
There was a negative value in the western part of the whole water vapor flux divergence
field, and there were sporadic negative anomaly centers in the other areas. The correlation
coefficient between the latent heat field and the water vapor flux divergence field of the
first mode was 0.95, indicating that the two fields had a good positive correlation. That
is, when the latent heat in southeastern Tibet decreased (increased) in the southwestern
and eastern areas and the latent heat increased (decreased) in the west, the water vapor
flux divergence increased (decreased) in the southwest and east and decreased (increased)
in the west. In the second modal spatial distribution, the latent heat field was negative in
the northwest and positive in the southeast, and the negative value of the whole water
vapor flux divergence field was positive in the northeast. That is, when the sensible heat in
southeastern Tibet was weak (strong) in northwest-southeast direction, the water vapor
flux divergence field was strong (weak) in southwest-northeast direction. Based on the
time series curve of the first mode and the second mode of the two fields, the correlations
were 0.95 and 0.86, respectively (Figure 6e,f). The fluctuation trend was basically consistent,
and the first mode time series exhibited an upward trend.

Figure 7a–d show the first mode of the spatial distribution of the latent heat field
and the water vapor flux divergence field in southeastern Tibet during the AMS. It can be
concluded that the latent heat field and the water vapor flux divergence field exhibited
good consistent distributions, and the latent heat field during the AMS was negative. The
significant negative centers were located on the plateau and the eastern and southern
boundaries. The whole water vapor flux divergence field was a positive region. The
positive centers were located in the southern and central parts of southeastern Tibet. The
correlation coefficient for the first mode of the latent heat field and the water vapor flux
divergence field was 0.94 during the AMS. There was a significant positive correlation.
This shows that the water vapor flux divergence increased (decreased) when latent heat
decreased in southeastern Tibet during the AMS. The second modal spatial distribution
pattern was drawn as follows. When the latent heat field in southwestern Tibet increased in
the southwest and decreased in the northeast, the water vapor flux divergence field in the
total-column was reversed. Based on the corresponding time series of the first mode and
the second mode, the change trend was more consistent, and the correlation coefficients
reached 0.94 and 0.93, respectively, exhibiting the same phase of change (Figure 7e,f).

3.2.3. Relationships between the Surface Sensible Heat, Latent Heat, and Northward Water
Vapor Flux

According to the trajectory simulation results of the HYSPLIT_v4 11-day backward
trajectory, the source of the water vapor transport was closely related to the changes in
the atmospheric circulation situation. The source of the water vapor transport was quite
different during the non-AMS and the AMS. During the non-AMS, the water vapor in
southeastern Tibet mainly came from a westward path, while during the AMS, the water
vapor mainly came from a southwestward path, accounting for a relatively small number
of westward paths. Therefore, the surface fluxes and the water vapor flux to the north and
east in winter and summer are discussed in this section. Similarly, the surface sensible heat
flux and the latent heat flux were taken as the left field in the SVD, the water vapor flux to
the north and the water vapor flux to the east were taken as the right field, and the time
period was from 1989 to 2019. The covariance contribution (SCF), cumulative covariance
contribution (CSCF), and correlation coefficient (R) between the expansion coefficients of
the first four pairs of singular vectors are shown in Table 3. The north (east) water vapor
flux refers to the horizontal water vapor velocity of a column of air extending from the
Earth’s surface to the top of the atmosphere. A positive value represents the flux from the
west (south) to the east (north). The mean cumulative variance contribution of the first
mode to the SVD analysis of the surface flux and the northward and eastward vapor fluxes
exceeded 61%. This represents the main characteristics of the relationship between the
two physical quantity fields. The first mode passed the 95% level, so the first mode was
analyzed in this section. The first four pairs of modal results are shown in Table 3.
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ter Vapor Flux 

According to the trajectory simulation results of the HYSPLIT_v4 11-day backward 
trajectory, the source of the water vapor transport was closely related to the changes in 

Figure 7. (a–d) SVD analysis and (e,f) corresponding time series of the latent heat field and the water vapor flux divergence
field in southeastern Tibet in summer. (a) the first mode of the latent heat field; (b) the first mode of water vapor flux
divergence field; (c) the second mode of the latent heat field; (d) the second mode of water vapor flux divergence field;
(e) the first mode; and (f) the second mode. The solid black line is the boundary of the Tibetan Plateau in (a–d). The solid
red line is SSHF time series and the solid blue line is VIMDF time series in (e,f).
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Table 3. SVD Analysis of surface flux and northward water vapor flux in Southeast Tibet.

Singular
Vector

SSHF SLHF

Summer Winter Summer Winter

SCF (%) R SCF (%) R SCF (%) R SCF (%) R

1 68.15 0.83 76.41 0.78 61.89 0.85 78.52 0.80
2 20.82 0.74 13.31 0.78 24.91 0.77 11.70 0.81
3 5.86 0.76 4.66 0.82 6.40 0.79 3.96 0.83
4 2.08 0.84 1.94 0.87 3.03 0.81 1.81 0.82

CSCF (%) 96.90 / 96.32 / 96.23 / 95.98 /

For the first mode of the SVD analysis of the sensible heat and moisture during the
non-AMS (Figure 8a,b), the results show that the sensible heat field was negative in both
the southeast boundary and the southern part of the plateau, and the northern region
was a positive anomaly, which was the key area affecting the northward water vapor flux
during the same period. The northward water vapor flux field was positive, except for in
the western region of the plateau, and the center of the positive anomaly was located in
the central region. The correlation coefficient of the first mode was 0.78, indicating that
there was a positive correlation between the sensible heat and the northward vapor flux.
When the sensible heat increased in northeastern Tibet and decreased in southeastern Tibet
and the southern part of the plateau, the water vapor flux in most parts of the plateau
increased to the north and decreased to the west, and vice versa. From the corresponding
time series (Figure 8e), it can be seen that the overall change trends of the surface flux and
the northward water vapor flux were roughly the same. The fitting degree before 2008 was
worse than that after 2008, and there were large fluctuations in 2009 and 2013.

There was also a significant coupling mode between the latent heat and northward
water vapor flux during the non-AMS (Figure 8c,d). In the first mode, the contribution of
the variance was 78.52%, and the correlation coefficient of the latent heat and the northward
water vapor flux fields reached 0.8. The distribution characteristics of the time series were
similar to those of the sensible heat field. The first mode was similar to the first mode of
the sensible heat and the plateau’s northward moisture flux. The difference is that in the
sensible heat field, the values were negative in northern and northwestern Tibet, while the
northward water vapor flux field moved eastward. However, the whole plateau was still
a positive anomaly, and the western part was negative. The correlation coefficient of the
first mode was 0.8. This shows that when the surface latent heat increased in the western,
central, southern, and eastern parts of the plateau in winter, the northward water vapor
flux increased in most parts of the plateau and decreased in the western part, and vice
versa (Figure 8f).

During the AMS, the relationship between the surface flux field and the northward wa-
ter vapor flux field was more pronounced. There were significant coupling modes between
the sensible and latent heat fluxes and the northward water vapor transport flux during
the AMS, and the correlation coefficients were 0.83 and 0.85, respectively (Figure 9e,f). The
sensible and latent heat flux fields had consistent positive values (Figure 9a,c). The large
values were located in the eastern part of southeastern Tibet and the southern boundary
of the plateau, which were the key areas in which the summer climate influenced the
northward water vapor flux. The northward water vapor flux field was basically positive
on the main part of the plateau, and the area with the largest positive value was in the
southern part of southeastern Tibet. There was a good positive correlation between the
surface sensible and latent heat fluxes and the northward water vapor flux, that is, when
the sensible and latent heat fluxes increased (decreased) in the eastern part of southeast
Tibet and the southern boundary of the plateau during the AMS, the northward water
vapor flux in the main part of the plateau increased, especially in southeastern Tibet, and
decreased in the Himalayas in southern Tibet. It can be seen from the time series diagram
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that the change trend of the surface flux field in southeastern Tibet was consistent with that
of the northward water vapor flux field during the AMS (Figure 9e,f).
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blue line is VIMD time series in (e,f).
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3.2.4. Influences of the Surface Sensible Heat and Latent Heat on the Water Eastward
Vapor Flux

Table 4 shows the contribution rates and correlation coefficients of the first four pairs
of principal component modes of the variance for the SVD analysis of the surface fluxes
and eastward water vapor flux in southeast Tibet. It can be seen that the contribution rate
of the cumulative variance of the first four pairs was greater than 97%, and there was a
significant coupling mode. The analysis period was from 1989 to 2019. Similarly, the first
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mode of the SVD analysis passed the 95% level Monte Carlo test, so the first mode was
mainly analyzed.

Table 4. SVD Analysis of surface flux and eastward water vapor flux in Southeast Tibet.

Singular
Vector

SSHF SLHF

Summer Winter Summer Winter

SCF (%) R SCF (%) R SCF (%) R SCF (%) R

1 83.37 0.77 73.02 0.80 87.85 0.85 72.01 0.79
2 11.22 0.63 19.55 0.71 7.88 0.74 19.51 0.71
3 2.29 0.79 2.83 0.74 2.12 0.71 3.64 0.89
4 1.68 0.80 2.08 0.79 0.87 0.80 2.31 0.84

CSCF (%) 98.55 / 97.48 / 98.72 / 97.46 /

It can be seen from the time series diagram of the surface fluxes and the eastward water
vapor flux during the non-AMS that the trends of the two-time series were quite consistent
(Figure 10). The sensible heat and eastward water vapor flux exhibited fluctuating upward
trends during the non-AMS, while the latent heat and eastward water vapor flux exhibited
fluctuating downward trends. Figure 10e,f show the first mode of the corresponding time
series of the SVD anisotropy between the surface fluxes and the eastward vapor flux during
the non-AMS. Figure 10a,b show that the surface sensible heat field was negative in the
northwest and positive in the southeast. The negative region was located at the boundary
of the southeast plateau, and the eastward water vapor flux field was consistent as a whole.
The main body of the plateau and the northern part of the plateau were positive. The
high value area was located in the eastern part of Qinghai Province on northern part of
the TP, and the southern part of the Himalayas was a consistent negative value area. The
correlation coefficient between the sensible heat and the first mode of the eastward water
vapor flux was 0.80, indicating that there was a positive correlation between the surface
fluxes and the eastward water vapor flux fields. That is, when the sensible heat increased
in the southeast and decreased in the northwest in the winter, the eastward water vapor
flux increased over the plateau and decreased in the Himalayas, and vice versa.

It can be seen from Figure 10c,d that the latent heat had a good consistency. The
positive high value area was located on the southeastern boundary of the plateau, and
there was a small negative value area in the southeastern part. In the eastward water vapor
flux field, the main body of the plateau and the area to the north were negative value areas,
the high value area was in the Qinghai area on the northeastern part of the TP, and the
positive area was in the southern part of the Himalayas, with a distribution opposite that
of sensible heat field. The correlation coefficient of the first mode of the latent heat flux
and the eastward vapor flux fields reached 0.79, which indicates that when the southeast
latent heat accumulation increased in the southeast, the overall water vapor flux to the east
decreased and that in the Himalaya Mountains increased, and vice versa.

The spatial distribution of the first mode of the SVD analysis of the sensible heat
and latent heat fluxes during the AMS was consistent. In the first mode, the sensible
and latent heat fields in southeast Tibet were positive, and the two large positive areas
were located in southeastern Tibet (Figure 11a,c). This shows that this area was the key
area in which the surface flux affected the eastward water vapor flux during the AMS.
The eastward water vapor flux field was positive in the main part of the plateau and the
Himalayas, and there were negative areas in the northwest and southwest (Figure 11b,d).
The maximum positive area was located in southeastern Tibet, which corresponded well
with the maximum positive area of the surface fluxes. There were significant coupling
modes between the eastward water vapor flux and the sensible heat flux and latent heat
flux during the AMS, and the correlation coefficients were 0.77 and 0.85, respectively. That
is, when the sensible heat and latent heat fluxes increased in southeastern Tibet during the
AMS, the water vapor flux from the main part of the plateau and the Himalayas to the east
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increased, and vice versa. It can be seen from the time series diagram that the change trend
corresponded well and the fluctuation range was large (Figure 11e,f).
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Figure 10. (a–d) SVD analysis and (e,f) corresponding time series of the surface flux field and eastward water vapor flux
field in southeastern Tibet during the non-AMS. (a) the first mode of the thermal field; (b) the first mode of the eastward
water vapor flux field; (c) the first mode of the latent heat field; (d) the first mode of the eastward water vapor flux field;
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field. The solid black line is the boundary of the Tibetan Plateau in (a–d). The solid red line is SSHF time series and the solid
blue line is VIMD time series in (e,f).
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4. Summary and Conclusions

In this study, the 11-day backward trajectories of two observation stations located
in the southeastern Tibetan Canyon from November 2018 to October 2019 were analyzed
using the HYSPLIT_v4 backward trajectory model. Then the SVD method was used to
analyze the relationships between the sensible heat and latent heat and the water vapor flux
divergence in the southeastern Tibet gorge region. Due to the effects of the atmospheric
circulation patterns and seasonal heat fluxes, the patterns of the moisture sources for
southeastern Tibet exhibited significant seasonal differences. The main conclusions of this
study are as follows.

(1) The sources of the water vapor were different during the Asian monsoon and non-
Asian monsoon seasons, and the main sources of the water vapor in the study area
during the non-AMS were from the west and southwest. During the AMS, there was
mainly southwest air flow and a small amount of southeast air flow in the lower layer.
The westerly flow and northwesterly flow were the main sources of water vapor in
winter. During the AMS, the southwestern water vapor transport accounted for more
than half of the total. There was a certain correlation between the transportation
height of each station and the source of water vapor. The height of the water vapor
transportation channel of the western air flow was higher than 3000 m, and the height
of the water vapor transportation channel of the southwestern and southeastern air
flows was about 2000 m.

(2) The sensible heat and latent heat in the northern part of the southeastern Tibet Canyon
during the non-AMS were directly proportional to the change in the northward water
vapor flux in the central and eastern parts of the plateau. During the AMS, the
sensible heat and latent heat were directly proportional to the northward water
vapor flux. When the sensible heat and latent heat decreased during the non-AMS,
the eastward water vapor flux increased. The sensible heat and latent heat were
negatively correlated with the eastward water vapor flux, while the sensible heat
and latent heat were positively correlated with the eastward water vapor flux during
the AMS.

(3) There was a negative correlation between the surface fluxes and the water vapor
flux divergence in this area. The southwest boundary of southeast Tibet was the key
area affecting the water vapor flux divergence. When the surface sensible and latent
heat fluxes increased in southeastern Tibet, the divergence of the water vapor flux
decreased, that is, the water vapor transport to the region was weakened. When the
sensible and latent heat fluxes decreased, the divergence of water vapor flux increased
and the water vapor transport increased.

(4) During the non-AMS, when the sensible heat in the canyon area of southeastern Tibet
decreased, the eastward water vapor flux increased. Additionally, the northward
water vapor fluxes on the plateau east of 75◦ E increased, while they decreased on the
western part. When the latent heat increased, the eastward water vapor flux decreased,
and the sensible heat and latent heat were negatively correlated with the northward
water vapor flux during the non-AMS. That is, when the surface flux increased in
southeastern Tibet, the water vapor transport from west to east increased. During
the AMS, when the sensible heat and latent heat in southeastern Tibet increased as
a whole, the eastward water vapor flux in the total-column in southeastern Tibet
increased. This indicates that when the surface flux in southeastern Tibet increased
during the AMS, the water vapor transport increased from west to east.

Our results show that the source of water vapor in the study area is different in
different seasons, which will provide a certain theoretical basis for further research on the
extreme precipitation of the Tibetan Plateau in the future. It is of great value to further
study the different source areas and density of water vapor sources to improve extreme
precipitation forecasts. In addition, some questions remain to be addressed. For example,
this article only analyzes the seasonal characteristics of water vapor sources in southeastern
Tibet from 2018 to 2019, only the data of the past 30 years is selected for analysis. Why
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were there large fluctuations in 2009 and 2013, whether the VIMDF is mainly influenced
by the surface thermal effect on the TP, and whether the relationship is regulated by other
external forcing factors, such as sea surface temperature (SST). Cui et al. (2015) pointed
out that during the positive phase of the North Atlantic Oscillation (NAO) in winter, it can
inspire a stable downstream Rossby wave train, inducing the Asian subtropical westerly
jet to intensify and the India-Burma trough to deepen, and it also increases the snow depth
on the TP in winter, followed by a positive SSHF anomaly in spring in most areas of the
TP [41]. What are the synergetic effect and contribution rates of the NAO and the SSHF on
the TP? These issues need further study.
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Abstract: The Indian Ocean and East Asia are the most famous monsoonal regions, and the climate
of East Asia is affected by the change in wind direction due to monsoons. The vertical motion of the
atmosphere is closely related to the amount of precipitation in whichever particular region. Climate
diagnosis and statistical analysis were used to study the vertical motion of air over the Indian Ocean
and its relationship with the climate in East Asia. The vertical motion of air over the Indian Ocean
had a significant correlation with the climate in China—especially with precipitation in the Tibetan
Plateau and the Yangtze River Basin—as a result of the interaction of the vertical motion of air
from the Indian Ocean, the Tibetan Plateau and the subpolar region in the Northern Hemisphere.
The vertical motion over the Indian Ocean was weakened from 1981 to 2010, except at a height of
500 hPa in winter. The vertical motion of air over the Indian Ocean had a period of 7–9 years in
summer and 9–12 years in winter. An ascending motion was dominant over most of the Indian Ocean
throughout the year and the central axis of the ascending motion changed from a clockwise rotation
from winter to summer to a counterclockwise rotation from summer to winter as a result of the
monsoonal circulation over the Indian Ocean. These results will provide a theoretical reference for a
comprehensive understanding of the climate in Asia and contribute to work on climate prediction in
these regions.

Keywords: Indian Ocean; East Asia climate; vertical motion of air; Tibetan Plateau

1. Introduction

The Indian Ocean and East Asia have a monsoonal climate [1]. The Indian Ocean
is surrounded by continental regions. There are different radiation and energy balances
between the land and ocean as a result of the different natures of the underlying land and
ocean surfaces (e.g., the heat capacity and albedo, etc.), and these balances change with
the seasons. Different pressure fields are produced in different seasons, which generate
a seasonal change in the wind field, namely, monsoons [1,2]. The summer monsoon
brings abundant precipitation, while the winter monsoon brings drought and little rain. In
terms of the influence of the change in wind direction due to the monsoon on the climate,
there has been much research concerning the influence of change in the horizontal wind
field on climate, while the relationship between climate and change in the vertical wind
field has not received enough attention. The vertical motion of air is the result of both
thermal and dynamic action [3], and can be directly linked to precipitation. Heating of
the underlying surface can be expressed directly as the vertical motion of air [4]. The
characteristics and intensity of vertical motion in the atmosphere are closely related to
precipitation. Precipitation is associated with updrafts and drought is associated with
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downdrafts [5]. For example, on a temporal scale, short-term vertical motion is associated
with small-scale precipitation—such as typhoons (hurricanes) and rainstorms—whereas
long-term vertical motion is associated with large-scale rainy weather (mostly low-pressure
areas) and droughts (mostly high-pressure areas) [6]. On a spatial scale, areas of ascent
in the Hadley circulation correspond to low pressure and a rainy zone in the meridional
direction, such as the region of ascending air near the equator, whereas areas of descending
air correspond to high pressure and arid zones (e.g., the subtropical arid region) [7,8]. The
area of ascent related to the Walker and anti-Walker circulations [9] corresponds to the
rainy zone around the equator, whereas the area of descending air corresponds to regions
with only small amounts of rain in the zonal direction [10,11].

The upward motion of air over the Indian Ocean and the downward motion of air over
the surrounding continents form many vertical circulations [12] which affect the amount
of precipitation. Bjerknes [13] studied the relationship between the vertical motion of the
atmosphere and precipitation over India as early as 1910 and showed that the vertical
motion of air over India is closely related to the amount of precipitation in the northern
side of the Indian Ocean. On the western side of the Indian Ocean, the vertical motion of air
over Africa is also closely related to the local precipitation, and has led to droughts in Africa
during the last century [14,15]. Since China is on the path of the Indian monsoon, there has
been much research on the influence of change in the horizontal wind field on climate in
China [16,17], while the research on the relationship between the vertical movement of air
from the Indian Ocean and the climate of faraway China is rare.

We investigated the effects of the vertical motion of air over the Indian Ocean on the
climate in East Asia. We aimed to find out whether the vertical motion of air associated
with the Indian Ocean monsoonal circulation plays a role in the formation of and change in
the climate of East Asia.

The research results are of significance to understand comprehensively the climate of
East Asia and make more accurate climate forecasts. The paper is organized as follows:
Section 2 describes the data and methods. The results and discussion are presented in
Sections 3–5. The study concludes with a brief summary in Section 6.

2. Data and Methods
2.1. Data

Data for the monthly mean vertical wind speed were obtained from the National Centers
for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR)
reanalysis dataset [18] with a resolution of 2.5◦ × 2.5◦. Twelve pressure levels were used for
the Indian Ocean (1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150 and 100 hPa). Precipi-
tation data from 839 meteorological stations were provided by the China Meteorological
Administration. The surface air temperature and atmospheric pressure were extracted from
the Scientific Data Center for the Cold and Arid Regions of China surface meteorological
datasets with a temporal and spatial resolution of 0.1◦ × 0.1◦. The monthly mean data
which were calculated by using these datasets form the basis of the analytical approach.

Taking into consideration the remote connection between the equatorial Indian Ocean’s
sea surface temperature and the East Asian climate [19], the location of the Indian Ocean
was taken as (25◦ S–30◦ N, 20◦ E–125◦ E) and the location of China as (15◦ N–55◦ N,
70◦ E–145◦ E). The time period measured was 1981–2010. Due to the horizontal wind at
850 hPa, the vertical motion of air (omega) at 500 hPa and the sea surface temperature
play an important role in some regions in the Indian Ocean, while outgoing longwave
radiation and the vertical motion of air (omega) at 500 hPa dominate for other regions
in the occurrence of extreme rainfall [20]. The sea surface temperature anomaly (dipole
event) over the Indian Ocean also has a good correlation with the geopotential height of
500 hPa, and is closely related to the precipitation anomaly in China during summer [21,22].
Therefore, the vertical motions of 500 hPa and 850 hPa over the Indian Ocean are selected.
We studied the correlation between vertical movement over the Indian Ocean in January as
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well as June and the climate in East Asia, since the Indian Ocean summer monsoon erupts
in June while January is the beginning of winter [23].

To determine the reliability of the data, we compared the vertical motion of air in
the NCEP, ERA-Interim (produced by the European Center for Medium-Range Weather
Forecasts) and JRA-55 (from the Japan Meteorological Agency) datasets over the Indian
Ocean and the Tibetan Plateau and found that they had almost identical systems and
centers [24]. It is therefore reasonable to analyze the vertical motion of air using the
NCEP data.

2.2. Methodology

To diagnose and analyze the vertical motion of air over the Indian Ocean, we used
empirical orthogonal function (EOF) analysis [25,26] to decompose the vertical velocity
in winter (December–February), summer (June–August), January and June. The vertical
velocity fields were decomposed into products of space function and time function by
EOF decomposition. EOF analysis can be used to decompose the original data field,
anomaly field and standardization field of vertical velocity. The results of decomposing
different data fields are different in climatic significance. Because we performed orthogonal
function decomposition on the original vertical velocity field, the first eigenvector (the
spatial distribution) represents the average state (main pattern) of the vertical velocity field
in the study area (explanation variance is large), and the corresponding time coefficient
represents the time variation characteristics of the main pattern. The calculation of the EOF
is as follows:

XM×N = VM×P × TP×N (1)

where XM×N is a data matrix of the original vertical velocity composed of N observations
of M spatial points. V are eigenvectors and T are eigenvalues. We used the first eigenvector
in the analysis. To determine whether the first eigenvector has a physical meaning, we
used the rule suggested by [26] to test the results:

ej = λj(
2
N
)

1
2

(2)

where ej is the error range of the eigenvalue λj and N = 30 is the sample size. When the
adjacent eigenvalues satisfied λj − λj + 1 ≥ ej, we considered that the EOFs corresponding
to these two eigenvalues were significant.

The time series of the corresponding main pattern in winter and summer was used
to extract the periodic variation signals of the spatial distribution pattern using Morlet
wavelet analysis [27–29].

The continuous wavelet transform WX
n (s) on a scale s of a discrete time series xn

(n = 1, . . . , N) with uniform time steps δt was defined as the convolution of xn with the
scaled and translated version of the wavelet function ψ0:

WX
n (s) =

√
∂t
s

N−1

∑
n′=0

xn′ψ
∗
0

[
(n′ − n)∂t

s

]
(3)

where * indicates the complex conjugate, N is the total number of data points in the time
series and (∂t/s)1/2 is the factor used to normalize the wavelet function, such that every
wavelet function has a unit energy at each wavelet scale s.

By transforming the wavelet scale s and localizing along the time index n, we obtained
a diagram showing the fluctuation characteristics of the time series at a certain scale and its
variation with time—that is, the wavelet power spectrum [27,28,30]. The Morlet wavelet
is not only non-orthogonal, but is an exponential complex-valued wavelet regulated by a
Gaussian distribution defined as:

ψ0(t) = π−1/4eiω0te−t2/2 (4)
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where t is the dimensionless time and ω0 is the dimensionless frequency. When ω0 = 6, the
wavelet scale s is basically equal to the Fourier period (λ = 1.03 s) [30], so the scale term
and the periodic term can be substituted for each other. Then the wavelet power spectrum∣∣WX

n (s)
∣∣2 is calculated.

To eliminate edge effects (i.e., the cone of influence), we used red noise processes
as the background spectrum to test the statistical significance of the wavelet power
spectrum [27–29]. Values outside the cone of influence were estimated at the 95% con-
fidence level on each scale. Correlation analyses were conducted between the time series of
the primary pattern and the meteorological indices (surface air temperature, atmospheric
pressure and precipitation) in January and June; t-tests were used to verify the statistical
results.

3. Vertical Motion of Air over the Indian Ocean
3.1. Distribution of the Vertical Velocity of Air

Figure 1a shows that upward motion of atmosphere (negative) is dominant over the
Indian Ocean throughout the year. The central axis of upward motion (the connection
line of the upward motion center) not only moves along the meridian from north to south,
but also rotates with the seasons: the central axis is at about 10◦ S in spring, 7.5◦ S in
autumn and 10◦ S in winter. The axis rotates clockwise from winter to summer and
counterclockwise from summer to winter.

There are two ascending centers in the Indian Ocean in spring and summer. In spring,
the two centers are located at about (10◦ S, 72.5◦ E) and (10◦ S, 100◦ E), whereas in summer
they are located at (0, 60◦ E) and (6◦ S, 90◦ E).

There is only one rising center in the Indian Ocean in autumn and winter. From
autumn to winter, the rising center of the South Indian Ocean moves not only longitudinally,
but also latitudinally. The center moves from (7.5◦ S, 80.5◦ E) in autumn to (10◦ S, 72◦ E) in
winter. There is a center of subsidence in the northern Arabian Sea in spring, autumn and
winter, but not in summer.

In the Bay of Bengal region of the North Indian Ocean, subsidence is dominant in
winter and spring, whereas ascent is dominant in summer and autumn. This is because the
Bay of Bengal is surrounded on three sides by land: the highest plateau in the world, the
Tibetan Plateau, lies to the north; the Indian subcontinent lies to the west; and the Central
South Peninsula lies to the east.

3.2. Distribution Characteristics of Atmospheric Vertical Motion over the Indian Ocean

Since an EOF analysis decomposes the original vertical velocity of the air, the spatial
distribution of the principal mode represents the average distribution feature of the vertical
velocity of air, and its time series represents the time-varying characteristics of the average
distribution of the vertical velocity of air. Here, the explanatory variances of the principal
modes for vertical motion at 850 and 500 hPa over the Indian Ocean in summer were 93%
and 90%, respectively, and therefore their spatial distribution can be used to fully represent
the average distribution of vertical motion at these altitudes (Figure 1b).

From Figure 1c, we know that these time coefficients are all greater than zero. This
may be because we decomposed the original vertical velocity (X matrix in Equation (1)) by
EOF analysis; the time series of the principal mode came to the first quadrant after EOF
decomposition (coordinate rotation) [31–35]. Analysis of the principal mode showed that
in summer, the vertical motion was relatively weak at 850 hPa and that there was only
one center of ascending motion in the east (6◦ S, 90◦ E). The center of upward motion at
500 hPa was also located at (6◦ S, 90◦ E) (Figure 1b), which shows that the center between
upper and lower layers is symmetric.

The explanatory variances in the principal modes for vertical motion at 850 and
500 hPa over the Indian Ocean in winter are 88 and 85%, respectively. There are two centers
of ascending motion at 850 hPa (8◦ S, 61◦ E) and (10◦ S, 72◦ E), but only one center of
ascending motion at 500 hPa (12◦ S, 74◦ E) in winter, which shows that they are asymmetric.
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Figure 1. Distribution of the vertical velocity of air over the Indian Ocean. (a) Vertical velocity at
500 hPa in spring (March–May), summer (June–August), autumn (September–November) and winter
(December–February). The yellow line delineates the central axis of upward motion. (b) Spatial
distribution of the primary EOF-analyzed pattern for the vertical velocity at 500 and 850 hPa in
summer and winter; all values passed North’s significance test. (c) Temporal variation in the primary
pattern of the vertical velocities at 500 and 850 hPa in summer and winter. (d) Wavelet power
spectrum of the temporal coefficients of the primary pattern of the vertical velocity at 500 hPa in
both summer and winter. The red line delineates the cone of influence and the yellow areas show
confidence levels > 95%.

The Arabian Sea and the Bay of Bengal are dominated by the upward motion of air in
summer, but by the downward motion of air in winter, as they are strongly affected by the
thermal differences between the continents and the oceans.

Analysis of the time coefficients of the principal modes (Figure 1c) shows that the
vertical motion at 850 and 500 hPa had a downward trend in summer from 1981 to 2010,
which indicated that the vertical motion over the Indian Ocean weakened over time,
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especially at 850 hPa. It has been suggested previously that global warming may weaken
atmospheric motion [36]. The situation is different in winter. The vertical upward motion
of air over the South Indian Ocean and the vertical subsidence of air over the North Indian
Ocean both decreased at 850hPa over time. By contrast, the vertical motion at 500 hPa was
enhanced—that is, the upward vertical motion of air in the South Indian Ocean and the
downward vertical motion of air in the North Indian Ocean increased.

3.3. Period of Vertical Motion of Air

Because the explanatory variances of the principal modes at 500 hPa in summer and
winter are 90 and 85%, respectively, they can be used to fully represent the distribution of
the mean vertical motion of air over the Indian Ocean. We used the time coefficients of
the principal mode to carry out wavelet analysis to understand the periodic variation in
vertical motion over the Indian Ocean.

The distribution of the principal mode of the vertical velocity of air over the Indian
Ocean in summer had a period of about 7–9 years from 1990 to 2010. The variances all
passed the 95% reliability test. The periodic oscillation in winter was 9–12 years from the
early 1990s to around 2003 and 2–3 years from 1987 to 1991. Both variances passed the 95%
significance test (Figure 1d).

4. Relationship between the Vertical Motion of Air and the Climate in East Asia

The onset of the Indian monsoon in the Indian Ocean occurs in June. To understand
the correlation between the climate in China and the vertical motion of air over the Indian
Ocean, we analyzed the relationship between the temporal coefficients of the principal
modes of the EOF analysis (explanatory variance 73%) for the vertical motion at 500 hPa
over the Indian Ocean and the surface air temperature as well as the atmospheric air
pressure in June. In addition, the monthly mean precipitation from the respective 839 me-
teorological stations in China is used to correlate with the time coefficient of the primary
mode of the vertical motion of air at 500 hPa over the Indian Ocean; 839 correlation coeffi-
cients are obtained. Then, Figure 2a,b are formed by the correlation coefficients from 839
stations. For comparison, we also studied the correlation in January (explanatory variance
81%) and used the T-test to verify the correlation coefficient between them.

4.1. Vertical Motion of Air over the Indian Ocean and the East Asian Climate in Summer
4.1.1. Vertical Motion and Precipitation in June

The correlation between the vertical motion of air over the Indian Ocean and precipita-
tion in China exceeded the 95% confidence level in a number of areas in June. The negative
correlation in the western Tibetan Plateau, the positive correlation in the northeastern
Tibetan Plateau, the negative correlation in the north of the lower reaches of Yangtze River
and the positive correlation in the south of the lower reaches of Yangtze River (Figure 2a) all
exceeded the 95% confidence level. These correlations indicate that with the enhancement
of the vertical movement of air in the Indian Ocean in June, the precipitation decreases in
the western Tibetan Plateau, increases in the northeastern Tibetan Plateau, decreases in the
north and increases in the south of the lower reaches of the Yangtze River, and vice versa
(Figure 2a).

4.1.2. Surface Air Temperature, Pressure and the Vertical Motion of Air in June

The vertical motion of air at 500 hPa over the Indian Ocean in June was only sporadi-
cally and positively correlated with the surface temperature and pressure over the Tibetan
Plateau and northeastern China (Figure 2c,e).

4.2. Vertical Motion of Air over the Indian Ocean and the East Asian Climate in Winter
4.2.1. Vertical Motion of Air and Precipitation in January

Figure 2b shows that the correlation between precipitation in China and the vertical
motion of air over the Indian Ocean passed the 95% significance test in five places in China
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in January: there was a negative correlation with precipitation in southern Xinjiang and
four positive correlations in northern Xinjiang, northeastern China, northern China and
Sichuan (the upper Yangtze river), indicating that the precipitation in southern Xinjiang
decreased, whereas the precipitation in the other four regions increased as the vertical
motion of air over the Indian Ocean increased, and vice versa.
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Figure 2. Correlation analysis between the surface meteorological variables and the vertical motion
of air over the Indian Ocean. (a) Correlation between the precipitation and the vertical velocity in
June. (b) Correlation between the precipitation and the vertical velocity in January. (c) Correlation
between the surface pressure and the vertical velocity in June. (d) Correlation between the vertical
velocity and the surface pressure in January. (e) Correlation between the vertical velocity and the
surface temperature in June. (f) Correlation between the surface temperature and the vertical velocity
in January.

4.2.2. Surface Air Temperature, Pressure and Vertical Motion of Air in January

The correlation between the surface air temperature in China and the vertical motion
of air over the Indian Ocean in January is positive in eastern Xinjiang and negative in the
northwestern Tibetan Plateau. The correlation with surface pressure is the same as that with
temperature. This distribution of correlation indicates that as the vertical motion of air over
the Indian Ocean increased (weakened), the surface temperature (pressure) in southern
Xinjiang increased (weakened), whereas it decreased (increased) in the northwestern part
Tibetan Plateau (Figure 2d,f).
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5. Discussion
5.1. Relevance to Precipitation

We have shown that the precipitation in the western Tibetan Plateau is negatively
correlated with the vertical motion over the Indian Ocean in June (Figure 2a). The nega-
tive correlation indicates that the precipitation in the western Tibetan Plateau decreased
(enhanced) as the vertical motion over the Indian Ocean strengthened (weakened).

The average meridian circulation along 90◦ E in June showed that there is vertical
ascending motion over both the Indian Ocean and the Tibetan Plateau (Figure 3a). These
vertical motions from the Indian Ocean have sunken branches on the north of plateau, and
an ascending motion below the descending branch. When the vertical motion from the
Indian Ocean strengthened, the sinking motion over the north of the Tibetan Plateau is also
strengthened, which suppresses the ascent of the lower layer and weakens precipitation in
this area, resulting in a negative correlation.
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Figure 2a also shows that there are two correlations between the vertical motion of
air over the Indian Ocean and precipitation in the lower reaches of the Yangtze River
in June. The correlation is bounded by 30◦ N; north of 30◦ N is negative correlation
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and south of 30◦N is a positive correlation in June. Figure 3c shows that the airflow
from the Indian Ocean is also bound by 30◦ N, with a southwesterly airflow (summer
monsoon direction) south of 30◦ N and a northwesterly airflow north of 30◦ N (in the
lower reaches of the Yangtze River). The airflow is strengthened with the increase in the
Indian monsoon, transporting abundant amounts of water vapor to the south of 30◦ N,
increasing precipitation. The negative correlation to the north of 30◦ N (the Yangtze River)
and the positive correlation between the vertical motion of air over the Indian Ocean and
the precipitation in the northeastern side of the Tibetan Plateau and require further study.

In addition, we have also shown that the vertical motion over the Indian Ocean in
January is negatively correlated with precipitation in southern Xinjiang and positively
correlated with precipitation in northern Xinjiang, northeastern China, northern China and
the Sichuan in China (the upper and middle reaches of the Yangtze River) (Figure 2b).

The negative correlation between the vertical motion of the Indian Ocean and precipi-
tation in southern Xinjiang in January suggests that the precipitation in southern Xinjiang
decreased when the vertical motion of the Indian Ocean strengthens. Figure 3b shows that
cold air from the north (the high latitude) sinks over southern Xinjiang and leads to an
ascending motion of the lower layer (Figure 3b). When the amount of cold air from the
north (the high latitude) increases, the ascending motion in the lower layer and precipita-
tion both increase. Cold air from the high latitude meets the air from the Indian Ocean at
about 30◦ N, producing a strong downdraft (Figure 3b). The strengthening cold air inhibits
the movement of air from the Indian Ocean, and the vertical motion over the Indian Ocean
decreases—that is, precipitation in southern Xinjiang increases with the decrease in vertical
motion over the Indian Ocean, leading to a negative correlation (Table 1).

Table 1. Correlation between climate in China and the vertical motion over the Indian Ocean in January.

Cold Air from
the High
Latitude

Vertical Motion
over the Indian

Ocean

Precipitation in
Southern/
Northern
Xinjiang

Upward Motion
of Air in Eastern

Xinjiang

Temperature/
Pressure in the

Eastern Xinjiang

Sinks in the
North of the

Tibetan Plateau

Temperature/
Pressure in the
Tibetan Plateau

Strengthen
(+)

Weaken
(−)

Increase/decrease
(+/−)

Increase
(+)

Decrease/decrease
(−/−)

Increase
(+)

Increase/increase
(+/+)

Weaken
(−)

Strengthen
(+)

Increase/decrease
(−/+)

Decrease
(−)

Increase/increase
(+/+)

Decrease
(+)

Decrease/decrease
(−/−)

The areas with a positive correlation (northern Xinjiang, northeastern China, northern
China and the upper as well as the middle reaches of the Yangtze River) are all basins
or plains, and they are all in the path of the cold wave that is invading China [37]. Cold
air from the high latitude crosses the mountains (plateaus) before reaching the basin
or plain, and then produces a downward airflow in these four areas which decreases
the precipitation. The amount of precipitation decreases when the downward airflow
strengthens. When cold air from the high latitude strengthens, the vertical upward motion
over the Indian Ocean weakens (Table 1)—that is, when the vertical upward motion over
the Indian Ocean weakens, the vertical subsidence motion over these four regions increases
and the amount of precipitation decreases, leading to a positive correlation. Here, we
have only given some explanation for the phenomenon we found, and there may be other
reasons to be further researched. We can only show cross-sections along 90◦ E (Figure 3b),
due to the limitation of our drawing level. The above results will be more clearly shown
if a flow profile can be drawn from the origin area of high-latitude cold air to these areas
with a positive correlation.

5.2. Correlation between Vertical Motion over the Indian Ocean and Surface Temperature and
Pressure in China in Winter

Figure 2d,f has shown that there is a negative correlation between the vertical motion
of air over the Indian Ocean and the surface temperature and pressure on the Tibetan
Plateau in January, whereas there is a positive correlation between the vertical motion of
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air over the Indian Ocean and the surface temperature and pressure in eastern Xinjiang
in January. In January, deep, cold air from the high latitude moves south, and part of this
package of air is overturned in the Altai Mountains and then accumulates in the northern
Tibetan Plateau (eastern Xinjiang), resulting in an upward motion of air (Figure 3b). This
cold air lowers the local surface temperature and pressure due to the ascent of the air. The
forward movement of the cold air is then blocked by the Tibetan Plateau, and therefore
sinks in the north of the plateau, increasing the surface pressure. When the sinking motion
of air increases, the cloud amount decreases, the direct solar radiation increases, and the
net radiation on the ground surface increases. Therefore, the radiation energy used to heat
the atmosphere increases by sensible heat [38], which increases the surface temperature,
and vice versa.

The cold air continues to move southward and meets the air from the Indian Ocean at
about 30◦ N, producing a strong downdraft (Figure 3b). When the cold air from the north
(high latitude) strengthens, the intersection of the two strands of air moves southward,
inhibiting the vertical motion from the Indian Ocean, which then weakens. Corresponding
to this weakened vertical motion over the Indian Ocean (the strengthening of cold air from
the origin area of high latitude), the surface temperature and pressure decrease in eastern
Xinjiang, leading to a positive correlation. As the sinking of air over northern Tibet Plateau
increases, the surface pressure and temperature increase, leading to a negative correlation
(Table 1).

5.3. Turning of the Axis of Vertical Motion Center

The axis of vertical motion in the atmosphere over the Indian Ocean turns clockwise
from winter to summer, but counterclockwise back to its original position from summer
to winter (Figure 1a). We conducted an EOF analysis on the anomaly in the sea–air
temperature difference (sea surface temperature minus the air temperature of two meters
above the sea) over the Indian Ocean from January to December. The spatial distribution
from the first pattern of the anomaly rotates clockwise from January to July (the explanatory
variances are 15.9% in January and 16.1% in July) and counterclockwise from summer to
winter (Figure 4a,c).

We know from the wind field over the Indian Ocean at 1000 hPa that the northeasterly
wind (winter monsoon) from the high latitudes of the northern hemisphere in January
crosses the equator and then turns to the northwest and meets the southeasterly wind
from the southern hemisphere at about 10◦ S (Figure 4b). In July, the southeasterly winds
from the high latitudes of the southern hemisphere flow to the equator and then become
southwesterly near the equator. During this process, the wind speed in the western Indian
Ocean is higher than that in the eastern Indian Ocean (Figure 4d). The wind-driven currents
on the surface of the Indian Ocean are affected by these changes in wind direction and wind
speed. The heating field of the ocean to the atmosphere also changes with the process, and
the axis of vertical motion over the Indian Ocean changes to clockwise or counterclockwise.

This study only shows the correlation between the vertical movement of air over the
Indian Ocean and China’s climate. The mechanism behind this phenomenon will need
further study. In addition, we only calculated the monthly and seasonal mean precipitation
data for 30 years from 1981 to 2010; their homogeneity was not analyzed. There are
some phenomena we cannot explain yet. These deficiencies will need to be addressed in
future research.

By investigating the correlation between the vertical motion of air over the Indian
Ocean and surface air temperature, atmospheric pressure and precipitation in China, we
found that the vertical motion of air associated with the monsoonal circulation over the
Indian Ocean plays a certain role in the formation of and change in the climate in China.
The results of this research have certain significance and practical value for understanding
and forecasting climate in East Asia.
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6. Conclusions

The vertical motion of the atmosphere over the Indian Ocean is closely related to the
climate in some particular regions of China. Climate diagnosis and statistical analysis were
used to study the vertical motion of air over the Indian Ocean and its relationship with the
climate in China. The following conclusions can be drawn from these results:

(1) The vertical motion of air is negatively correlated with precipitation in the Tibetan
Plateau during summer and positively correlated with precipitation in northern Xingjiang,
northeast China, northern China and the Sichuan province (the upper and middle reaches
of the Yangtze River) during winter. This can be explained by the interaction between
the vertical motion of air over the Indian Ocean and cold air from the high latitude of the
Northern Hemisphere.

(2) The vertical motion over the Indian Ocean was weakened from 1981 to 2010, except
at a height of 500 hPa in winter. The vertical motion of air over the Indian Ocean had a
period of 7–9 years in summer and 2–3 in addition to 9–12 years in winter.

(3) The ascending motion of air over the Indian Ocean is dominant throughout the
year. The center of ascending air moves and rotates as the seasons change, and the central
axis rotates clockwise from winter to summer and counterclockwise from summer to winter.
This is because the heating of the atmosphere over the Indian Ocean changes from winter
to summer with the East Asian monsoon, and vice versa.

Author Contributions: R.T. conceived the idea and wrote the manuscript. Y.M. and W.M. revised
the manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Second Tibetan Plateau Scientific Expedition and Research
Program (STEP), grant no. 2019QZKK0103, and the National Natural Science Foundation of China
(grant no. 41775142).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

125



Water 2021, 13, 2641

Data Availability Statement: Data and methods used in the research have been presented in suffi-
cient detail in the paper.

Acknowledgments: This work was supported by the Second Tibetan Plateau Scientific Expedition
and Research Program (STEP), grant no. 2019QZKK0103 and the National Natural Science Founda-
tion of China (grant no. 41775142). We acknowledge the use of meteorological data collected from
the National Centers for Environmental Prediction/National Center for Atmospheric Research, the
China Meteorological Administration and the Scientific Data Center for the Cold and Arid Regions
of China. Duo Zha, Xinfang Zhang and Yiwei Ye completed the drawing of this paper. All data in the
research can be obtained by contacting the corresponding author, Rongxiang Tian (trx@zju.edu.cn).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Schott, F.A.; McCreary, J.P., Jr. The monsoon circulation of the Indian Ocean. Prog. Oceanogr. 2001, 51, 1–123. [CrossRef]
2. Li, C.; Yanai, M. The Onset and Interannual variability of the Asian Summer Monsoon in relation to land-sea thermal contrast. J.

Clim. 1996, 9, 358–375. [CrossRef]
3. Lau, K.M.; Wu, H.T.; Bony, S. The role of large-scale atmospheric circulation in the relationship between tropical convection and

sea surface temperature. J. Clim. 1997, 10, 381–392. [CrossRef]
4. Wang, B.; Wu, R.; Li, T. Atmosphere–warm ocean interaction and its impacts on Asian–Australian monsoon variation. J. Clim.

2003, 16, 1195–1211. [CrossRef]
5. Gu, Z.C. Analysis and calculation of large-scale vertical movement. Acta Meteorol. Sin. 1954, 25, 3–20. (In Chinese)
6. Sreelekha, P.N.; Babu, C.A. Organized convection over southwest peninsular India during the pre-monsoon season. Theor. Appl.

Climatol. 2019, 135, 1279–1293. [CrossRef]
7. Hadley, G. Concerning the Cause of the General Trade-Winds. Philos. Trans. 1735, 39, 58–62.
8. Mathew, S.S.; Kumar, K.K. Characterization of the long-term changes in moisture, clouds and precipitation in the ascending and

descending branches of the Hadley Circulation. J. Hydrol. 2019, 570, 366–377. [CrossRef]
9. Bjerknes, J. Atmospheric teleconnections from the equatorial. Mon. Weather. Rev. 1969, 97, 163–172. [CrossRef]
10. Wyrtki, K.; Eldyn, G. Equatorial upwelling events in the central pacific. J. Phys. Oceanogr. 1982, 12, 984–988. [CrossRef]
11. Peixoto, J.P.; Oort, A.H. Physics of Climate; American Institute of Physics: New York, NY, USA, 1992; p. 520.
12. Saha, K. Zonal anomaly of sea surface temperature in equatorial Indian Ocean and its possible effect upon monsoon circulation.

Tellus 1970, 22, 403–409. [CrossRef]
13. Bjerknes, P.V.F. Synoptical representation of atmospheric motions. Q. J. R. Meteorol. Soc. 1910, 36, 267–286. [CrossRef]
14. Kidson, J.W. African rainfall and its relation to upper air circulation. Q. J. R. Meteorol. Soc. 1977, 103, 441–456. [CrossRef]
15. Long, M.; Entekhabi, D.; Nicholson, S.E. Interannual variability in rainfall, water vapor flux, and vertical motion over West Africa.

J. Clim. 2000, 13, 3827–3841. [CrossRef]
16. Liu, Y.Y.; Ding, Y.H. Teleconnection between the indian summer monsoon onset and the meiyu over the yangtze river valley. Sci.

China Ser. D Earth Sci. 2008, 51, 1021–1035. [CrossRef]
17. Wu, R.G. Relationship between Indian and East Asian Summer Rainfall Variations. Adv. Atmos. Sci. 2017, 34, 4–5. [CrossRef]
18. Kalnay, E.; Kanamitsu, M.; Kistler, R.; Collins, W.; Deaven, D.; Gandin, L.; Joseph, D. The NCEP/NCAR 40-year reanalysis project.

Bull. Am. Meteorol. Soc. 1996, 77, 437–472. [CrossRef]
19. Wang, B.; Wu, R.; Fu, X. Pacific–East Asian teleconnection: How does ENSO affect East Asian climate? J. Clim. 2000, 13, 1517–1536.

[CrossRef]
20. Swain, M.; Sinha, P.; Mohanty, U.C.; Pattnaik, S. Dominant large-scale parameters responsible for diverse extreme rainfall events

over vulnerable Odisha state in India. Clim. Dyn. 2020, 54, 2221–2236. [CrossRef]
21. Ji, Z.G.; Chao, J.P. Teleconnections of the sea surface temperature in the Indian ocean with sea surface temperature in the eastern

equatorial pacific, and with the 500 hPa geopotential height field in the Northern Hemisphere. Adv. Atmos. Sci. 1987, 4, 343–348.
[CrossRef]

22. Jia, X.L.; Li, C.Y. Dipole Oscillation in the Southern Indian Ocean and Its Impacts on Climate. Chin. J. Geophys. 2005, 48, 1323–1335.
[CrossRef]

23. Parthasarathy, B.; Munot, A.A.; Kothawale, D.R. All-India Monthly and Seasonal Rainfall Series 1871–1993. Theor. Appl. Climatol.
1994, 49, 217–224. [CrossRef]

24. Xu, J.Y.; Tian, R.X.; Feng, S. Comparison of Atmospheric Vertical Motion over China in ERA-Interim, JRA-55, and NCEP/NCAR
Reanalysis Datasets. Asia-Pac. J. Atmos. Sci. 2021. [CrossRef]

25. Lorenz, E.N. Statistical forecasting program: Empirical orthogonal functions and statistical weather prediction. Sci. Rep. 1956,
409, 997–999.

26. North, G.R.; Bell, T.L.; Cahalan, R.F. Sampling errors in the estimation of empirical orthogonal functions. Mon. Weather Rev. 1982,
110, 699–706. [CrossRef]

27. Torrence, C.; Compo, G.P.A. Practical guide to wavelet analysis. Bull. Am. Meteorol. Soc. 1998, 79, 61–78. [CrossRef]

126



Water 2021, 13, 2641

28. Grinsted, A.; Moore, J.C.; Jevrejeva, S. Application of the cross wavelet transform and wavelet coherence to geophysical time
series. Nonlinear Process. Geophys. 2004, 11, 561–566. [CrossRef]

29. Furon, A.C.; Wagner-Riddle, C.; Smith, C.R.; Warland, J.S. Wavelet analysis of wintertime and spring thaw CO2 and N2O fluxes
from agricultural fields. Agric. For. Meteorol. 2008, 148, 1305–1317. [CrossRef]

30. Torrence, C.; Webster, P.J. Interdecadal Changes in the ENSO-Monsoon system. J. Clim. 1999, 12, 2679–2690. [CrossRef]
31. Freire, S.L.M. Application of singular value decomposition to vertical seismic profiling. Geophysics 1988, 53, 778–785. [CrossRef]
32. Henry, E.; Hofrichter, J. Singular value decomposition-application to analysis of experimental-data. Methods Enzymol. 1992, 210,

129–192.
33. Stork, C. Singular value decomposition of the velocity-reflector depth tradeoff, Part 2: High-resolution analysis of a generic

model. Geophysics 1992, 57, 927–932. [CrossRef]
34. Wallace, J.M.; Smith, C.; Bretherton, C.S. Singular value decomposition of wintertime sea surface temperature and 500-mb height

anomalies. J. Clim. 1992, 5, 561–576. [CrossRef]
35. Kreimer, N.; Sacchi, M.D. A tensor higher-order singular value decomposition for prestack seismic data noise reduction and

interpolation. Geophysics 2012, 77, 113–122. [CrossRef]
36. Kjellsson, J. Weakening of the global atmospheric circulation with global warming. Clim. Dyn. 2015, 45, 975–988. [CrossRef]
37. Zhu, Q.G.; Lin, J.R.; Shou, S.W.; Tang, D.S. Principles and Methods of Synoptic Meteorology; China Meteorological Press: Beijing,

China, 2007; pp. 168–213.
38. Cai, W.Y.; Xu, X.D.; Sun, J.H. An investigation into the surface energy balance on the southeast edge of the Tibetan Plateau and

the cloud’s impact. Acta Meteorol. Sin. 2012, 70, 837–846. (In Chinese)

127





water

Article

Impact of Fully Coupled Hydrology-Atmosphere Processes on
Atmosphere Conditions: Investigating the Performance of the
WRF-Hydro Model in the Three River Source Region on the
Tibetan Plateau, China

Guangwei Li 1,2 , Xianhong Meng 2,* , Eleanor Blyth 3, Hao Chen 1 , Lele Shu 1 , Zhaoguo Li 1, Lin Zhao 1 and
Yingsai Ma 1,2

Citation: Li, G.; Meng, X.; Blyth, E.;

Chen, H.; Shu, L.; Li, Z.; Zhao, L.; Ma,

Y. Impact of Fully Coupled

Hydrology-Atmosphere Processes on

Atmosphere Conditions:

Investigating the Performance of the

WRF-Hydro Model in the Three River

Source Region on the Tibetan Plateau,

China. Water 2021, 13, 3409.

https://doi.org/10.3390/w13233409

Academic Editor: Aizhong Ye

Received: 17 October 2021

Accepted: 24 November 2021

Published: 2 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Key Laboratory of Land Surface Process and Climate Change in Cold and Arid Regions,
Northwest Institute of Eco-Environment and Resources, Chinese Academy of Science,
Lanzhou 730000, China; gwli@lzb.ac.cn (G.L.); chenhao@lzb.ac.cn (H.C.); shulele@lzb.ac.cn (L.S.);
zgli@lzb.ac.cn (Z.L.); zhaolin_110@lzb.ac.cn (L.Z.); mayingsai@lzb.ac.cn (Y.M.)

2 University of Chinese Academy of Science, Beijing 100049, China
3 UK Centre for Ecology & Hydrology, Wallingford OX10 8BB, UK; emb@ceh.ac.uk
* Correspondence: mxh@lzb.ac.cn; Tel.: +86-0931-4967239

Abstract: The newly developed WRF-Hydro model is a fully coupled atmospheric and hydrological
processes model suitable for studying the intertwined atmospheric hydrological processes. This study
utilizes the WRF-Hydro system on the Three-River source region. The Nash-Sutcliffe efficiency for
the runoff simulation is 0.55 compared against the observed daily discharge amount of three stations.
The coupled WRF-Hydro simulations are better than WRF in terms of six ground meteorological
elements and turbulent heat flux, compared to the data from 14 meteorological stations located in
the plateau residential area and two flux stations located around the lake. Although WRF-Hydro
overestimates soil moisture, higher anomaly correlation coefficient scores (0.955 versus 0.941) were
achieved. The time series of the basin average demonstrates that the hydrological module of WRF-
hydro functions during the unfrozen period. The rainfall intensity and frequency simulated by
WRF-Hydro are closer to global precipitation mission (GPM) data, attributed to higher convective
available potential energy (CAPE) simulated by WRF-Hydro. The results emphasized the necessity
of a fully coupled atmospheric-hydrological model when investigating land-atmosphere interactions
on a complex topography and hydrology region.

Keywords: WRF-Hydro model; runoff; precipitation; three river source region

1. Introduction

The hydrological processes at the surface-atmosphere interface are a key process in the
terrestrial water cycle and impact weather systems [1–3]. Soil moisture change, transpira-
tion, and runoff are the three main components which affect water resources management,
agriculture, ecology, and flood prediction [4–7]. Such hydrological processes are becoming
increasingly detailed and precise in regional climate models [8–11], especially as recent
studies have pointed out that even with inadequate hyper-resolution meteorological and
surface data, it is worthwhile to integrate lateral flow dynamics in hyper-resolution land
surface models that have a resolution on the order of 100 m at continental scales [12] to
better reflect water and energy heterogeneity [13]. Moreover, several numerical models
incorporating lateral flow have been developed [14–16].

The Tibetan Plateau (TP) is the highest landform globally, with an average elevation
exceeding 4000 m above sea level [17], and is located in the area where the East Asia mon-
soon and the South Asian monsoon interact. The TP acts as a strong ‘dynamic pump’ [18],
attracting moist air from low latitudes during the warm season. The intense surface radia-
tion and topographic lifting of TP provides a favorable condition for convection [19,20].
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Summer precipitation is about 60% of annual precipitation [21]. In addition, the thermal
forcing convective cloud system in the TP usually moves downstream into eastern China,
contributing to heavy rain and severe convective storms in China [22–26]. Precipitation in
winter is stored in solid form as snow and ice and released as meltwater when the tempera-
ture rises during spring and summer [27]. The huge number of glaciers, snow-packs, lakes,
rivers, and a large amount of water storage in TP serves as ‘the world’s water tower’ [20].

The source region of the Three River basins (SRTR), located in the TP, is the source
region of the three largest rivers in China, i.e., the Yangtze, Lancang, and Yellow River.
The region is suitable for performing the coupled atmospheric-hydrological modeling
due to its vital geographic location and essential hydrological functions [28]. Based on
meteorological observations and ice core records, the intensified global water cycle [29],
especially precipitation and evaporation, might be enhanced in TP because TP is more
sensitive to climate change due to high altitudes [30]. Rapid warming in TP [31] could
lead to notable changes in the phase and intensity of surface precipitation, which impacts
evapotranspiration and runoff generation [32].

Numerical models are powerful tools for studying the hydrology of the SRST, and each
of the models has its advantages [33]. There are many models that focus either on the
hydrology or on land-atmosphere interactions only. For example, the soil and water
assessment tool (SWAT) is a conceptual, distributed parameter model [34], suitable for
long-term runoff and pollution transfer simulation in large river basins. Variable infiltra-
tion capacity (VIC) is a physically-based macroscale hydrological model, developed to
solve water and energy balances [35]. The community land model (CLM) [36] robustly
simulates the exchange of water, energy and carbon and nitrogen between the land and
the atmosphere. The community Noah land surface model with multi-parameterization
options (Noah-MP) [37] is an enhanced version of Noah similar to CLM, but more oriented
to applications in regional climate models. These models have been instrumental in the
study of the hydrology and atmosphere of SRTR [38–42]. However, due to the design ori-
entation, SWAT and VIC cannot be coupled directly to the atmospheric model. At the same
time, the physical processes of lateral terrestrial water flow are absent in the CLM, Noah,
and Noah-MP models. As a result, the impacts of the coupled hydrology and atmosphere
processes are still less investigated in the SRTR.

The hydrologically enhanced version of the weather research and forecasting mod-
eling system (WRF-Hydro) [43] is a high-resolution model that explicitly describes the
surface overland flow. And it is a fully coupled atmospheric-hydrological model, since the
hydrological processes are added in the WRF model (using Noah-MP as the land surface
module). WRF-Hydro contains physical processes including the re-infiltration, surface
overland flow and lateral flow of water within the soil layers [11]. The changes in soil
moisture due to lateral flow are fed back to the atmosphere. Therefore, the precipitation sim-
ulation is different from that of WRF [44–46]. Besides, the accuracy of turbulent heat fluxes
increased in Germany using WRF-Hydro [1]. The WRF-Hydro revealed good performance
in simulating the diurnal cycle of land surface states and fluxes during the North American
monsoon [47]. Coupled WRF-Hydro slightly outperforms the WRF stand-alone concerning
sensible and ground heat flux, near-surface mixing ratio and temperature, boundary layer
profiles of temperature [1]. The hydrologically enhanced process of WRF-Hydro showed an
increased precipitation recycling rate in the inland area of China [48] but decreased slightly
in East Africa [49]. In addition, streamflow corresponds with observations at monthly
timescales on the south side of the Himalayas [50].

In this paper, the fully coupled WRF-Hydro is chosen to carry out modeling experi-
ments of SRTR. The aim of this work is (1) to validate the applicability of WRF-Hydro in the
runoff simulation in the SRTR, (2) in order to investigate the effects of lateral flow on soil
moisture and near-surface meteorological variables in a coupled atmospheric-hydrological
model, (3) to investigate the effects of coupled atmospheric-hydrological processes versus
the uncoupled ones on the boundary layer and regional precipitation.
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2. Study Area, Model Description and the Numerical Experiment Design
2.1. Study Area

The SRTR is located northeast of the TP, with an altitude average of 4510 m and
ranging from 2600 m to 6500 m a.s.l. (Figure 1). It is an adjacent area consists of the source
region of the Yellow River basin (YRB, 1.22× 105 km2), the Yangtze River basin (YARB,
1.37× 105 km2), and the Lancang River basin (LRB, 5.3× 104 km2). The SRST is mainly
covered by grassland [51], and the soil type is loam. The YRB contributes about 35% of
the river flow [52]. Glacier cover fractions of YARB and YRB are 0.95% and 0.11% [33],
respectively. The proportion of melt contributing to runoff ranges from 3.9 to 6% in four sub-
basins of the YARB [42]. During 1956–2012, the annual runoff in LRB and YARB increased,
while YRB slightly decreased [53]. Under the impact of climate change, frozen ground
degradation increased the groundwater discharge rate in winter [54]. Direct snowmelt
runoff coefficients are mainly controlled by the air temperature freezing index [55].

Water 2021, 13, x FOR PEER REVIEW 3 of 25 
 

 

In this paper, the fully coupled WRF-Hydro is chosen to carry out modeling experi-
ments of SRTR. The aim of this work is (1) to validate the applicability of WRF-Hydro in 
the runoff simulation in the SRTR, (2) in order to investigate the effects of lateral flow on 
soil moisture and near-surface meteorological variables in a coupled atmospheric-hydro-
logical model, (3) to investigate the effects of coupled atmospheric-hydrological processes 
versus the uncoupled ones on the boundary layer and regional precipitation. 

2. Study Area, Model Description and the Numerical Experiment Design 
2.1. Study Area 

The SRTR is located northeast of the TP, with an altitude average of 4510 m and rang-
ing from 2600 m to 6500 m a.s.l. (Figure 1). It is an adjacent area consists of the source 
region of the Yellow River basin (YRB, 1.22 × 10ହ km2), the Yangtze River basin (YARB, 1.37 × 10ହ km2), and the Lancang River basin (LRB, 5. 3 × 10ସ km2). The SRST is mainly 
covered by grassland [51], and the soil type is loam. The YRB contributes about 35% of the 
river flow [52]. Glacier cover fractions of YARB and YRB are 0.95% and 0.11% [33], respec-
tively. The proportion of melt contributing to runoff ranges from 3.9 to 6% in four sub-
basins of the YARB [42]. During 1956–2012, the annual runoff in LRB and YARB increased, 
while YRB slightly decreased [53]. Under the impact of climate change, frozen ground 
degradation increased the groundwater discharge rate in winter[54]. Direct snowmelt 
runoff coefficients are mainly controlled by the air temperature freezing index [55]. 

 
Figure 1. Geographic locations of the observational stations and source region of Three River basins (SRTR) include the 
Yellow River basin (YRB), the Yangtze River basin (YARB) and the Lancang River basin (LRB). The coordinates of stream-
flow stations, flux towers and meteorological stations are shown in Table 1. 

2.2. Model Description 
2.2.1. WRF-ARW and NOAH-MP 

The WRF-ARW model [56] is a time-split non-hydrostatic atmospheric model. It is 
widely used in the study of land-atmosphere interactions [6], dynamic downscaling 

Figure 1. Geographic locations of the observational stations and source region of Three River basins (SRTR) include the
Yellow River basin (YRB), the Yangtze River basin (YARB) and the Lancang River basin (LRB). The coordinates of streamflow
stations, flux towers and meteorological stations are shown in Table 1.

2.2. Model Description
2.2.1. WRF-ARW and NOAH-MP

The WRF-ARW model [56] is a time-split non-hydrostatic atmospheric model. It is
widely used in the study of land-atmosphere interactions [6], dynamic downscaling [57,58],
weather and climate research [59,60]. The ability of WRF to resolve strongly nonlinear
small-scale phenomena such as stratiform precipitation and convective precipitation makes
it suitable for the coupling study of atmospheric and hydrological processes.

Noah-MP [37] is an enhanced version of the Noah land surface model, and introduces
a framework for multiple schemes. Due to the enhancement of biophysical and soil freeze-
thaw processes, the Noah-MP has been widely used in the TRSR [41,61,62]. Noah-MP can
be selected as the land surface process module of the WRF model.
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2.2.2. WRF-Hydro

WRF-Hydro is a modeling framework to facilitate the coupling of WRF and hydro-
logical models. The interactions between hydrological and land surface processes are
calculated as follows [43]. Land surface states and fluxes computed by Noah-MP are disag-
gregated to the high-resolution terrain routing grid. Then the physical hydrologic process
is calculated on the routing grid. After that, land surface states and fluxes aggregated from
the routing grid are updated to the Noah-MP model grid. Therefore, it can be used as a
land surface model offline or fully coupled to the WRF model. The uncoupled WRF-Hydro
model is good at spin-up, model calibration, and data assimilation. In contrast, the coupled
WRF-Hydro model is used for hydrology-atmosphere coupling research.

There are five major parts in the hydrologic processes of WRF-Hydro [43], namely
subsurface flow, overland flow, channel, lake, and a conceptual base flow module. The sub-
surface flow process calculates subsurface lateral flow [63] and exfiltration from a su-
persaturated soil column. During overland flow, the infiltration excess and exfiltration
calculated in the previous step flow into the river by solving the diffusive wave formula [64].
The channel process simulates the flow in the river network by either fine grid routing us-
ing a diffusive wave equation or on a vectorized network of channel reaches by solving the
Muskingum or Muskingum-Cunge equation [65]. Besides, WRF-Hydro provides a simple
mass balance, a level-pool lake/reservoir routing module, and a conceptual exponential
bucket base flow module [43].

2.3. Numerical Experiment Design

To investigate the performance of WRF-Hydro, uncoupled and coupled simulations
were performed over SRST. The first is a WRF-Hydro uncoupled experiment (WRF-H-UP,
hereafter), used to find out the calibrated hydrological parameters and test the simulation
performance of runoff generation. Secondly, a group of coupled WRF-Hydro (WRF-H,
hereafter) and WRF-ARW experiments (WRF-S, hereafter) were conducted to test the effects
of hydrological processes on the atmosphere simulation.

2.3.1. Model Calibration

A WRF-Hydro simulation is set up in offline mode (WRF-H-UP) for parameter calibra-
tion and runoff simulation. Since it is still a challenge to reproduce daily runoff using fully
coupled models [48], only runoff from the uncoupled simulation is analyzed in the study.
The domain of WRF-H-UP corresponds to the area of the inner domain (d02) used by the
subsequent coupling run, shown in Figure 2. The simulations of WRF-ARW drive the WRF-
H-UP to verify the forecasting ability of WRF-Hydro on the runoff discharge. The runoff
simulations are produced after the parameters have been calibrated. Because WRF-Hydro
includes many parameterized nonlinear physical processes, the default parameters given
by WRF-Hydro are only valid over a small region; calibration of related model parameters
is often required to use in the new domain [66].

The parameters are calibrated manually in this study. Most of the parameters are
insensitive during the calibration, except those that control base flow (maximum depth,
Zmax). By increasing the Zmax from 10 to 50, WRF-Hydro can calibrate errors caused by
overestimated precipitation by storing water in conceptual groundwater buckets. Other
parameters involved in the calibration process include the control of water movement
in the soil, such as reference infiltration factor (REFKDT), soil evaporation exponent (FX-
EXP_DATA), deep drainage coefficient (SLOPE), saturated soil hydraulic conductivity
(SATDK), saturated hydraulic conductivity coefficient of lateral flow (LKSATFAC), porosity
(MAXSMC), and filed capacity (REFSMC). Parameters are relevant to overland flow, that is,
the roughness coefficient (SFC_ROUGH), and Manning’s roughness coefficient (MannN).
Parameters required for lake routing include coefficient (WeirC), weir length (WeriL), orifice
coefficient (OrificeC), orifice area (OrificeA). Groundwater parameters include the coeffi-
cient of baseflow (Coeff) and exponent (Expon) of the bucket model. However, adjusting
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these parameters had little effect in the runoff simulations, so all default values were used
in coupled simulations except for Zmax, which was calibrated from 10 to 50.

2.3.2. Coupled Simulations

The WRF-ARW (WRF-S, hereafter) model is configured standalone on a two-way
nested domain of 20.4 km cell resolution, covering east Asia and SRTR, respectively
(Figure 2). The simulation has 33 vertical layers up to 50 hPa and is driven by the European
Centre for Medium-Range Weather Forecasts Reanalysis (ERA) Interim, which has a reso-
lution of 0.75 degrees. The land surface static physiographic input is generated by WRF
Preprocessing Tools, in which the MODIS IGBP 21-category data is used to interpolate
land use categories. Soil data is from a comprehensive 30 arc-second resolution grided soil
characteristics data of China [67]. Grell-Devenyi [68] is selected as Cumulus parameter-
ization options in domain1, and the convection-permitting module is used for domain2.
The free-drainage approach [8,69] is selected as the lower boundary condition. A previ-
ous study shows that parameter calibration cannot resolve the deficiency of groundwater
table-based parameterizations in simulating runoff [62]. Other selected parameterization
schemes in this study are shown in Table S1 (in Supplementary Materials). The hindcast
simulation period is from 1 June 2018 to 30 November 2018, with the first 45 days for
warm-up and the rest for comparison. The reason for setting such a long warm-up time is
that 1.5 spin-up days are needed for precipitation, but a much more extended period is
necessary for discharge due to the influence of soil moisture [70].
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To investigate the influence of the WRF-Hydro extension, the coupled WRF-Hydro
model (WRF-H, hereafter) is set using the same parameters, driven by the same forcing
data in the same hindcast period with the WRF-Standalone model (WRF-S, hereafter),
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except the inner domain of WRF-H is coupled with a sub-grid at a 400-m resolution to
compute overland and river flow. The refined routing grids in the WRF-H extension are
created by WRF-Hydro GIS Pre-Processing Tools, Version5.1, with the aggregation set to 10.
The input elevation data is from the Shuttle Radar Topography Mission (SRTM), which has
a spatial resolution of 90 m [71]. The simulations start from 1 June using the same initial
and boundary conditions, and the data before 15 July are used for spin up.

3. Validation Data and Analysis Metrics
3.1. Validation Data

For model validation, in situ data were collected from three hydrological discharge
stations, two eddy covariance stations, and fourteen meteorological stations (Figure 1).
The primary information of the observation data is shown in Table 1, and the geograph-
ical coordinates of the stations are shown in Table 2. The runoff data was observed at
12:00 a.m. each day. Data periods are from July to November 2018. The Northwest In-
stitute of Eco-Environment and Resources, Chinese Academy of Science in SRTR, set up
two eddy-covariance systems to record the sensible and latent heat fluxes every 30 min.
Meteorological station data were supplied by the China Meteorological Administration
(CMA), and the observations were made at 0:00, 6:00, 12:00, and 18:00 UTC, and data were
processed as daily averages.

Table 1. Information of validation data, including China Meteorological Administration observation (CMA), Hydrologic
data, Eddy covariance data, Global the Precipitation Mission (GPM) level_3 IMERG final product, the Soil Moisture Active
Passive (SMAP) mission level-4 product, Global Land Evaporation Amsterdam Model (GLEAM), and China Meteorological
Forcing Dataset (CMFD).

Data Set Type Variable Spatial
Resolution

Time
Interval

CAM (China Meteorological
Administration

observation data)
in situ

Precipitation, surface skin temperature
and pressure, 2 m air temperature and

humidity, wind speed
point six-hourly

Hydrologic data in situ Discharge point daily
Eddy covariance in situ Heat flux point 30 min

GPM level_3 IMERG final remote sensing Precipitation 0.1◦ 30 min
SMAP level-4 remote sensing Soil moisture 9 km three-hourly

GLEAM remote sensing Evapotranspiration 0.25◦ daily
CMFD Fusion of reanalysis and in-situ data Air temperature at 2 m 0.1◦ three-hourly

In addition, the grided dataset in Table 1 is used for validation. The GPM level_3
IMERG final product [72] is the rainfall estimates combining data from all passive-microwave
instruments in the GPM constellation [73]. The Soil Moisture Active Passive (SMAP)
Mission is a satellite-based soil moisture product [74]. SMAP mission level-4 product
is a modeled product. Based on brightness temperature observations (SMAP L1C_TB),
it assimilates SMAP L1C_TB into the NASA catchment land surface model using a spatially
distributed ensemble Kalman filter [75,76], producing estimations of surface (0–5 cm)
and root zone (0–100 cm) soil moisture estimation. GLEAM (Global Land Evaporation
Amsterdam Model) is a set of algorithms [77] providing evapotranspiration and estimating
its components separately. The dataset of version 3.3b [78] is mainly based on satellite
data. The China Meteorological Forcing Dataset (CMFD) [79] is a gridded near-surface
meteorological dataset, which is made by fusion ground-based observations with several
gridded datasets from remote sensing and reanalysis. The CMFD dataset was only used
for verification in this study.

134



Water 2021, 13, 3409

Table 2. The coordinates of hydrographic stations (red pentagons in Figure 1), turbulent heat flux
stations (pink pentagrams in Figure 1), and China Meteorological Administration ground observation
(CMA) stations (black triangles in Figure 1).

Station ID Stations Latitude (◦ N) Longitude (◦ E) Elevation (m)

Runoff gauge1 Changdu 31.13 97.18 3306
Runoff gauge2 Tangnag 35.5 100.15 4989
Runoff gauge3 Zhimenda 33.01 97.25 3531

Eddy covariance1 Elinghu 34.91 97.55 4322
Eddy covariance2 Huahu 33.92 102.82 3432

CMA 1 Wudaoliang 35.22 93.08 4612
CMA 2 Tuotuohe 34.22 92.43 4533
CMA 3 Qumalai 34.13 95.78 4175
CMA 4 Zaduo 32.9 95.3 4066
CMA 5 Nangqian 32.2 96.48 3644
CMA 6 Chagndu 31.15 97.17 3306
CMA 7 Maduo 34.92 98.22 4272
CMA 8 Dari 33.75 99.65 3968
CMA 9 Guoluo 34.47 100.25 3719

CMA 10 Henan 34.73 101.6 3530
CMA 11 Maqu 34 102.08 3471
CMA 12 Jiuzhi 33.43 101.48 3629
CMA 13 Hongyuan 32.8 102.55 3492
CMA 14 Ruoergai 33.58 102.97 3440

GPM is reliable for rainfall and cold season solid precipitation estimates [80], making
it suitable for evaluating precipitation in SRTR [81–84]. Previous assessments evaluating
the SMAP against two soil moisture observation networks on TP showed that the SMAP
retrievals could well capture the amplitude and temporal variation of the soil moisture [85].
When atmospheric water balances, evapotranspiration was taken as the evapotranspiration
(ET) baseline, GLEAM matches low ET estimates, and errors are amplified when ET is
higher [86]. Previous studies showed that the surface air temperature downscaled from
CMFD is more accurate than ERA-interim data over the TP [87]. This dataset is used
for spatial validation after compensating for the deficiencies of the sparse observation of
CMA weather stations in western China and systematic bias of reanalysis/remote sensing
datasets [48].

3.2. Skill Metrics

The Pearson correlation coefficient (CC, range −1 to +1) and root mean square error
(RMSE, range 0 to ∞) evaluate the model simulation effectiveness against the in situ
observations or remote sensing data. In addition to RMSE, the Nash-Sutcliff Efficiency
(NSE, range −∞ to 1) is used in runoff assessment. The formula of the criterion at a given
site or grid point is:

CC =
cov(Vobs, Vmod)

σobsσmod
(1)

RMSE =

√
1
n

n

∑
i=1

(
Vi

mod −Vi
obs
)2 (2)

NSE = 1− ∑n
i=1
(
Vi

mod −Vi
obs
)2

∑n
i=1
(
Vi

mod − µobs
)2 (3)

where Vobs and Vmod denote the observation and simulation values. cov(Vobs, Vmod) is the
covariance of Vobs and Vmod. σobs and σmod are the standard deviation of the observation and
simulation. µobs is the average value of the observation. Vi

obs and Vi
mod are the observation

and simulation of the ith time step. In addition, Taylor diagrams providing summary
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statistics of CC, RMSE and standard deviation (SD) were used for model performance
analysis [88].

The t-statistic tests the statistical significance of the linear correlation coefficient:

t =
r
√

n− 2√
1− r2

(4)

where r is the linear correlation coefficient, n is the sample size. The significance level in
this study is set at 95%.

Uncentered anomaly correlation coefficient (a number range 0 to 1) [89,90] is used in
the verification of spatial fields.

ACC =
∑M

m=1 y′mo′m√
∑M

m=1 (y
′
m)

2
∑M

m=1 (o
′
m)

2
(5)

where y′ and o′ are the departure of simulation and verifying data from a reference state at
each grid point (m).

The final metric is a quantitative method to study the precipitation frequency-intensity
structure proposed by [91]. In this method, two quantitative parameters are obtained by
fitting a double exponential function with the statistical results of the frequency of different
rainfall intensities. The equation is:

Fr(I) + 1 = exp
[

exp
(
α− 1

β
I
)]

(6)

where Fr(I) is the frequency when the precipitation intensity is in I (mm) categories. α and
β are the parameters we want. For the left and right sides of Equation (6), take two natural
logarithms at the same time to get:

ln(ln(Fr(I) + 1)) = α− 1
β

I (7)

That is to say, the double logarithm of the occurrence frequency of a certain precipita-
tion intensity is a linear function of precipitation intensity. Previous studies have shown
that the precipitation distribution of meteorological station observations, satellite remote
sensing, and numerical simulation obey this law well [92,93]. In this function, α and β are
related to weak and intense precipitation occurrence frequency, respectively. Numerical
simulations are associated with an increased frequency of light precipitation but decreased
frequency in heavy precipitation, resulting in a larger α and smaller β in simulation than
observation. [92].

4. Results
4.1. Streamflow Simulation

The performance of the runoff simulation was evaluated using the parameters ob-
tained from the calibration procedure in Section 3.2, i.e., Zmax = 50. The NSE of the source
region of the Yangtze, Lancang and Yellow rivers are 0.12, 0.19 and 0.36, respectively,
based on daily observations from hydrological stations (Figure 3). The effect of setting
Zmax to 50 is to take the overestimation of precipitation in the WRF-S and store it in the
conceptual groundwater bucket to keep the simulated streamflow close to the observa-
tions. Such results were consistent with the study in the eastern Alps [45], where after
parameter-calibrated that the bias in precipitation does not deteriorate the reproduction of
runoff discharges.

As the three river sources are interconnected, considering them as a whole reduces
errors in runoff simulation caused by the errors in the precipitation fall zone. This precipi-
tation fall zone error is generated by the GCM and introduced into the flow production
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simulation system by the precipitation as driving information. The simulated and observed
total flows of the three rivers are obtained by adding up the flows of Zhimenda, Changdu
and Tangnag. Then the Nash-Sutcliff Efficiency (NSE) and root mean square error (RMSE)
between simulation and observation of runoff in SRTR is 0.55 and 324.2 m s−1, respectively
(Figure 3d). This considerable improvement in NSE suggests that the overestimation of
precipitation by the GCM and the error in the precipitation fall zone are sources of error in
flow production.

Nevertheless, The WRF-Hydro produces high temporal resolution estimates of yield
flow with acceptable results. And it illustrates that the bias from meteorology is essentially
addressed through calibration. The accuracy of model simulations on the daily scale will
be further improved as the driving information error decreases due to more observations.
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Figure 3. Time series of observed and simulated (uncoupled WRF-Hydro) discharge of (a) Zhimenda station; (b) Changdu
station; (c) Tangnag station; (d) amount of three stations.

4.2. Comparison with In-Situ Observations
4.2.1. Comparison with CMA Data

As the first step toward evaluating the coupled WRF-Hydro modeling system’s per-
formance, we present comparisons between observed and simulated variables at fourteen
individual CMA stations in Figure 1. The compared variables are listed in Table 1. Simula-
tions in the WRF-S/WRF-H model grid nearest to the CMA stations are converted from
hourly data to daily for comparison with observations.

Taylor diagrams for different variables are shown in Figure 4. As thermodynamic
variables, both the air temperature and surface pressure are simulated with a slight standard
deviation. These two variables and surface skin temperature strongly correlate with
observations due to daily and seasonal variation. The simulated wind speed has shown
the worst correlation among all variables. The positions of the stations on the Taylor
map are essentially the same on the humidity map as they are on the precipitation map.
The precipitation RMSE between WRF-H/WRF-S and observations is mainly derived
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from the uncertainties in the model, forcing the heavily overestimated precipitation in
ERA-Interim over the TP [94]. In general, the simulation performance varies more between
observations than between models.
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Table 3 shows the average value of each variable for 14 stations. By comparison, all
six variables from WRF-H have a smaller RMSE than WRF-S, and five variables have a
better correlation with observations in WRF-H. WRF-H made an improvement of 13.48%
in RMSE and 8.31% in CC than WRF-S.

Table 3. Averaged Root-Mean-square Error (RMSE) and Correlation Coefficient (CC) between the measurements collected
from the 14 China Meteorological Administration (CMA) stations and the simulated near-surface and land surface meteoro-
logical variables for the period from 15 July 2009 to 30 November 2018. The last column is the number of sites that passed
the significance test across the 14 observatories.

Variables
RMSE CC Number of Sites

WRF-H WRF-S WRF-H WRF-S WRF-H WRF-S

Precipitation (mm) 5.9 6.1 0.33 0.23 13 11
Air temperature at 2 m (k) 3.1 3.2 0.97 0.97 14 14

Surface skin temperature (k) 6.8 7.0 0.91 0.91 14 14
Surface pressure (hPa) 15.7 15.8 0.91 0.91 14 14
Relative humidity (%) 15.7 15.7 0.6 0.59 14 14

Wind speed (ms−1) 1.0 1.1 0.29 0.28 12 12
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4.2.2. Comparison with Turbulent Heat Flux Observation

We also evaluated the WRF-H/WRF-S simulations against turbulent flux measure-
ments shown in Figure 1. Table 4 shows the mean RMS error and CC in all comparison
periods. All correlation coefficients in the table pass the significance test with a confidence
level of 95%. The result at Elinghu shows that WRF-H simulates a larger CC than the WRF-S
in both latent and sensible heat flux. For RMSE, the WRF-H and WRF-S are superior to each
other in the simulation of sensible heat flux and latent heat flux. The simulation of WRF-H
increases RMSE by 15.91 Wm−2 for the latent heat flux and reduces it by 23.77 Wm−2 for
sensible heat flux. In contrast to the Elinghu station, the WRF-H simulates a smaller RMSE
than WRF-S in both latent and sensible heat flux but a larger CC for latent heat simulations
and smaller CC for sensible heat simulations.

Table 4. Root-Mean-Square Error (RMSE) and correlation coefficient (CC) computed between WRF-
Hydro/WRF and observation from 15 July to 30 November 2018, where the correlation coefficient
passed the significance test.

Stations Variables
RMSE CC

WRF-H WRF-S WRF-H WRF-S

Elinghu LH 55.7 39.8 0.75 0.74
HFX 45.9 69.7 0.76 0.74

Huahu
LH 77.4 80.4 0.73 0.72

HFX 67.9 74.4 0.78 0.79

4.3. Pattern Difference and Time Variation
4.3.1. Spatial Validation

Figure 5 shows the CC and RMSE distribution of soil moisture, evaporation, and
air temperature at 2 m against the remote sensing or reanalysis data from 15 July to
30 November. The simulations and validation data are processed as daily averages to avoid
the daily cycle dominating the evaluation measure. And bilinear interpolation in space
was performed for the simulations to match with the validation data.

When comparing the soil moisture, WRF-H exhibits a lower correlation and a larger
RMSE than WRF-S in most areas, especially in the west part of SRTR (Figure 5a–d). Due to
the wetter soil moisture simulation, more evapotranspiration was simulated by WRF-H.
Result in a slightly low CC and high RMSE simulated by WRF-H than WRF-S (Figure 5e–h).
But the WRF-H exhibits advantages in simulation temperature at 2 m, with lower RMSE at
the same CC. From the spatial distribution of soil moisture and evaporation, the simulations
are similar in the eastern part of the Three Rivers. In contrast, the simulation of WRF-H is
worse than WRF-S in the central and western regions.

After spatial validation, WRF-Hydro improved the simulation of temperature and
deteriorated the humidity and evapotranspiration. The WRF-Hydro does not show the
advantages in space scale as it does at the point scale. It is probably because the CMA
stations were built in the more inhabitable areas of the plateau, such as in the valleys.
These places are usually crossed by rivers and have a high soil moisture content. And these
wetter areas cannot be resolved by GLEAM data at 0.25◦ resolution but can be identified
by the 4 km WRF-Hydro model.
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The anomaly correlation is convenient to detect similarities in the patterns of de-
partures. And it avoids the influence of bias in the grid-based validations as they are
essentially a modeled product. Figure 6a illustrates that WRF-H exhibits a higher anomaly
correlation coefficient (0.955 versus 0.941). They reflect the spatial distribution of soil
moisture improvements due to lateral soil water flow simulated by WRF-Hydro. Models
that do not incorporate this process may lack the ability to reproduce anomaly patterns of
soil moisture. Figure 6b,c show that the anomaly correlation coefficient scores achieved by
WRF-H and WRF-S were close, and scores will be lower in winter. Soil water lateral flow
has little effect on evapotranspiration and 2 m air temperature patterns.
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Figure 6. Anomaly correlation coefficients of (a) soil moisture against SMAP, (b) evapotranspiration
against GLEAM, (c) air temperature at 2 m against CMFD.

4.3.2. Spatial Distribution

Figure 7 compares the total precipitation, average soil moisture, latent heat and
sensible heat fluxes simulated by WRF-H and WRF-S. The spatial distribution of the two
sets of the models is similar (Figure 7a,b). The difference (Figure 7c) is prominent in
local areas but small when averaged across the region, consistent with other study [43].
The characteristics of the soil moisture, in contrast, are opposite to the spatial distribution
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of precipitation. WRF-H spatially overestimates soil moisture throughout the SRTR and,
more significantly, in the northern part of the SRTR (Figure 7f). The result is that WRF-S
simulates soil moisture as wet in the southeast and dry in the northwest (Figure 7e), while
WRF-H will hamper such a spatial distribution feature (Figure 7d).
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The spatial distribution of latent heat has the same characteristics as soil moisture
(Figure 7g–i), while the sensible heat flux is the opposite (Figure 7j–l). Changes in the
distribution of sensible and latent heat fluxes affect the boundary layer development and
influence the precipitation structure. Overall, the pattern of spatial changes in soil moisture,
sensible and latent heat flux is quite similar. The temporal variation will be analyzed next.

4.3.3. Time Variation

Figure 8 demonstrates simulated daily variable averages on the TRSR from 15 July
to 30 November. Although the precipitations from both models match over the entire
analysis period, the soil moisture simulated by WRF-H is more humid than WRF-S during
the analysis period. Latent and sensible heat flux declines with seasonal changes, and even
negative values emerge in sensible heat flux. The heat fluxes in the Tibetan Plateau are
more susceptible to the freeze-thaw process than the high-latitude frozen soil regions [95].
The latent heat flux simulated by WRF-H is greater than WRF-S before the soil freezes,
but the sensible heat flux is more petite than WRF-S. After the soil is frozen, WRF-H
coincides with the curve of the WRF-S simulation. Due to the energy balance, the surface
skin temperature simulation also showed differences before freezing.
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The albedo map shows that the two models’ albedo is relatively stable in summer
and dramatic in autumn and winter. The steady increase of albedo in summer is caused
by the decrease in soil moisture and phenology. The change in albedo due to inconsistent
precipitation simulation time is small—the accumulation and sublimation of snowfall cause
the fluctuated albedo. In September, due to differences in surface temperature simulations,
the albedo of the WRF-H is higher than the WRF-S, then the albedo of the two models
coincide as the temperature difference decreases.

WRF-H is more consistent with the WRF-S in winter because of the weakening of
overland flow and subsurface lateral flow. The decrease of soil hydraulic conductivity of
frozen soil reduced the subsurface flow. Furthermore, most winter precipitation falls to
the ground in snowfall and dissipates through sublimation, rarely infiltrating into the soil
layer. The snowmelt will contribute to discharges mainly during the rainy and peak flow
periods [70].
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4.4. Precipitation Structure and Boundary Layer Variables
4.4.1. Precipitation Frequency-Intensity Structure

Figure 9 shows the fitting results of GPM precipitation, WRF-H, and WRF-S. The circle
points represent the natural double pairs with different rainfall intensities, and the straight
lines represent the fitted curves. The simulations of WRF-H and WRF-S are similar, but
WRF-H is slightly closer to the GPM. According to Equation (7), the fitted α is 2.39, 2.74
and 2.8, and the fitted β is 26.63, 9.9 and 9.12 for GPM, WRF-H and WRF-S, respectively.
The difference between simulation and GPM, WRF-H is reduced by 15% compared to
WRF-S in a and β is reduced by 5%. The fitting results show that soil water lateral flow in
WRF-H makes the frequency-intensity structure closer to the observation. Since convective-
permitting is used in both models, the boundary layer that triggers convection needs to be
further evaluated.
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Figure 9. The precipitation frequency over the SRTR is binned by the hourly intensity and its double
exponential fit line.

4.4.2. Boundary Layer Variables

In Figure 10a, WRF-H shows a higher convective available potential energy (CAPE)in
most of the unfreezing period, and also that coupling hydrology processes make convec-
tional energy more readily available in SRTR. The amplitude of convective inhibition (CIN)
did not change in the unfreezing or freezing period between the two simulations. WRF-H
exhibits a slightly lower lifting condensation level (LCL) in most of the unfrozen period,
indicating a low cloud base. The level of free convection (LFC) fluctuates violently in the
unfrozen season but becomes stable when it uplifts to the top of model layers in the frozen
season. The improvement of precipitation structure is mainly attributed to the increase of
CAPE caused by wetter soil.
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5. Discussion

We evaluated the runoff simulation skills of uncoupled WRF-Hydro and the effect of
lateral flow of soil water on the atmosphere by an enhanced fully coupled WRF-Hydro
model in SRTR. This is one of the earliest studies using WRF-Hydro in the SRTR, which is
located on the Tibetan Plateau and is an important watershed for ecological conservation
and water management in China. The results reveal the following main conclusions:

1. The reproduction of the daily discharge amount of the three stations has a Nash-
Sutcliffe model efficiency generally above 0.55, demonstrating the potential of WRF-
Hydro for hydrological forecasting in SRTR.

2. In the coupled experiment, WRF-Hydro made an improvement of 13.48% in RMSE
and 8.31% in CC above WRF-ARW when compared against CMA data, and an
improvement of 6.6% in RMSE and 1% in CC when compared against turbulent
heat fluxes observation. WRF-Hydro tends to overestimate the soil moisture of the
western part of the SRTR, but less so in the eastern part and areas with wetter soil
moisture. This difference occurs mainly during the period when the soil is not frozen.
Although the root mean square error of WRF-Hydro is larger than that of WRF-ARW
compared against SMAP and GLEAM, WRF-Hydro scores higher in the anomaly
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correlation coefficient. These findings show the significance of lateral flow in soil
moisture simulation.

3. The coupled WRF-Hydro results in an increase in latent heat flux, a decrease in
sensible heat flux, and a decrease in soil surface temperature due to the moist soil.
The change in turbulent heat flux gives the WRF-Hydro simulation an enormous
CAPE and easier convection, reducing precipitation intensity-frequency errors.

The NSE of runoff in this study is not high, perhaps because the agility of WRF-Hydro
might be unnecessarily constrained by its complex process [96]. This is probably the
reason that NSE is low in some watersheds in similar studies [97–100]. The calibrated
model parameters (Zmax = 50) in this study are to offset the impact of continuously exces-
sive precipitation on runoff production. The extra precipitation stored in the conceptual
groundwater bucket during the simulation period will deteriorate runoff simulation in
the next period, for the discharge of baseflow will increase the runoff in winter. If the
simulation time is increased and the accumulated precipitation overestimation is large
enough, then the WRF-Hydro cannot obtain an accurate runoff through calibration and the
NSE will decrease as a result. It suggests that the output of the GCM is not recommended
as a driver for multi-year runoff hindcasting in SRTR. Accurate precipitation-driven data,
such as CMFD, is necessary for such simulation. However, using Zmax = 50 does not
worsen the coupled simulation, as the parameter does not affect soil moisture and cannot
further influence weather processes.

The lateral flow from WRF-Hydro leads to wetter soils in the SRTR, similar to the semi-
arid environment in the USA [101]. For areas where WRF-Hydro tends to overestimate
the soil moisture, it is recommended to calibrate the parameters affecting soil moisture
simulation, such as the reference infiltration factor (REFKDT). This study did not calibrate
soil moisture because the calibrated parameters could artificially lead to better simulation
results for one variable than the other.

The limitations of the study are mainly threefold. First, the overestimation of GCM
precipitation in SRTR [102] resulted in its inability to be used as a force to simulate multi-
year runoff. Secondly, although the soil texture dataset [67] has the highest resolution in
China right now, the small number of sampling points on SRTR leads to a larger uncertainty
in soil texture than in other regions in China. Thirdly, the CMA station was established in
a habitable place on the plateau. These areas tend to be low-lying, with moist soils and
rivers passing through them. This means that the stations are located where the lateral
flow of soil water flows in, not out. More observations are needed where lateral soil water
flows out.

The low but acceptable NSE of runoff simulation in the study shows the potential
of WRF-hydro in the hydrological simulation of the SRTR. Meanwhile, the high anomaly
correlation coefficient scores achieved by WRF-Hydro in soil moisture simulations, as well
as the closer to observed precipitation intensity-frequency structure, suggest that the WRF-
Hydro module is worthy of being incorporated in convective-scale simulations. Reducing
the precipitation overestimation of the GCM in SRTR is urgently needed for the future
application of the coupled WRF-Hydro model in SRST.

6. Conclusions

In the present study, we set up two sets of experiments to investigate the prospects
of WRF-Hydro in the hydrological forecasting and its impacts on land-atmosphere inter-
action of SRTR. Results reveal the WRF-Hydro has shown potential in runoff prediction
in SRTR. Coupled WRF-Hydro with soil water lateral flow increases wet soil bias in the
western part of the SRTR, but improves the soil moisture anomaly pattern. The coupled
model also enhances CAPE, and produces a more reliable precipitation intensity-frequency
structure. Overall, our results illustrate the effect of WRF-Hydro in the coupled hydrology-
atmosphere simulation system. GCM with less overestimation of precipitation in SRTR to
drive coupled WRF-Hydro is desirable for future work.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3
390/w13233409/s1, Table S1. Primary WRF, Noah-MP, and WRF-Hydro parameters were used in the
simulation [103–110].
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Abstract: Increasing air temperature is a significant feature of climate warming, and is cause for
some concern, particularly on the Tibetan Plateau (TP). A lack of observations means that the impact
of rising air temperatures on TP lakes has received little attention. Lake surfaces play a unique role in
determining local and regional climate. This study analyzed the effect of increasing air temperature
on lake surface temperature (LST), latent heat flux (LE), sensible heat flux (H), and ice phenology
at Lake Nam Co and Lake Ngoring, which have mean depths of approximately 40 m and 25 m,
respectively, and are in the central and eastern TP, respectively. The variables were simulated using an
adjusted Fresh-water Lake (FLake) model (FLake_α_ice = 0.15). The simulated results were evaluated
against in situ observations of LST, LE and H, and against LST data derived from the Moderate
Resolution Imaging Spectroradiometer (MODIS) for 2015 to 2016. The simulations show that when
the air temperature increases, LST increases, and the rate of increase is greater in winter than in
summer; annual LE increases; H and ice thickness decrease; ice freeze-up date is delayed; and the
break-up date advances. The changes in the variables in response to the temperature increases are
similar at the two lakes from August to December, but are significantly different from December
to July.

Keywords: Tibetan Plateau; climate warming; lake surface temperature; heat exchange; lake ice phe-
nology

1. Introduction

Climate change has received much attention in recent decades. The Intergovernmen-
tal Panel on Climate Change (IPCC) Working Group I’s contribution to the IPCC Fifth
Assessment Report (WGI AR5) [1], specifically the chapter “Observations: atmosphere and
surface”, shows that the global average surface temperature warmed by 0.85 ◦C (0.65 to
1.06 ◦C) between 1880 and 2012. Global surface temperature is likely to change by more
than 1.5 ◦C by the end of the 21st century under almost all representative concentration
pathway (RCP) scenarios, and the change is likely to exceed 2 ◦C under RCP8.5 [1]. Lakes
have a near-global distribution. Differences between land and lake surfaces mean that lakes
play a unique role in determining local and regional climate, for example through their low
albedo, small roughness length, and high heat capacity [2–4]. They are considered to be
sentinels of climate change [5]. Recent studies have found significant warming for lakes
throughout the world, with a mean increasing trend of 0.34 ◦C per decade between 1985
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and 2009. In many cases, the observed rate of lake warming is more rapid than the air tem-
perature increases seen at high latitudes, which may indicate a close relationship between
these [6–9]. Lake surface temperature is an important indicator of the lake state and the
evaporation process occurs only on the skin layer (~10 µm) of the water body [9,10]. The
lake surface temperature is affected not only by the interactions between the atmosphere
and the skin layer, but also between the skin layer and the water column [11]. The former
interaction is governed by four primary meteorological variables: solar radiation, atmo-
spheric humidity, air temperature, and wind speed; while the latter is controlled by the
energy stored in the water body [12,13]. Trends towards earlier break-up and later freeze-
up dates for lake ice have been observed for most lakes in Canada between 1951 and 2012,
with the latter showing a lower degree of temporal coherence than the former [14]. Studies
have shown that a shortening of the frozen period can lead to an earlier establishment
of the summer thermocline in lakes, which accelerates the warming of the upper lake
water [9,15]. The freezing date of a lake is significantly affected by the lake’s heat storage,
air temperature and other climatic variables such as weed speed, while the melting of lake
ice is mainly determined by air temperature and solar radiation [16,17]. Several additional
lake responses to climate change have also been widely observed globally, such as more
stable stratification and shallower thermocline depths [18–20].

The Tibetan Plateau (TP) is a large distinct geographic region, with a mean elevation
that exceeds 4000 m. The TP is sometimes called the Asian Water Tower, and is more sensi-
tive to climate change than global land surfaces are (0.46 ◦C per decade, 1984–2009) [21–23].
The TP has experienced rapid climate change, with surface air warming and moistening,
solar dimming, and wind stilling. Precipitation is increasing over the central TP, and is
decreasing in the Himalayan region [23,24]. The environmental changes experienced on
the TP are mostly associated with rapid surface warming [23]. The annual mean air temper-
ature between 1980 and 2018 obtained from the 95 China Meteorological Administration
(CMA) weather stations on the TP is 4.1 ◦C [25]. For a global average temperature increase
between 1.5 ◦C and 2.0 ◦C at the end of the century (2100), the increases in the maximum
temperatures on the TP are projected to be between 2.34 ◦C and 3.20 ◦C under RCP4.5, and
between 2.34 ◦C and 3.14 ◦C under RCP8.5, respectively [26]. These projections are helpful
for the sensitivity experiments in our study.

The TP includes 57.2% of all lakes in China, and these account for ~1.9% of the total
global lake surface area [27–29]. The lakes on the TP are completely covered by ice for
5–7 months each year, with a total ice area of approximately 5 × 104 km2 in 2018 [29,30].
Mixing in ice-covered lakes can be caused by through-flow currents, by oscillations in
the ice cover, by heat flow from the sediments, or by solar radiation penetrating the
ice (influenced by the ice albedo). In contrast to high-latitude areas, solar radiation is
very strong on the TP and there is little snow, and there is almost none on lake surfaces,
where snow is blown by the wind, meaning that convection, driven by penetrating solar
radiation, is more effective, particularly in the ice melt period [31]. The impact of the
rising air temperature on lake ice phenology may be clearer for lakes on the TP. Studies
have shown that the area, level and volume of lakes on the TP decreased slightly from
1976 to the mid-1990s, and then increased rapidly [25]. These lakes play an important
role in the global water cycle and the Asian monsoon system. They are highly sensitive
to global climate change and are therefore an effective indicator of the absence of direct
anthropogenic influences [24,32–36]. Lakes can affect local land–atmosphere interactions
and regional heat and water budgets, and can impact on local atmosphere boundary layer
processes, as shown in numerical climate model simulations [25,37]. The characteristics
of the surface energy balance and turbulent exchange differ from lake to lake, depending
on the lake area and depth, as well as on meteorological conditions [38,39]. Long-term
changes in lake evaporation, and in the latent heat fluxes (LE) and sensible heat fluxes (H),
have been shown for Lake Nom Co and Lake Ngoring [40–44].

Almost all the previously mentioned research on lakes on the TP has focused either
on lake–atmosphere interactions at a single lake in ice-free conditions by seasonal in
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situ observation, or on the response of lake area, level and volume to climate change.
The responses of lake surface heat exchange and ice phenology to increasing air temperature
on the TP have rarely been addressed [25].

In this study, our goal is to investigate the response of lake ice phenology, lake surface
temperature (LST), sensible heat flux (H) and latent heat flux (LE) to rising air temperature
for two different lakes (Lake Nam Co and Lake Ngoring) on the TP. Our results were
simulated using the Fresh-water Lake (FLake) model, developed by Mironov [45], and the
model was driven by a dataset of long-term in situ observations. We adjusted the model
parameterization scheme for lake ice albedo and improved the accuracy of the winter
simulations. The simulated results were evaluated against in situ observed LST, H and LE
data, and against LST data derived from Moderate Resolution Imaging Spectroradiometer
(MODIS) observations. Then, lake ice phenology, LST, H and LE were investigated under
different air temperature scenarios. Finally, we analyzed the maximum possible impact of
future air temperature increases on these two lakes on the TP.

2. Study Area, Data and Methods
2.1. Study Area

The Lake Nam Co and Lake Ngoring basins are characterized by a cold and semi-arid
continental climate, and the thermal structure of the lakes means that they belong to the
dimictic lake type. However, the two lakes differ in surface area, depth, latitude, and
altitude. Lake Ngoring is the highest large freshwater lake in China, with a mean depth
of 17 m and a surface area of 610 km2, and is located in the Yellow River source region
on the eastern TP (34.46–35.4◦ N, 97.3–97.55◦ E; 4274 m a.m.s.l.; Figure 1). The average
precipitation between early December and early April is only 28.16 mm (1954–2014) [46].
The minimum and maximum air temperatures occurred in January (−14.2 ◦C) and August
(9.0 ◦C), respectively, and the annual mean air temperature was approximately −1.9 ◦C
(2011–2016). Lake Ngoring is usually completely ice-covered from early December to early
April [15]. The thickest ice appears in late February, and was ~0.7 m in 2013 and 2016 [46].
Lake Nam Co is the highest large lake on Earth, with an area of 2021.3 km2 as of 2010 [47],
and its mean depth is approximately 40 m. It is located on the southern part of the TP
(30.5–30.95◦ N, 90.2–91.05◦ E; 4710 m a.m.s.l.; Figure 1). The average annual precipitation
observed at Nam Co Station amounts to more than 400 mm, and mainly occurs from May
to October (Figure 1) [48]. The minimum and maximum air temperatures occurred in
January (4 ◦C) and July (9.3 ◦C), respectively, and the annual mean air temperature was
approximately 0.5 ◦C (2011–2016). Lake Nam Co is usually completely ice-covered from
early January to late March. Since 1978, the persistence of full ice cover for Nam Co Lake
has decreased by 19 to 20 days [34].

2.2. Data
2.2.1. In Situ Measurements

There are four sets of observations (two weather stations and two monitoring stations)
available for the two lakes. The station data (2011–2016) are used as long-term forcing
to drive the FLake models, which were derived from the Lake Nam Co station and Lake
Ngoring station on the lakeshore. The monitoring stations’ data (2015–2016) are used to
evaluate the model results. The observation site at Nam Co provides LST, H and LE data
(2015–2016), and the observation site at Ngoring provides H and LE data (2015–2016),
as well as lake ice albedo data (2014).

155



Water 2021, 13, 634
Water 2021, 13, x FOR PEER REVIEW 4 of 24 
 

 

 

Figure 1. The topography around Lake Nam Co and Lake Ngoring, and the location of Nam Co station (upper right), and 

of Ngoring station (lower right). The location of the monitoring station at Lake Ngoring for ice albedo, and at Lake Nam 

Co for lake surface temperature (LST), sensible heat flux (H) and latent heat flux (LE) is also marked. 

2.2. Data 

2.2.1. In situ Measurements 

There are four sets of observations (two weather stations and two monitoring sta-

tions) available for the two lakes. The station data (2011–2016) are used as long-term forc-

ing to drive the FLake models, which were derived from the Lake Nam Co station and 

Lake Ngoring station on the lakeshore. The monitoring stations’ data (2015–2016) are used 

to evaluate the model results. The observation site at Nam Co provides LST, H and LE 

data (2015–2016), and the observation site at Ngoring provides H and LE data (2015–2016), 

as well as lake ice albedo data (2014). 

The weather station at Lake Nam Co was established on the eastern shore of the lake, 

about 1.5 km from the shoreline, in 2005 (green five-pointed star in Figure 1). The auto-

matic weather station (AWS) tower records wind speed, wind direction (WD), air temper-

ature, humidity, pressure, precipitation, and downward short- and long-wave radiation. 

The in situ observation site for Lake Nam Co is situated on an island (an area of approxi-

mately 0.18 km2, shown as a black triangle in Figure 1). An eddy covariance (EC) system 

(4.5m above the island surface) and AWS tower (1.52m and 9.52m above the land surface) 

were established on the island, which is about 10 m from the shore, on July 28th, 2015. The 

EC system has been applied to all kinds of lakes including several lakes of TP to measure 

turbulent fluxes (momentum, sensible heat and latent heat flux) [40,49]. The EC system 

consisted of an open-path CO2/H2O infrared gas analyzer (LI-7500A, LI-COR Biosciences) 

Figure 1. The topography around Lake Nam Co and Lake Ngoring, and the location of Nam Co
station (upper right), and of Ngoring station (lower right). The location of the monitoring station at
Lake Ngoring for ice albedo, and at Lake Nam Co for lake surface temperature (LST), sensible heat
flux (H) and latent heat flux (LE) is also marked.

The weather station at Lake Nam Co was established on the eastern shore of the lake,
about 1.5 km from the shoreline, in 2005 (green five-pointed star in Figure 1). The automatic
weather station (AWS) tower records wind speed, wind direction (WD), air temperature,
humidity, pressure, precipitation, and downward short- and long-wave radiation. The in
situ observation site for Lake Nam Co is situated on an island (an area of approximately
0.18 km2, shown as a black triangle in Figure 1). An eddy covariance (EC) system (4.5 m
above the island surface) and AWS tower (1.52m and 9.52m above the land surface) were
established on the island, which is about 10 m from the shore, on July 28th, 2015. The EC
system has been applied to all kinds of lakes including several lakes of TP to measure
turbulent fluxes (momentum, sensible heat and latent heat flux) [40,49]. The EC system
consisted of an open-path CO2/H2O infrared gas analyzer (LI-7500A, LI-COR Biosciences)
and a three-dimensional sonic anemometer (CSAT3, Campbell Scientific, Inc.). Temperature,
humidity and three-dimension wind speeds are measured at a frequency of 10 Hz by the gas
analyzer and ultrasonic anemometer, respectively. A water temperature profiler, measuring
to a depth of 0.5 m, was installed (90.7979◦ E, 30.8107◦ N) from July 28th to November 19th
in 2015, and from July 7th to November 18th in 2016. The temperature at the 0.5 m depth is
used as the LST in our study (Ts, ◦C).

The lake station at Ngoring was installed in June 2011. Initially, an AWS tower and
an EC observation system were situated in the northwestern part of the lake, standing on
a submerged rock about 200 m from the shore (35.038◦ N, 97.658◦ E) [37,41]. These were
damaged by ice in the winter of 2011–2012. Another two systems were located on the
southwestern lake shore (yellow five-pointed star in Figure 1, 34.918◦ N, 97.558◦ E) to
ensure continuity with records from 2012, and these then developed into Ngoring Station.
Air temperature and humidity were measured with a temperature and humidity probe
(HMP45C, Vaisala) at a 3 m height. The incoming and outgoing shortwave and longwave
radiations were measured with a net radiometer (CNR-1, Kipp and Zonen) 1.5 m above
the lake surface. The sensor signals were recorded by a data logger (CR5000, Campbell
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Scientific, Inc.) at a frequency of 10 Hz. The AWS tower measures air temperature, humidity,
precipitation, pressure, wind speed and direction, and downward short- and long-wave
radiation. In this study, the AWS data are used as long-term forcing data to drive the lake
model for Lake Ngoring. The EC observation system measures H and LE and the data are
used to evaluate the model results.

Half-hourly data for H and LE at Nam Co and Ngoring lakes were calculated by
processing the high-frequency EC system observations using the ”Turbulence Knight 3”
software (Windows TK311) (https://zenodo.org/record/20349#, accessed on 27 Febru-
ary 2021). All the relevant corrections (spike removal, time lag compensation, spectral
correction, planar fit rotation, and Webb–Pearman–Leuning density correction) were in-
cluded [40,50]. Sporadic missing data were replaced through interpolation combined with
other meteorological variables such as radiation, wind speed, and temperature (specific hu-
midity) differences between the lake surface and air [49]. Sensible heat flux (H) and latent
heat flux (LE) are given by Equations (1) and (2), respectively.

H = ρacpw′T′ (1)

LE = Lvρaw′q′ (2)

Here, ρa is the air density, cp is the specific heat of air at a constant pressure, Lv is
the latent heat of vaporization, w′ is fluctuation of the vertical wind component, and T′
and q′ are the temperature and specific humidity fluctuations. To ensure the data quality
of the EC observations, we considered many criteria [43,49]. Biermann et al. [13] showed
the in situ-observed turbulent heat flux for conditions with wind direction (WD) from
the lake surface. Footprint analysis [51] was used to identify observations collected when
Lake Ngoring and Lake Nam Co Lake were the dominant source areas. So, we discarded
the turbulent heat flux data when wind direction (WD) criteria were not met (Nam Co
WD < 135◦ and WD > 270◦, Ngoring 35◦ < WD < 215◦), since these fluxes are contaminated
with land. In this study, EC system observation data from 2015–2016 are used to validate
our lake model results.

In situ observations of ice albedo were recorded over west Ngoring Lake from 3 to
6 January 2014 (red triangle in Figure 1). The instrument used for this observation is
a Kipp & Zonen 4-Component Net Radiometer (CNR4) (1.20 m above the ice surface),
in which the pyrgeometer and pyranometers measure longwave (4500–42,000 nm) and
shortwave (300–2800 nm) infrared radiation, respectively [15]. The albedo (α) measured by
the pyranometers over the lake ice surface is obtained from the ratio: α = RS_dw/Rs _up,
where RS _dw and RS _up are the measured upward and downward shortwave radiances,
respectively. In this study, the data were used with the MODIS-observed data to modify
the parameterization scheme used to represent lake ice albedo.

2.2.2. MODIS Lake Surface Temperature, Ice Albedo and Snow/Ice Cover Ratio

The MODIS albedo dataset, MCD43A3, from October 2014 to June 2015, was used to
adjust the parameterization scheme for lake ice albedo, using the in situ observation data
in this study. The MODIS data include albedo measurements at a 500 m spatial resolution
and are updated every 8 days. The two lakes are large enough (the area of Lake Nam Co is
2021.3 km2 while Lake Ngoring is 610 km2) that multiple MODIS footprints can fit. The
pixels that cover the two lakes are carefully selected (two pixels within the lake boundary
are removed) to ensure that land contamination is not an issue. The information in this
product is detailed in Ref. [52]. The MCD43A product used in this study is the White
Sky Albedo (WSA), from the short waveband product. Studies have shown that the snow
and ice albedo obtained from MCD43A3 have good accuracy for individual regions, with
mean biases ranging from 0.06 to 0.07, when compared with in situ observations [15,53].
MCD43A2 is the quality assurance product for MCD43A3, and it records whether each
pixel has snow-cover or not (ice-cover). The MCD43A2 data for winters in 2012–2013,

157



Water 2021, 13, 634

2013–2014, and 2014–2015 are used to analyze the snow/ice cover ratio for Lake Ngoring
and Lake Nam Co during the frozen period.

In this study, the MODIS LST product (MOD11A2) is used to evaluate the results simu-
lated by the lake model for 2015–2016. The MOD11A2 product includes two instantaneous
observations each day (approximately 11:00 and 21:00 local time), with a spatial resolution
of 1 km. Many studies have shown that the MOD11A2 product has good accuracy for
individual regions, with mean biases ranging from 0.2 ◦C to 1.05 ◦C [12,54,55]. The water
surface temperature from the MODIS observations of the skin layer is generally lower than
the in situ observation of the mixed layer [56–58], because of the cool skin effect [12,59].

2.3. Lake Model and Numerical Experiment Design

One-dimensional (1-D) lake models have demonstrated their ability of simulating
the lake thermodynamics [60,61]. The driving assumption of the 1-D lake model is hor-
izontal homogeneity [62]. The one-dimensional lake surface energy balance is given by
Q∗ = QLE + QH + QS + QGL, where Q∗ is net radiation, QLE is the latent heat flux (evap-
orative heat flux), QH is the sensible heat flux, and QGL is the heat flux across the lake
bottom. The heat storage in the lake is determined as QS = CW∆TW/∆t, where CW is the
heat capacity of water. The temperature change with time, ∆TW/∆t, is integrated over the
total depth of the lake. Certain 1-D lake models with different degrees of sophistication in
physical processes have been widely developed, including the 2-layer FLake model based
on similarity theory [62,63]; turbulence lake models [64,65]; and radiation-diffusion lake
models [11]. Many studies have conducted a series of intercomparisons of the available
1-D lake models’ performances in simulating the thermal features of different lakes during
the past several years [66–70]. Based on these studies, much considerable progress has
been made to improve the 1-D lake models [61,70–73].

Compared to the relatively comprehensive studies on the evaluation and development
of the 1-D lake models over lowlands and wet regions, few annual modeling studies being
have previously been done for TP lakes because of the harsh environment conditions
in winter. Recently, the lakes on TP have received increasing attention [37,43,70,74,75].
The competences of the FLake, WRF-Lake, and CoLM-Lake models in simulating the
thermal features of Lake Nam Co have been evaluated, and FLake performs the best in
simulating the temporal evolution and intensity of temperature in the shallow layers [70].
Huang et al. [70] also adjusted three key parameters (temperature of maximum water
density, light extinction coefficient, surface roughness lengths) within FLake and improved
the model results. Li et al. [75] evaluated the effects of ice and snow albedo, ice and water
extinction coefficients on the lake ice phenology, water temperature, and sensible and latent
heat fluxes using the LAKE2.0 model. The computation of the FLake is efficient, due to its
relatively simple construction, and it performs reasonably across lake categories in predict-
ing both surface temperatures and ice characteristics [61]. In terms of accuracy, previous
studies have found small positive biases in the H and LE simulated in the FLake model, as
well as good correlations between the LST from the FLake model and in situ observations,
and between FLake LST and MODIS observations, for the ice-free period [76,77]. Results
from simulations for the freezing period show that the lake temperature in winter has a
negative bias [15,42,67,70].

FLake has been applied to typical temperature freezing lakes of North America and
Alaska (Bear Lake) for several sensitivity analyses of lake depth, water transparency,
explicit snow and snow/ice albedo, snow density and heat conductivity [68,78]. FLake has
also been driven by regional climate scenarios, applied to small lakes in Berlin, Germany,
for modeling the impact of global warming on water temperature and seasonal mixing
regimes [79,80]. However, FLake has never previously been applied to Lake Nam Co and
Lake Ngoring for assessing air temperature sensitivity to compare the effects of different
warming degrees on the lake.
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2.3.1. FLake Model

The lake model used in this study is the 1-D Mironov FLake model, which is a
freshwater model, and is suggested to be appropriate for lakes with depths of less than
50 m because of its relatively simple stratification scheme. The model requires a small
number of lake parameters to be specified: the lake depth and the optical characteristics
of the lake. The FLake model is based on the concept of self-similarity (assumed shape)
for the vertical temperature profile in the thermocline, and simulate lakes’ temperature
profiles and surface heat fluxes [62,81,82]. The essence of the concept of self-similarity of the
temperature profile θ(z, t) in the thermocline is that the dimensionless temperature profile
in the thermocline can be parameterized through a “universal function of dimensionless
depth” with reasonable accuracy, that is [62]:

θs(t)− θ(z, t)
∆θ(t)

= Φθ(ζ) at h(t) ≤ z ≤ h(t) + ∆h(t), (3)

where t is time, z is depth, θs(t) is the temperature of the upper mixed layer of depth h(t),
∆θ(t) = θs(t)− θb(t) is the temperature difference across the thermocline of depth ∆h(t),
θb(t) is the temperature at the bottom of the thermocline, and Φθ ≡ [θs(t)− θ(z, t)]/∆θ(t)
is a dimensionless “universal function of dimensionless depth”, ζ ≡ [z− h(t)]/∆h(t), that
satisfies the boundary conditions Φθ(0) = 0 and Φθ(1) = 1. A snow layer, a lake ice layer,
an upper mixed layer, a thermocline layer and a lake sediment layer are considered in the
FLake model, and the concept of self-similarity is applied to all layers except the upper
mixed layer. The water temperature of the upper mixed layer is nearly vertically uniform.
The depth of the mixed layer is described with an entrainment equation for convective
conditions and a relaxation-type equation for stable conditions.

The water surface albedo, with respect to solar radiation, is set to 0.07 in the default
configuration, and the albedo of the ice surface is given by [15]:

αice = amax − (αmax − αmin)exp
(
−95.6

(
Tf 0 − Ti

)
/Tf 0

)
(4)

where αmax is white ice albedo, αmax = 0.6. The αmin is blue ice albedo, αmin = 0.1. Tf 0 is
the freezing temperature (273.15 K), Ti is the ice surface temperature. As the ice surface
temperature (Ti) approaches the freezing temperature (Tf 0), the albedo approaches 0.10.
The solar radiation transfer between the water and the snow or ice is calculated using a
one-band exponential approximation of the Beer–Lambert decay law, with an extinction
coefficient of 3 m−1 for water, and 1.0 × 107 m−1 for both ice and snow, in the default con-
figuration. The parameterized scheme for the turbulent fluxes of momentum, and sensible
and latent heat at the lake surface is adopted in the FLake model [62].

2.3.2. Modification of the Lake ice Albedo Parameterization Scheme in the FLake Model

Previous studies have found small positive biases in H and LE simulated in the FLake
model, as well as good correlations between the LST from the FLake model and in situ ob-
servations, and between FLake LST and MODIS observations, for the ice-free period [76,77].
Results from simulations for the freezing period show that the lake temperature in winter
has a negative bias [15,42,67,70]. Since our study focuses on changes to lake ice phenol-
ogy in different air temperatures, the accuracy of the model LST and ice phenology in
winter is very important. Since there is almost no snow on lake surfaces on the TP in
winter, and albedo is a key parameter for calculating lake ice phenology, we modified the
parameterization scheme for lake ice albedo to improve the negative model bias for LST in
winter. The MODIS-observed average ice surface albedo is 0.15 for lakes on the TP [15].
Based on results from our previous study, we calculated the lake ice albedo from a new
albedo parameterization scheme (Equation (4)), and tested the value for αmax by replacing
the constant value set for the maximum ice albedo (αmax = 0.6, Equation (4)) to 0.4 and
0.15 for the two lakes. We conducted a further two tests of Equation (4) by replacing the
maximum ice albedo (αmax = 0.6, Equation (4)) with 0.15, and setting αice to 0.15. The in
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situ observation data for the ice albedo were used to evaluate the results from each test for
daily changes at Lake Ngoring (Figure 2a), and the MODIS observation data were used to
evaluate the results of the two tests for the frozen period at Lake Ngoring (Figure 2b) and
at Lake Nam Co (Figure 2c). It can be seen from Figure 2 that the albedo parameterization
scheme in the FLake model greatly overestimated the ice albedo, and did not describe daily
changes well. It is very difficult to accurately describe daily changes in ice albedo. Since the
lake ice albedo values from the in situ observations are concentrated around 0.15 for most of
the daytime, the ice albedo had a large positive bias when αmax = 0.4 (open down triangle
in Figure 2), or αmax = 0.6 (solid up triangle in Figure 2). The results of the parameterized
scheme show a small negative bias when αmax = 0.15 (asterisk in Figure 2), compared
with the MODIS observation data. The results when αice = 0.15 (red line in Figure 2a,
red dot in Figure 2b,c) are the most accurate, and we therefore selected this scheme as
the final albedo parameterization scheme and used this in all following simulations, after
evaluating the model results for LST, H and LE for this scheme against the in situ and
MODIS observations.
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2.3.3. Numerical Experiment Design

In this study, we applied the FLake model to evaluate the influence of air temperature
on simulations for two different lakes: Lake Ngoring and Lake Nam Co. To evaluate the
influence of different degrees of air temperature rise (1.5 ◦C to 3.5 ◦C) on LST, H, LE, and ice
phenology at the two lakes, we first carried out a control experiments (CTRL) by running
the FLake model with the default model configuration. We then calculated an additional
simulation to test the modified ice albedo parameterization scheme (same in both of the
two lakes). Based on the results from the previous tests of the ice albedo parameterization
scheme, we conducted a series of sensitivity experiments by increasing the air temperature
of the input data by different amounts (1.50 ◦C, 1.75 ◦C, 2.00 ◦C, 2.25 ◦C, 2.50 ◦C, 2.75 ◦C,
3.00 ◦C, 3.25 ◦C, and 3.50 ◦C) to investigate the influence of increasing air temperature on
the two lakes. The model lake depth is set to equal the mean depths of the lakes (25 m
for Lake Ngoring, 40 m for Lake Nam Co). The initial water temperature for the bottom
of Lake Nam Co was set to 276.65 K. The value is close to the temperature that has been
observed at a 44 m depth in other years. Other parameters that it is not essential to specify
will be set as default with no corresponding observations. The forcing data are derived
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from the observations made at the stations at Lake Ngoring and Lake Nam Co. The main
input variables include the surface air temperature, relative humidity, wind speed, air
pressure, downward shortwave and longwave radiation, and precipitation from 1 July
2011 to 1 January 2017. The simulations began in July 2011 and ended in December 2016.
The integration time step was 30 min. The simulations began in July 2011, instead of
January 2012, to allow for model spin-up.

3. Results
3.1. Evaluation of the Simulated Results

Observations of LST, H and LE from 2015 to 2016 were used to validate the results
from both the original FLake model and for the FLake_αice = 0.15 model, for Nam Co and
Ngoring, as shown in Figure 3 (Nam Co) and Figure 4 (Ngoring). The results show that
the FLake model’s performance is sensitive to the ice albedo parameterization scheme,
especially in winter. Setting the ice albedo to 0.15, instead of 0.6, in the FLake model
consistently led to the improved simulation of H and LE during winter and the ice melt
period for both lakes, and improved the simulated LST throughout the year at Lake Nam
Co. Reducing the ice albedo in the FLake model results in fewer frozen days and a smaller
maximum ice thickness, leading to a better agreement with the in situ observations reported
in other studies [33,37,83]. Further intercomparison indicates that FLake_αice = 0.15
performs better than the standard FLake model in simulating lake ice phenology for both
of the two lakes, and in simulating LST for Lake Nam Co; it also simulates LST, H and LE
better than the FLake model during the ice melt period for Lake Ngoring.
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3.1.1. Lake Surface Temperature

The simulated LSTs from FLake_αice = 0.15 are higher in winter, and lower in summer,
at both lakes, relative to the original FLake model. The FLake_αice = 0.15 model simulates
LST better than the FLake model at Lake Nam Co, with a mean bias of 2.22 ◦C, relative
to the bias in the FLake model bias of 2.69 ◦C. The root-mean-square error (RMSE) values
for the LSTs simulated at Lake Nam Co in the FLake_αice = 0.15 and FLake models are
2.70 ◦C and 3.25 ◦C, respectively. At Lake Ngoring, the mean LST bias is 3.04 ◦C for the
original FLake model, and 1.94 ◦C for FLake_αice = 0.15, and the RMSEs are 3.74 ◦C and
2.42 ◦C, respectively. One possible reason for the warm biases simulated for Lake Ngoring
in winter is that the ice at Lake Ngoring is thicker than at Lake Nam Co, and the frozen
period is longer. This effectively inhibits energy exchange between the lake water and the
atmosphere. In the model, all the solar radiation entering the lake via the lake ice remains
in the ice layer, resulting in the model’s overestimation of the lake surface temperature in
winter (ice layer surface temperature). Another possible reason is that Lake Nam Co is
deeper than Lake Ngoring. Mixing in ice-covered lakes is caused by many factors, and
convection driven by penetrating solar radiation is one effective driver (Bengtsson, 1996).
The shallower the lake, the greater the impact of the through-ice solar radiative flux on
mixing. Lake Ngoring is much shallower than Lake Nam Co, so it is more sensitive to
changes in ice albedo.

3.1.2. Latent Heat Flux and Sensible Heat Flux

The model can simulate seasonal variations in H and LE at the lake surface. The sim-
ulated H and LE in FLake_αice = 0.15 are higher in winter and spring for both lakes
(Lake Nam Co: January to May; Lake Ngoring: December to June) than in the original
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FLake model (Figures 3 and 4). The FLake_αice = 0.15 model simulates LE and H better
than the FLake model during the melt period (March to April) at Lake Ngoring, with
RMSEs of 31.76 W m−2 and 23.34 W m−2, respectively. The RMSEs for the FLake model
simulations of LE and H are 35.14 W m−2 and 28.25 W m−2, respectively. There are no in
situ EC observation data for the corresponding ice melt period at Lake Nam Co to facilitate
a comparison. Ref. [40] indicated that sublimation during winter is non-zero over Lake
Nam Co, as LE was observed to be very high during the ice-covered period in the EC data.
In simulations from the original FLake model, LE is zero throughout frozen period, and
simulations from FLake_αice = 0.15 significantly improve on this bias.

3.1.3. Lake Ice Phenology

The simulated number of frozen lake ice days is lower for both lakes in the FLake_αice = 0.15
simulations than in the original FLake simulations. At Lake Nam Co, the number of frozen days
in simulations from FLake_αice = 0.15 is 82, and there are 101 frozen days in simulations from
FLake. At Lake Ngoring, the number of frozen days is 139 in FLake_αice = 0.15, and 154 in FLake.
The simulated lake ice freeze-up date is several days earlier in FLake than in FLake_ αice = 0.15,
and the onset of ice melt occurs half a month earlier in FLake_αice = 0.15 than in the original FLake
model for both lakes. In situ observations show that freeze-up generally occurs in mid-January
at Lake Nam Co, and that ice break-up occurs in early April [33,83]. The average duration of
complete freezing (i.e., complete ice cover) at Nam Co is 58.5 days [84]. The lake ice thickness
at Lake Nam Co peaks in February, and the maximum thickness in the in situ observations is
about 0.4 m, which occurs relatively near to the Nam Co station [83]. The in situ observations
of ice thickness at Lake Ngoring show that it remained above 0.6 m from mid-January to early
March, with a maximum (0.73 m) measured in late February [37]. Lake ice thickness at Ngoring
was measured from December 2012 to March 2013 near the lakeshore, very close to the AWS.
In Figure 5, the simulated lake ice phenology is shown to agree well with the in situ observations
reported in other studies.
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In summary, the comparison of the simulations against in situ and MODIS observa-
tions shows that the FLake_αice = 0.15 model can approximately reproduce the observed
lake ice phenology, and improves upon the original FLake model for the freezing and
melting periods, but there is no significant improvement in the simulation results for
the ice-free period. The simulated LST, H and LE values at Ngoring are higher than the
observed values, with mean biases of 3.04 ◦C, 17.61 W m−2, 45.17 W m−2, respectively.

3.2. The Influence of Rising Air Temperature at the Two Different Lakes

All the above-mentioned positive biases in LST and LE for Lake Ngoring are present
in both the FLake and the FLake_αice = 0.15 simulations, and have relatively little influence
on seasonal variations for the lake. FLake_αice = 0.15 simulates the lake ice freezing and
melting periods at Lake Ngoring, and the LST and frozen period at Lake Nam Co, better
than the original FLake model. We therefore assume that the FLake_αice = 0.15-simulated
LST, H, LE and ice phenology data can be used to analyze changes in seasonal variations at
the two lakes.

Although global climate models (such as CMIP5 and CMIP6) can provide climatic
variables which can be used as a future climate scenario, it is well known that the simulation
errors of global climate system models for the TP are large [23,25]. The forcing data of the
control experiment in our study are in situ-observed climatic variables data; these data can
provide a more realistic driving field of the model. Because the environmental changes
experienced on the TP are mostly associated with rapid surface warming [23], we use
offline simulation and only change the air temperature, mainly to compare the effects of
different warming degrees on the lake. Here, we use simulations from FLake_αice = 0.15
to analyze the effects of rising air temperatures on LST, H, LE and ice phenology.

3.2.1. Seasonal Variations in the Effect of Rising Air Temperature on the Lake Surface
Temperature and on Heat Fluxes

Figure 6 shows seasonal variations in LST, H and LE after air temperatures have
risen by 1.50 ◦C, 2.25 ◦C, 3.00 ◦C, and 3.50 ◦C at Lake Nam Co and Lake Ngoring, from
2012 to 2016. In ten groups of sensitivity tests, we selected four modes (1.50 ◦C, 2.25 ◦C,
3.00 ◦C, 3.50 ◦C), for which there were clear changes, to analyze the response of the seasonal
variability at the two lakes to the increase in air temperature.
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164



Water 2021, 13, 634

H (Figure 6a,b) is the most sensitive parameter to changes in air temperature, with
a decreasing trend for every month as air temperature rises, except for February at Lake
Nam Co and December in Lake Ngoring. The difference in H simulated under different
air temperatures reaches a maximum in November (before freeze-up), and suddenly
decreases when the two lakes begin to freeze. The minimum decreases in H at Lake
Nam Co reach −16.45 Wm−2 and −14.94 Wm−2 in November and December, respectively.
After Lake Nam Co has frozen, the minimum decrease is in January, and is −4.46 Wm−2.
The minimum decreases at Lake Ngoring reach−11.97 Wm−2 and−14.34 Wm−2 in October
and November, respectively. After Lake Ngoring has frozen, the minimum decrease is
in December, and is −2.49 Wm−2. LST rises rapidly in winter with the increasing air
temperature, and the change in H at Lake Nam Co in February (Lake Ngoring in December)
is opposite to that for other months.

With increasing air temperature, LE (Figure 6c,d) generally decreases from the end
of the frozen period to a period after ice break-up (March to June at Lake Nam Co, April
to June at Lake Ngoring), and increases in the other months, especially during the frozen
period. The maximum decreases at Lake Nam Co reach 16.00 Wm−2 and 13.45 Wm−2 in
May and June, respectively, and the maximum increase reaches 25.89 Wm−2 in February.
The maximum decrease at Lake Ngoring reaches 4.18 Wm−2 in April, while the maximum
increase reaches 14.88 Wm−2 in December.

LST (Figure 6e,f) increases every month as the air temperature rises, and two relatively
large peaks appear in winter and summer, with the largest increase in winter. The maximum
increases at Lake Ngoring reach 3.02 ◦C and 3.40 ◦C in December and January, respectively,
while the maximum increase at Lake Nam Co reaches 2.64 ◦C in January.

Figures 7 and 8 show the impact of different temperature increases on the seasonal
changes in LE, H, LST, and lake mixed layer temperature (MLT). Here, we use the differ-
ences between the different sensitivity tests (line in Figures 7 and 8) to analyze the influence
of different increase intervals on seasonal variations in the four variables. The differences
before and after the frozen period fluctuate significantly. The variability in the sensitivities
for the four variables in the ice-free period is roughly the same at Lake Ngoring and at
Nam Co, but the magnitude of the sensitivities is small. Since the frozen period is longer
at Lake Ngoring, we can see differences between the variations in the sensitivities at the
two lakes during the frozen period. In the middle of the frozen period, there is a relatively
regular one-month (February) change in LST, LE and H with increasing air temperature
at Lake Ngoring, and we do not see this at Nam Co. The thicker ice at Lake Ngoring
means that the MLT is unaffected by the increase in air temperature for the three months
after freeze-up. However, the MLT at Lake Nam Co changes significantly once the air
temperature rises beyond 2.75 ◦C. At both lakes, there is a clear difference between the
simulations with unchanged air temperature, and the simulations when the air temperature
has been increased by 1.5 ◦C, shown with a black line in Figures 7 and 8. The next obvious
difference is between the simulations calculated with temperature increases of 2.75 ◦C and
3.00 ◦C at Lake Nam Co, shown with blue line in Figures 7 and 8 (2.25 ◦C and 2.50 ◦C at
Lake Ngoring, shown with a red line in Figures 7 and 8).

Differences between the sensitivity tests can be used to analyze the rate of change for
the lake surface and MLT for different intervals of increasing temperature. The larger the
positive (negative) value, the faster the LST rises (drops) over the temperature interval.
The variations in the differences for LST and MLT are the same in the ice-free period, with
relatively regular changes except for the months before and after the ice has frozen. After
freeze-up, the thick ice layer isolates the lake body from the air, and the responses of the
mixed layer to different air temperature increases become increasingly similar, until they
become the same, i.e., the sensitivity to the magnitude of the change in air temperature
disappears. This happens at Lake Ngoring, but differences appear again between the
mixed layer responses to different air temperature increases at Lake Nam Co once the air
temperature rises beyond 2.75 ◦C. When the air temperature rises beyond 2.75 ◦C at Lake
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Nam Co, the lake ice is thin enough, and solar radiation will be absorbed by the lake water
through the ice layer, and then affect the mixed layer temperature.
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Figure 7. Seasonal variations in lake ice thickness (shading), and differences between the sensitivity of H and LE to different
air temperature increases (lines), averaged from January 2012 to December 2016 (a,c) at Lake Nam Co and (b,d) at Lake
Ngoring. The plotted differences are the differences between the sensitivities found for different air temperature changes,
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values for no change in air temperature, and for an air temperature increase of 3.5 ◦C, respectively.
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Figure 8. Seasonal variations in the lake ice thickness (shading), and the difference between LST and MLT sensitivities to
different temperature increases (lines), averaged from January 2012 to December 2016 (a,c) at Lake Nam Co and (b,d) at
Lake Ngoring. The details of the legend are the same as in Figure 7.

Changes in H are closely related to changes in LST. The LST for Lake Nam Co from the
end of July to mid-January follows a generally increasing trend, when the air temperature
increases from 2.00 ◦C to 2.75 ◦C, and differences in LST are more obvious with temperature
increases of between 0 ◦C and 1.5 ◦C. When the air temperature rises from 1.50 ◦C to 2.00 ◦C,
and above 2.75 ◦C, the LST decreases with the increasing air temperature for three months
after the ice break-up, and the most significant decrease occurs in the last month. When the
lake begins to freeze-up in January, the differences appear to be irregular, and fluctuate
until the end of February. The LST at Lake Ngoring from the end of June to the end of
November follows a steadily increasing trend for air temperature increases from 0 ◦C to
3.5 ◦C, and the differences in LST are more obvious for a temperature increase of 0 ◦C to
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1.5 ◦C. When the air temperature rises from 1.5 ◦C to 2.25 ◦C, and from 2.75 to 3 ◦C, LST
decreases with increasing air temperature during two months after ice break-up. When the
lake begins to freeze-up in November, the differences appear to fluctuate until the end of
March. By February, the rising LST trend has stabilized, and then there is a rapid change in
March, when the ice is about to begin break-up.

3.2.2. The Effect of Rising Air Temperature on Lake Surface Temperature and
Ice Phenology

Figure 9 shows the impact of the change in air temperature on the simulated LST in
summer and winter, and Table 1 shows the impact on the simulated lake ice phenology.
As expected, the LST rises with increasing air temperature. When the air temperature rises,
the number of frozen days decreases and the maximum ice thickness decreases, meaning
the freeze-up date of lake ice will be delayed, and the break-up date will be advanced.
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Figure 9. Plot of changes in LST in summer and winter for air temperature increases of between
1.5 ◦C and 3.5 ◦C at Lake Nam Co and Lake Ngoring (summer data are averaged from June, July, and
August 2012–2016, and winter data are averaged from December, January, and February 2012–2016).

The LST in summer and winter increases with the increases in air temperature. How-
ever, the LST rises much faster in winter than in summer, and the increase is greater at Lake
Ngoring than at Lake Nam Co in both seasons. When the air temperature rises by 3.50 ◦C,
the LST at Lake Nam Co rises by 1.90 ◦C in winter, and by 0.57 ◦C in summer, while the
LST at Lake Ngoring rises by 2.88 ◦C in winter, and by 0.92 ◦C in summer. The pattern
with which LST rises with increasing air temperature is different in winter and summer.
Once the winter air temperature rises beyond 2.75 ◦C at Lake Nam Co, LST rises faster
with increasing air temperature. The same thing occurs at Lake Ngoring when the winter
air temperature rises beyond 2.25 ◦C. However, when the air temperature increases from
2.75 ◦C to 3.00 ◦C at Lake Nam Co, the LST decreases from 0.76 ◦C to 0.50 ◦C, and at the
same time, the air temperature begins to affect the temperature of the mixed layer.
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Table 1. Changes in lake ice thickness, the number of frozen days, and dates for the onset of freeze-up and melt when the
air temperature increases by between 1.5 ◦C and 3.5 ◦C at Lake Nam Co and Lake Ngoring (averaged from January 2012 to
December 2016).

Lake Increasing Air
Temperature (◦C) Freezing Date Melting Date Frozen Days Maximum

Ice Thickness (m)

Lake
Nam Co

0 9 January 1 April 83 0.300
0.150 11 January 23 March 72 0.226
0.175 17 January 22 March 65 0.216
0.200 18 January 21 March 63 0.197
0.225 11 January 21 March 70 0.195
0.250 11 January 21 March 70 0.192
0.275 11 January 21 March 70 0.196
0.300 11 January 20 March 69 0.159
0.325 16 January 20 March 64 0.141
0.350 18 January 20 March 62 0.103

Lake
Ngoring

0 6 December 17 April 133 0.761
0.150 11 December 15 April 126 0.678
0.175 11 December 15 April 126 0.656
0.200 13 December 15 April 124 0.645
0.225 11 December 15 April 126 0.638
0.250 20 December 6 April 108 0.607
0.275 20 December 5 April 107 0.602
0.300 21 December 3 April 104 0.580
0.325 21 December 4 April 105 0.573
0.350 21 December 3 April 104 0.56409

When the air temperature rises from 0 ◦C to 3.50 ◦C, the number of frozen days at
Lake Nam Co decreases from 83 days to 62 days, while the number of frozen days at Lake
Ngoring decreases from 133 days to 104 days; the maximum ice thickness at Lake Nam Co
reduces from 0.3 m to 0.1 m while the maximum ice thickness at Lake Ngoring reduces
from 0.76 m to 0.56 m; ice freeze-up is delayed by 9 days, and the onset of ice melt advances
by 12 days at Lake Nam Co, while freeze-up is delayed by 15 days and the onset of ice
melt advances by 14 days at Lake Ngoring. When the air temperature rises from 2.25 ◦C to
2.50 ◦C, the frozen period at Lake Ngoring changes more obviously than it does between
cooler temperatures. Specifically, when the air temperature at Lake Ngoring rises from 0 ◦C
to 2.25 ◦C, and from 2.50 ◦C to 3.50 ◦C, the number of frozen days decreases by 7 days and
4 days, respectively, and when the air temperature rises from 2.25 ◦C to 2.50 ◦C, the number
of frozen days decreases by 18 days. There is no obvious rule to relate the change in the
duration of the frozen period at Lake Nam Co with rising air temperature. The processes
that determine the duration of the frozen period are relatively complicated, particularly
around the time of freeze-up and break-up. Lake Ngoring has a relatively long and stable
freezing period, and we speculate that temperature increases must reach a threshold of
around 2.25 ◦C before they influence the duration of the frozen period at Lake Ngoring.

3.2.3. The Maximum Possible Impact of Rising Air Temperature on the TP On Lake Nam
Co and Lake Ngoring

Figures 10 and 11 show the impact of air temperature rises of 3.5 ◦C at the two lakes.
Here, we use the differences between responses to air temperature increases of 0 ◦C and
3.5 ◦C to analyze the influence of the most significant warming on seasonal variations in
five variables (H, LE, LST, MLT, and ice thickness) for the two lakes. In general, when
the air temperature rises by 3.5 ◦C, annual LE and LST increase and H decreases at both
lakes (Figure 10b,c, Figure 11b,c). The increase in LE and LST at Lake Ngoring is higher
than at Lake Nam Co, and the decrease in H at Lake Nam Co is greater than at Lake
Ngoring. The ice thickness at Lake Ngoring decreases more than at Lake Nam Co. The
changes in the variables in response to the temperature increases are similar at the two
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lakes from the end of July to the beginning of December. From mid-December to the end of
July, the two lakes respond differently to the temperature increase, due to their different
frozen periods and the continuous impact on lake surface energy exchange after the lake
ice melts. The difference between the responses of H to the temperature change at the
two different lakes is greater than the difference between the LE responses at the two
lakes. The maximum value for the increase in LE at Lake Nam Co is 39.52 W m−2, which
occurs at the beginning of February, and the maximum for Lake Ngoring is 47.37 W m−2,
which occurs at the end of December. The maximum decreases occur at the end of May
and at the beginning of April, reaching −38.22 W m−2 and −23.95 W m−2, respectively.
The maximum values for the increases in H at Lake Nam Co and Lake Ngoring are also
at the beginning of February and at the end of December, when they reach 18.08W m−2

and 24.73 W m−2, respectively. In contrast to the LE responses, the maximum decreases
in H occur at the beginning of March and in mid-November, reaching −22.98 W m−2

and −21.39 W m−2 for Lake Nam Co and Lake Ngoring, respectively. Similar to H and
LE, the maximum increases in surface temperature at Lake Nam Co and Lake Ngoring
are at the beginning of February and the end of December, when they reach 5.06 ◦C and
6.58 ◦C, respectively. The maximum decrease in ice thickness at Lake Nam Co and Lake
Ngoring occurs at the beginning of February and the end of March, reaching −0.24 m and
−0.36 m, respectively. The possible reasons can be summarized as the following points.
Firstly, the model lake depth is set to 25 m for Lake Ngoring and 40 m for Lake Nam
Co. Secondly, the meteorological conditions of the two lakes are different, such as air
temperature, precipitation and wind speed.
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4. Conclusions

The model simulations show that LST rises with increasing air temperature, the rate is
much faster in winter than in summer, and the increase is greater at Lake Ngoring than at
Lake Nam Co. When the air temperature rises, the number of frozen days is reduced, the
maximum ice thickness decreases, the freeze-up date for the lake ice is delayed, and the
break-up date advances. From the end of July to the beginning of December, the variables
changed similarly for the two lakes, and from mid-December to the end of July, due to their
different frozen periods and the continuous impact on the lake surface energy exchange
after ice melt, the two lakes respond significantly differently to changes in temperature.
The difference in the response of H is greater than the difference in the response of LE
between Lake Ngoring and Lake Nam Co.

It is interesting that LST increases in summer and winter with rising air temperature,
but it increases much faster in winter than in summer, especially as the lake begins to freeze,
and it increases more at Lake Ngoring than at Lake Nam Co. This is completely consistent
with the fact that the increase in surface temperature on the TP is higher in winter than
in summer. The mechanism for surface warming on the TP has not yet been resolved,
so in future work, we will explore a plateau warming mechanism that includes multiple
freezing and thawing processes, such as glaciers, frozen soil, and snow. In combination,
these phenomena may explain the freezing period response of lake ice.

Another interesting phenomenon is that when the air temperature rises from 2.25 ◦C
to 2.50 ◦C, the freezing period at Lake Ngoring changes more obviously than following
similarly sized increases between cooler air temperatures. There is no obvious rule to relate
the duration of the frozen period at Lake Nam Co with rising air temperature. The physical
processes that determine the duration of the frozen period are relatively complicated,
especially during the times for ice freeze-up and break-up. Lake Ngoring has a relatively
long and stable freezing period, and we speculate that temperature increases must reach a
threshold of 2.25 ◦C before they influence the duration of the frozen period at Lake Ngoring.
Our future work will try to investigate this by carrying out model simulations for other
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lakes on the TP. We will also focus on a wider range of climate change indicators, including
wind speed, precipitation, and humidity, and try to analyze the impact of future climate
change on lakes on the TP.

One aspect of this work that could be improved is that the diurnal pattern in the simu-
lated albedo does not match the typical U-shaped curve seen in the observations. This is
because the albedo parameterization scheme in the FLake model was developed from
the sea ice albedo parameterization scheme, and its application to lakes requires further
improvement. Our future work will establish long-term observation sites at multiple lakes
to obtain sufficient observation data to improve the parameterization scheme for ice albedo,
and thereby make it more suitable for lakes on the TP. Another aspect of this work that
could be improved is that we use offline simulation, and only change the air temperature,
mainly to compare the effects of different warming degrees on the lake. This method is
commonly used, even though it has some obvious flaws, but the uncertainty is relatively
small. In our future study, we will further use reginal climate models to comprehensively
explore the effects of the offline and coupled climate models on the simulation results of
the method.
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Abstract: We apply a three-dimensional (3D) full-Stokes model to simulate the evolution of Da
Anglong Glacier, a large glacier in the western Tibetan Plateau from the year 2016 to 2098, using
projected temperatures and precipitations from the 25-km-resolution RegCM4 nested within three
Earth System Models (ESM) simulating the RCP2.6 and RCP8.5 scenarios. The surface mass balance
(SMB) is estimated by the degree-day method using a quadratic elevation-dependent precipitation
gradient. A geothermal flux of 60 mW m-2 produces a better fit to measured surface velocity than
lower heat fluxes and represents a new datum in this region of sparse heat flux observations. The
ensemble mean simulated glacier volume loss during 2016–2098 amounts to 38% of the glacier volume
in the year 2016 under RCP2.6 and 83% under RCP8.5. Simulation from 2016 to 2098 without ice
dynamics leads to an underestimation of ice loss of 22–27% under RCP2.6 and 16–24% under RCP8.5,
showing that ice dynamics play an important amplifying factor in ice loss for this glacier, unlike for
small Tibetan glaciers where SMB dominates glacier change.

Keywords: Tibetan Plateau; glacier modeling; mass balance; full-Stokes model

1. Introduction

The Tibetan Plateau has tens of thousands of mountain glaciers, which act as important
water resources supporting both local dry season irrigation and downstream rivers, such as
the Indus, Brahmaputra, Ganges, Yellow, Yangtze, and Mekong, and, hence, the agricultural
needs and economy of hundreds of millions of people. The Tibetan Plateau has undergone
significant warming, at a faster rate than the global mean during recent decades, which
is projected to continue in the future [1–3]. However, the response of the glaciers has not
been spatially homogeneous, and, although many glaciers have experienced rapid retreats
in recent decades, a minority of glaciers have advanced [4–6].

The response of glaciers in the Tibetan Plateau and the wider area of High Mountain
Asia (HMA) to ongoing and future climate change is a topic of concern and cross-boundary
disputes for several countries in Asia. Future glacier changes have been evaluated by the
area-volume scaling method under various climate scenarios, such as the A1B emission
scenario [7], the various Representative Concentration Pathway (RCP) scenarios [8–11],
and for a global temperature rise of 1.5 ◦C [12]. In contrast with the area-volume scaling
method, mechanistic models can investigate 3D velocity and thermal distribution, as well as
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simulating the dynamical evolution of individual glaciers [13–15]. Mechanistic models vary
in complexity, for instance, a “flowline model” or the “shallow ice approximation” neglect
some stress components to ease computation. A full-Stokes model can produce 3D velocity,
stress and temperature distributions, and facilitates comparison between simulated glacier
evolution and observations.

All ice dynamical models require estimates of surface and bed geometry, along with
atmospheric boundary conditions such as surface mass balance (SMB), surface temperature,
and precipitation records. Simplified dynamics models sometimes appear to require less
data because they implicitly parameterize some aspects of the problem. Due to lack of such
data, relatively little work has been done with mechanistic models of the Tibetan Plateau
glacier responses to climate warming [13,16]. These have, to date, been on small glaciers,
with no simulations of a large Tibetan glacier to our knowledge. Glaciers less than 1 km2

represent ~83% of the total Tibetan glaciers but only occupy 20% of the total glacierized
area. However, glaciers larger than 5 km2 represent only ~3% of the Tibetan glaciers but
occupy 51% of the total glacierized area. Thus, the response of large glaciers to climate
warming is proportionally more important. However, their large area and remoteness
usually make fieldwork challenging.

Da Anglong Glacier in the Ali Region of the western Tibetan Plateau is in a geologically
interesting transition region between old cratonic basins and orogenic belts [17], but only
sparse observations of geothermal heat observations exist. Since glacier dynamics allow
inferences to be made of the basal geothermal heat flux that controls how fast the glacier
flows, glaciological simulations can augment the heat flux map.

Because of both the practical difficulties involved in ground surveying glaciers in
Tibet and the large numbers of relatively small glaciers, there is a reliance on remotely
sensed information to infer the state and rate of change of the ice mass. However, we will
show that, in the particular case of Da Anglong Glacier, there is large bias in both satellite
radar surface elevations and remotely sensed ice velocity products comparing with field
observations.

In this paper, we simulate the dynamic evolution and mass balance of Da Anglong
Glacier from the year 2016 to 2098. The Ali Region is at the intersection of the Indian
monsoon and westerlies; the inter-annual balance between these two climate patterns is
the dominant factor affecting patterns of snow accumulation and ablation on glaciers in
and around the Tibetan Plateau [6]. Advancing glaciers can be found to the north in West
Kunlun and Karakoram, while all the observed glaciers in the Himalayas to its south and to
the east in inner Tibet have been retreating [5,6]. Da Anglong Glacier is, to our knowledge,
the only glacier in the Ali Region to have been studied in the field.

We combine an SMB parameterization using the degree-day model with a full-Stokes
ice flow model, Elmer/Ice (available online: http://elmerice.elmerfem.org/ (accessed on 11
November 2021)), to simulate the evolution of Da Anglong Glacier from 2016 to 2098 with
two climate scenarios representing the range from aggressive greenhouse gas mitigation
(RCP2.6) to little effort at mitigation (RCP8.5). The study region and observation data are
described in the next section. The surface mass balance parameterization and ice flow
model setup are described in Sections 3 and 4. The simulations, projections, and discussions
follow in the final sections.

2. Study Area and Observational Data

Da Anglong Glacier (32.84◦ N, 80.92◦ E) is large (6.66 km2) by Tibetan standards where
the average size is less than 1 km2 [18]. It is in the Anglong Glacier Range, in the upper
reaches of the Indus River, on the western Tibetan Plateau, which is one of the least studied
areas in China (Figure 1). The glacier ranges between about 5620 and 6430 m a.s.l., and it is
about 4.7 km long. The surface slope varies from 5.1◦ to 35.8◦ with a mean value of 12.6◦.
The terminus of Da Anglong Glacier retreated 78 m between 2000 and 2015 [19], at a mean
rate of about 5.2 m a−1.
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Figure 1. The location and image from Google Earth of Da Anglong Glacier, the Shiquanhe station
and the AWS. The inset map displays the outline of the Tibetan Plateau, our study region (red box),
locations of Ali region, West Kunlun, Karakoram, and Himalaya.

Data from the nearest meteorological station to the glacier, Shiquanhe (32.5◦ N,
80.08◦ E, 4279 m a.s.l., 85 km away from the glacier), show that, over the past three decades,
the mean annual air temperature has increased by 0.063 ◦C a−1, while the annual precipi-
tation shows no trend (Figure 2). There is an automatic weather station (AWS; 32.87◦ N,
80.92◦ E, 5640 m a.s.l; Figure 1) near the terminus of Da Anglong Glacier. Daily air temper-
atures and precipitation at the AWS were measured from 1 August 2015 to 25 August 2016
(Figure 3). The mean annual temperature lapse rate is 0.65 ◦C (100 m)−1 between the AWS
and Shiquanhe station from August 2015 to July 2016. Daily temperatures at the AWS and
Shiquanhe station are well correlated (r = 0.83) but daily precipitation less well (r = 0.45), as
may be expected in mountainous regions. Precipitation is concentrated in summer on Da
Anglong Glacier (Figure 3), meaning that both the main ablation and accumulation seasons
are in summer, and temperatures at the AWS site are above the freezing point for around
5 months of the year.

Figure 2. Annual mean temperature (a) and precipitation (b) records at the Shiquanhe station from
1980 to 2017.
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Figure 3. Daily mean temperature (a) and precipitation (b) records at the AWS from 1 August 2015 to
25 August 2016.

Surface topography and bed elevation were measured by differential GPS and ground
penetrating radar (GPR). SMB and ice velocity were estimated by repeated stake observa-
tions in August in 2014 and 2015 and October in 2016 and 2017. The differential GPS used
was Starfire E3050 in 2014 and 2015 and Starfire E3040 in 2016 and 2017. The GPS vertical
precision is 0.1 m and the horizontal precision is 0.05 m. There is a supraglacial stream on
the surface of the glacier flowing roughly along the center flow line, limiting surveys to
only one side of the river (Figure 4). Elevations above 6150 m were not surveyed due to
terrain hazards. Ice thickness was measured in 2016 by Pulse Ekko 100 GPR with antenna
center frequency of 100 MHz, with a 4 m antenna spacing and measurement interval. The
ice thickness data has an accuracy of 1–2 m. The maximum thickness measured was 216 m.

Figure 5 shows the measured SMB-elevation profile from the stakes on the glacier
between 2014 and 2017. SMB was measured over the elevation range 5600–6100 m, and the
Equilibrium Line Altitude (ELA) was at 5900–5950 m. The mean annual surface velocity
measured at the stakes was 4.4 m a−1, with the maximum of 6.0 m a−1 at 5834 m elevation.
We also analyzed satellite velocity data at 240 m spatial resolution, generated using auto-
RIFT [20] and provided by the NASA MEaSUREs ITS_LIVE project [21], to compare with
field measurements. Annual velocities are provided at yearly intervals. The imagery used
to create the velocity mosaics comes from USGS/NASA’s Landsat 8 Operational Land
Imager-Band 8 (15 m resolution).
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Figure 4. The glacier, with the outline marked in black. Ground Penetrating Radar (GPR) measure-
ments are shown as the red track in the lower glacier and differential GPS measurement as blue points.
Stakes are marked as black squares for SMB measured over 2 years (2014/2015, 2015/2016) and
black circles for SMB measured for 3 years (2014/2015, 2015/2016, 2016/2017). Stakes are marked by
black crosses for velocity measured in 2015/2016 and 2016/2017, and by orange crosses for velocity
measured only between 2016 and 2017. Surface elevation contours in the year 2016 (Section 5). Recent
Equilibrium Line Altitudes (ELA) from the year 2014 to 2017 are around 5900 m.

Figure 5. The observed SMB at stakes from August 2014 to August 2015 (blue), from August 2015 to
October 2016 (red), and from October 2016 to October 2017 (green).
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3. Surface Mass Balance Parameterization

We have SMB measurements (Figure 5) in three different mass balance years: from
August 2014 to August 2015, from August 2015 to October 2016, and from October 2016 to
October 2017. We parameterize glacier accumulation and ablation as a function of local
temperature and precipitation based on the measurements at the AWS and Shiquanhe
station.

3.1. Accumulation

Da Anglong Glacier is located at the upper reaches of the Indus River, which is
influenced by westerly air flow and precipitation sources. Sun et al. [22] found that
precipitation firstly increases to a maximum and then decreases with elevation in the basins
influenced by westerlies over the Tibetan Plateau. They also estimate the average annual
precipitation gradient in the upper Indus basin, 0.29 mm m−1, which equals a daily mean
precipitation gradient of 0.08 mm (100 m)−1. We calculated the daily precipitation gradients
using the observed daily precipitation at the AWS near the glacier and Shiquanhe station,
from August 2015 to August 2016. We found that the daily precipitation gradients are
concentrated between 0.1 mm (100 m)−1 and 0.2 mm (100 m)−1, see Figure 6, which is close
to the above finding in [22], considering the natural variability within mountainous regions.

Figure 6. The histogram of measured daily precipitation gradients using observed daily precipitation
at the AWS and Shiquanhe station. Intervals in plot (a) is 0.1 mm (100 m)−1. Plot (b) shows the range
of 0−1 mm (100 m)−1 with an interval of 0.05 mm (100 m)−1.

The precipitation gradient in reality varies with elevation. The profile of precipita-
tion firstly increasing then decreasing with elevation in the basins influenced by westerly
winds [22] implies that the precipitation gradient changes from positive to negative at
the maximum precipitation height. We use a quadratic polynomial to capture this feature
of precipitation gradient. Three pairs (elevation, precipitation gradient) fully determine
the quadratic polynomial. We choose three elevations, the AWS, Shiquanhe station, and
the maximum precipitation height. The observed SMB in both the years 2014/2015 and
2015/2016 reaches a maximum at 5975 m (Figure 5), which take to mean that the pre-
cipitation reaches a local maximum near that elevation. Therefore, we assume the daily
precipitation gradient is zero at 5975 m.

Because the daily precipitation gradients are mostly in the range of 0.1–0.2 mm
(100 m)−1, we explore daily precipitation gradients at the Shiquanhe station and AWS
by selecting from the set {0.1, 0.15, 0.2} mm (100 m)−1, giving nine combinations of daily
precipitation gradients at the Shiquanhe station and the AWS. Having fixed the zero of
precipitation gradient at 5975 m, we fit a quadratic polynomial to the daily precipitation
gradients (Figure 7a), then integrate it from 4278 m to all the elevations on the glacier
surface and estimate precipitation there (Figure 7b).
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Figure 7. (a) The estimated quadratic polynomial profile of elevation−dependent daily precipitation
gradients using 9 combinations (by 9 colors) of precipitation gradient values at the Shiquanhe station
(4278 m) and AWS (5640 m) from the sets {0.1, 0.15, 0.2} mm (100 m day)−1 and zero value at 5975 m;
for instance, the thick light blue curve represents the best fit combination that using the precipitation
gradient of 0.1 mm (100 m day)−1 at 4278 m and 0.15 mm (100 m day)−1 at 5640 m and 0 at 5975 m;
(b) the estimated total precipitation using the estimated precipitation gradients in plot (a) and daily
precipitation records at the Shiquanhe station from August 2015 to August 2016. The three elevations
of 4278 m, 5640 m, and 5975 m are marked by red dotted lines.

The quadratic polynomials using the above nine combinations give total precipitation
at the elevation of the AWS from August 2015 to August 2016 in the range of 961–1860 mm.
The quadratic polynomial with daily precipitation gradient value of 0.1 mm (100 m)−1

day−1 at the Shiquanhe station and 0.15 mm (100 m)−1 day−1 at the AWS gives a total
precipitation value of 1303.7 mm, closest to the observed 1302.7 mm, at the AWS over the
same period. Therefore, we use the best-fit quadratic polynomials of daily precipitation
gradients (Figure 7a) hereafter.

Next, we calculated (elevation-dependent) daily solid precipitation, Ps, as follows [23]:

Ps =





P T ≤ TS
1−T
TL
·P TS < T < TL

0 T ≥ TL

(1)

where P represents daily total precipitation and T, daily mean temperature. TL and TS are
the critical values for liquid and solid precipitation, taken as 0 ◦C and 4 ◦C, respectively.
Elevation-dependent glacier accumulation is obtained by summing daily solid precipitation.

3.2. Ablation

We employ the widely used (e.g., [24]) positive degree-day model [25] to estimate the
ablation at different elevations. The annual ablation rate is calculated by multiplying the
sum of positive daily mean air temperatures (PDD) by a suitable degree-day factor (DDF)
as follows:

Ablation = DDF× PDD (2)

PDD =
n

∑
t=1

Ht·Tt (3)
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Tt is daily temperature. Ht is logical function, set to 1 when Tt ≥ 0 and else 0.
The DDF determines the amount of ice and snow ablation produced by unit positive

accumulated temperature. The choice of DDF greatly affects the accuracy of the model.
DDF ranged from 2.6 to 13.8 mm·d−1·◦C−1 on 15 glaciers across the Tibetan Plateau [24],
increasing from northwest to southeast. Maritime (that is, comparatively warm and wet)
glaciers have higher DDF than subcontinental and extremely continental glaciers, which
may be characterized as cold and dry. Deng and Zhang [26] studied degree–day factors
from 24 glaciers on the Tibetan Plateau, and also found a tendency for high values in the
east and south and low values in the west and north.

We estimate daily precipitation on the glacier for the three mass balance periods
(2014/2015, 2015/2016, 2016/2017) using daily precipitation records at the Shiquanhe
station and the estimated best-fit precipitation gradient (Section 3.1).

We estimate the SMB using solid precipitations in Equation (1) and ablation calculated
in Equation (2), with the DDF selected from the range of [2.6, 13.8] mm·d−1·◦C−1 to
minimize misfit with observed SMB (Figure 5) in three mass balance periods. We find a
DDF of 3.4 mm·d−1·◦C−1 gives the best fit (Figure 8) and is reasonable for glaciers in the
region [24].

Figure 8. The observed SMBs (black crosses) compared with the estimate (green dots) using the
best-fit precipitation gradients quadratic polynomial and DDF value of 3.4 mm·d−1 ◦C−1 for the
periods from August 2014 to August 2015 (a), from August 2015 to October 2016 (b,d), and from
October 2016 to October 2017 (c). Plots (a–c) are based on the observed precipitation at the Shiquanhe
station, and plot (d) is based on the observed precipitation at the AWS.
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These best SMB parameters are used to parametrize SMB for future simulations.
Additionally, we impose a limit on the maximum SMB on the glacier of 0.5 m since observed
SMB rarely exceeds 0.5 m even at the highest point of the glacier (Figure 5) due to frequent
strong winds. Furthermore, the upper glacier surface and the side walls that constrain it
are almost the same elevation, suggesting that the highest elevation parts of the glacier are
close to, or at, maximum possible elevation.

4. Ice Flow Modeling

Da Anglong Glacier flow dynamics were modeled using the thermo-mechanically
coupled full-Stokes model, Elmer/Ice, an open source finite element code that has been
used to simulate several mountain glacier flow models successfully [16,27,28].

4.1. Field Equations

Elmer/Ice is a thermo-mechanically coupled full-Stokes model that includes the
following equations:

∇·v = 0 (4)

∇·τ−∇p = ρg, (5)

ρc
(

∂T
∂t

+ v·∇T
)
= ∇·(κT) + 4ηd2

e (6)

Ice density, ρ, is set to 910 km·m−3. v = (u, v, w) is the vector of ice flow velocity.
Equation (5) expresses the conservation of momentum, where τ is the deviatoric stress
tensor, p is the isotropic pressure, and g is the acceleration due to gravity (0,0,−9.81) m·s−2.
Via Glen’s flow law, the deviatoric stress tensor is related to the deviatoric part of the strain
rate tensor, D, which can be described by

τ = 2ηD (7)

where η denotes ice viscosity, given by

η =
1
2

A(T)−
1
n d

(1−n)
n

e (8)

where the flow rate factor A(T) is derived from an Arrhenius law [29]; de is the second
invariant of the strain-rate, (0.5trD2)1/2, and the Glen exponent n is taken as 3. Equation (6)
is the heat transfer equation, and T is ice temperature. The heat capacity c and heat
conductivity K are functions of ice temperature [29]. The ice temperature is bounded by an
upper limit at the pressure melting point.

4.2. Boundary Conditions

Da Anglong Glacier is entirely above 5000 m elevation, so we initially assumed that
the bottom of the glacier is frozen and non-sliding. The radargram along the flowline
shows a consistent ice-bedrock interface that does not suggest any of the glacier is subject
to basal melt [19], though that does not mean that basal melt is certainly excluded. We
set a Neumann boundary condition at the ice bottom interface for temperature simulation
with a geothermal heat flux. Jiang et al. [17] compiled geothermal heat flux data for China;
there are no geothermal heat flux measurements in this region, and data are very sparse on
the western Tibetan Plateau. Their map shows the glacier is located on a transition region
between the Central China Orogen with low-medium heat fluxes and the Tibet-Saijiang
Orogen with higher fluxes, and probably has a heat flux in the range 50–60 mW m−2.
Therefore, we tested values of 50 and 60 mW m−2 for geothermal heat flux and determine
a likely value based on comparison between modeled and observed surface flow velocity
(Section 5).

We prescribe a stress-free condition at the glacier surface, meaning that atmospheric
pressure and its change over the glacier surface are neglected. Surface temperature is
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estimated by annual mean temperature and a lapse rate of 0.65 ◦C (100 m)−1.−7.1 ◦C is the
annual mean temperature from the Shiquanhe station:

T(z) = −7.1− 0.0065·(z− 5640) (9)

where T is the glacier surface temperature (◦C) and z is surface elevation (m a.s.l.).
The evolution of the free surface in prognostic simulations was modeled by a kinematic

boundary condition:
∂z
∂t

+ u
∂z
∂t

+ v
∂z
∂t
− w = SMB (10)

where z is surface elevation; u, v and w denote ice flow velocity components in the x, y, and z
direction, respectively; SMB is calculated as described in the SMB parameterization section.

4.3. Climate Forcing Scenarios

For the period 2016–2098, we estimated the time series of SMB by the method in
Section 3 based on output from the 25-km-resolution regional climate model RegCM4
([30], available online: https://esgf-data.dkrz.de/search/cordex-dkrz/ (accessed on 11
November 2021)). RegCM4 was nested within three different Earth System Models (ESMs):
HadGEM2−ES [31], MPI−ESM−MR [32], and NorESM1−M [33], all running the RCP2.6
and RCP8.5 scenarios.

The mean annual air temperature increases at the AWS during the 21st century range
from 0.002–0.008 ◦C a−1 under RCP2.6 to 0.054–0.068 ◦C a−1 under RCP8.5 (Figure 9a,
Table 1). HadGEM2ES projects the largest rise while MPI−ESM−MR, the lowest. The
ensemble mean projected rise rates are 0.006 ◦C a−1 under RCP 2.6 and 0.059 ◦C a−1

under RCP 8.5. We bias correct RegCM4 modeled daily temperatures using observed
temperatures over 1980–2005 at the Shiquanhe station, with an altitudinal temperature
lapse rate of 0.65 ◦C (100 m)−1 and correct monthly means with an offset from the 1980–2005
observations. Summer mean temperature dominates the glacier ablation in the whole year.
The summer temperature rises slightly slower than mean annual temperature (Table 1).
Again, HadGEM2ES projects the highest summer temperature rises.

Table 1. Modeled annual and summer mean temperature warming rate (◦C·a−1) at the elevation of
AWS projected by RegCM4 driven by 3 ESMs under RCP2.6 and RCP8.5 from 2018 to 2098.

HadGEM2ES MPI−ESM−MR NorESM1−M Ensemble Mean

RCP2.6 annual 0.008 0.002 0.007 0.006
RCP8.5 annual 0.068 0.056 0.054 0.059

RCP2.6 summer 0.005 0.002 0.007 0.005
RCP8.5 summer 0.053 0.043 0.043 0.047

The RegCM4 modeled daily precipitation at the nearest grid point to the AWS (within
about 1 km) has a similar distribution to observations during its measurement period, and,
since there is only 1 year of data, we do not bias correct modeled daily precipitation. There
is no trend in modeled precipitation by all models under RCP 2.6 but a slightly increasing
trend after the year 2050 under RCP8.5. The ensemble mean projected precipitation at the
elevation of AWS is in the range of 831–1116 mm a−1 under RCP 2.6 and 778–1202 mm a−1

under RCP 8.5.
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Figure 9. Historical annual mean temperature (a) and summer mean temperature (b) at the elevation
of AWS from Shiquanhe station from 1980 to 2017 (black), and the future annual mean temperature
projected by RegCM4 under RCP2.6 (blue) and RCP8.5 (red) from 2006 to 2098 driven by 3 ESMs
(HadGEM2ES, MPI−ESM−MR, NorESM1−M). Thick lines represent ensemble means.

5. Glacier Geometry in the Year 2016

We produce the best-fit state of the glacier in the year 2016 from the detailed but
spatially limited in situ observations, extended by inverse modeling of the glacier velocities
to estimate errors in ice thickness based on the spatially complete but bias-prone Shuttle
Radar Topography Mission (SRTM version 4.1 with resolution of 90 m) dataset measured
in the year 2000.

The SRTM dataset specifies 90% of errors will be <16 m [34]. Since this error is not
random either spatially or temporally, we must consider the possibility of a bias in the
SRTM data. The glacier surface profile in 2000 would have been different from 2016 because
of trends in SMB. These will not be uniform over the glacier: in a warming climate, the
lower glacier will thin more than the upper parts. In contrast with this actual change in
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glacier geometry, a bias in SRTM data will produce an offset to elevations, for example, due
to local errors in representing the geoid.

The surface elevation data measured by GPS in the year 2016 are about 30 m lower than
those from the year 2000 SRTM dataset at the corresponding locations, with no trend with
elevation, suggesting that a bias rather than an SMB signal dominates this offset. Therefore,
we lower the surface elevation from SRTM dataset by 30 m everywhere to get a glacier
surface elevation map in the year 2016 (Figure 10a). This 30 m includes both the error in the
SRTM dataset and the elevation change from the year 2000 to 2016. If, instead of allowing
this correction to the SRTM data, we assumed the SRTM elevations were correct, it would
imply a surface lowering of 30 m between 2000 and 2016 and a mean lowering rate far in
excess of any remote sensing observations in the region [35]. Shean et al. [35] generated a
30 km resolution elevation change trend map from 2000 to 2018 and found an estimated
local mean mass balance of −0.2 ± 0.2 m a−1 in the hexagonal cell containing Da Anglong
Glacier. Observed surface lowering rates below the ELA (0–0.6 m a−1) corresponds to
0–10 m surface lowering between 2000 and 2016. Furthermore, simulations with the SRTM
geometry do not lead to terminus retreat as observed [19]. Therefore, the SRTM data is
likely to overestimate the surface by 20–30 m in the lower part of Da Anglong Glacier,
which is more than estimated 90th percentile of SRTM errors.

Figure 10. The estimated surface (a), bed (b), and ice thickness (c) distributions for the year 2016.

Next, we estimate the ice thickness in the year 2016. We measured ice thickness using
GPR along several routes in 2015/2017 (Figure 4). However, the measurements are spatially
limited and absent in the upper glacier. To get better spatial coverage of ice thickness, we
supplement them with the modeled ice thickness for Da Anglong from the inverse model
GlabTop2 [36]. GlabTop2 uses SRTM surface elevation data and empirical thickness–slope
relations, a semi-elliptic cross-sectional geometry, and an estimate of basal shear stress
from glacier vertical extent. GlabTop2 underestimates the mean ice thickness by 7% at
six glaciers surveyed by radar measurements, but it also tends to overestimate small ice
thicknesses [36]. Therefore, we cannot simply take GlabTop2 ice thicknesses as correct for
the year 2016.

We do, however, have an ice dynamics model that can be used to give surface velocities
for arbitrary glacier geometries. Hence, we can refine the ice thickness by manually doing
an inversion process using the ice flow model to minimize misfit between modeled ice
velocity and that measured by the GPS survey of the stakes on the glacier. For the upper
part of the glacier, where radar data are absent, we take GlabTop2 ice thickness as an initial
estimate and modify it to match the location of observed thickest ice. We manually generate
thickness correction data based on the distances to the thickest part of the glacier, assuming
the ice thickness in the lower glacier has high accuracy while the upper part has large
uncertainty. These different ice thickness corrections are then used to produce simulations
of surface velocity we can compare with the observations. We define a relative velocity
error as

Error =
1
N ∑

|Vobs −Vmodeled|
Vobs

(11)
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where N is number of observations, Vobs and Vmodeled are observed and modeled velocities
at each stake. The end results are ice thickness (Figure 10c) and surface velocity maps
that best-fit observed stake velocities. We find that a geothermal heat flux of 60 mW m−2

produces a 10–20% better fit than with lower heat flux. We produce a bed geometry map by
subtracting the best-fit ice thickness estimates from the glacier surface elevation in the year
2016, correcting SRTM elevations by 30 m (Figure 10b). This bed elevation is well correlated
(r = 0.9) with the GPR measurements we made in the years 2015/2017. The RSME between
the estimated bed elevation and GPR measured is 5.7 m.

We compare observed, modeled, and remotely sensed velocities at the stake sites
in Figure 11. The uncertainty of imagery-derived velocity is quoted at 0.3 m a−1 for
this glacier [21]. Figure 11 shows that the imagery-derived velocities are generally much
lower (with differences far greater than the nominal satellite errors) than those from stake
observations or our model, which is not entirely unexpected as Da Anglong Glacier is
a relatively slow flowing (<10 m a−1) glacier. Millan et al. [37] found that capturing
fluctuations below 10 m a−1 remain challenging even for Sentinel-2, which they found
is about twice as precise as that from Landsat 7/8 on some mountain glaciers. There are
smaller errors between the stake and modeled velocities than between stake and satellite-
derived velocities, showing that the image data is not especially helpful in extending the
stake velocity observations, and, indeed, the remotely sensed velocities are so low as to
be unphysical for an ice body of this observed thickness. Observed velocities are slightly
larger than simulated, indicating that some sliding is occurring in addition to the pure ice
deformation that we prescribed by specifying the no-slip condition at the bed.

Figure 11. (a) The observed surface velocities at stakes (stars), best-fit modeled with geothermal heat
flux of 50 (triangles) and 60 (squares) mW m−2 (see legend hf50, hf60), and annual mean surface
velocities provided by the NASA MEaSUREs ITS_LIVE project [21] satellite images (lines, see legend
nasa) in the year 2015/2016 (blue) and 2016/2017 (red); (b) the averaged observed (red arrow) and
modeled (blue arrow) surface velocities in the years 2015 and 2016 as vectors on the glacier surface.

6. Model Projections from 2016 to 2098

Using the geometry for the year 2016, we build a 3D ice dynamic model with un-
structured triangular elements at 50 m spatial resolution with 16 terrain-following layers
between the bedrock and surface. We applied both diagnostic and prognostic simulations.
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The former was done for a fixed geometry in the year 2016, with the purpose of building
the steady-state temperature and velocity fields, and then to use it as an initial condition
for prognostic simulations during the period 2017–2098. Simulations were done using
geothermal heat fluxes of 50 and 60 mW m−2.

We assumed that the glacier is not sliding on its bed, and the resulting basal tem-
perature map (Figure 12) in the year 2016 is below pressure melting point by more than
2.2 ◦C everywhere for 50 mW m−2 and by 0.6 ◦C for 60 mW m−2 heat fluxes. Although
this temperature field is consistent with no sliding, water can be present beneath a glacier
at lower temperatures [38]. Furthermore, this is a steady state simulation, whereas we have
argued that the glacier has been thinning at least over the 21st century. A thicker glacier
in the 20th century may have had areas at the pressure melting point. This would lead to
faster sliding velocities. We consider the result to be compatible with the limited sliding
suggested by velocities in Figure 11. The modeled maximum ice velocities in the year 2016
are 5.6 m a−1 and 6.3 m a−1 with geothermal heat fluxes of 50 and 60 mW m−2, respectively
(Figure 13).

Figure 12. Distribution of temperature relative to pressure melting point at the bedrock with geother-
mal heat flux of 50 (a) and 60 (b) mW m−2.

Figure 13. Modeled surface velocities in the year 2016 with geothermal heat flux of 50 (a) and 60
(b) mW m−2.

The prognostic simulation from 2016 to 2098 was forced by projected temperatures
and precipitations from RegCM4 driven by the three ESMs under the RCP2.6 and RCP8.5
scenarios (Section 4.3) with geothermal heat fluxes of 50 and 60 mW m−2. While basal heat
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flux makes significant changes to surface velocities (Figure 11), it has little impact on glacier
volume and area evolution.

Simulated glacier volume loss during 2016–2098 is equivalent to 16–62% of the glacier
volume in the year 2016 under RCP2.6 and 75–91% under RCP8.5 (Figure 14). Therefore,
the average annual volume loss rate is 0.19–0.75% a−1 under RCP2.6 and 1.0–1.1% a−1

under RCP8.5. Ensemble mean volume loss rate during 2016–2098 is 0.46% a−1 of the
glacier volume in the year 2016 under RCP2.6 and 1.0% a−1 under RCP8.5.

Figure 14. Modeled ensemble mean volume changes from 2016 to 2098 using RegCM4 outputs
driven by the 3 ESMs (HadGEM2−ES, MPI−ESM−MR, and NorESM1−M) for the period 2017−2098
under RCP2.6 (blue) and RCP8.5 (red), with ice dynamics (solid line) and without dynamics (dashed
line). The across-model spread with/without ice dynamics are denoted by shading under RCP2.6
(blue/green) and RCP8.5 (red/pink).

Summer mean temperature dominates glacier ablation. RegCM4 forced by HadGEM2ES
projects the highest summer mean temperature among the ensemble and, thus, the largest
volume loss, while RegCM4 forced by MPI−ESM−MR projects the lowest. Simulated
glacier area loss during 2016–2098 is equivalent to 11–39% of the glacier area in the year
2016 under RCP2.6 and 60–83% under RCP8.5 (Figure 15). Therefore, the annual averaged
area loss rate across ESMs is 0.13–0.47% a−1 under RCP2.6 and 0.72–1.00% a−1 under
RCP8.5. Ensemble mean area loss rate during 2016–2098 is 0.22% a−1 of the glacier area in
the year 2016 under RCP2.6 and 0.87% a−1 under RCP8.5.

We also compared simulated volume change in the final year 2098 from prognostic
simulations with and without ice dynamics (Figure 14), and found relative difference of 24%
(range 22–27%) under RCP2.6 and 20% (16–24%) under RCP8.5. Ice dynamics transports
ice to the lower part of the glacier where more ablation occurs. Therefore, ice dynamics
play a relatively larger role under RCP2.6 because surface temperature and ablation rate
increases are lower than under RCP8.5. For small Tibetan glaciers like the Gurenhekou
Glacier and Qiangtang No. 1 Glacier [13,16], SMB is the overwhelmingly dominant factor
in mass loss. This is because the ice flow speed of glaciers scales strongly (theoretically, with
the fourth power) of ice thickness and, thus, larger glaciers with greater mean thickness
are much more dynamic than small glaciers. Changes to the dynamics of larger glaciers
are relatively slow because the climate-driven changes in geometry that drive ice flow take
longer to modify large glaciers and, thus, ice dynamics provide increasingly important
positive feedback on larger glaciers in warming climates.
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Figure 15. Modeled terminus retreat from 2016 to 2098 under RCP2.6 (upper row, plot (a–c)) and
RCP 8.5 scenarios (lower row, plot (d–f)) using projected results from RegCM4 driven by 3 ESMs,
HadGEM2ES (plot (a,d)), MPI−ESM−MR (plot (b,e)), NorESM1−M (plot (c,f)).

The measured annual mean terminus retreat rate from 2000 to 2015 is 5.2 m a−1 [19].
Modeled terminus retreats from 2016 to 2098 projected from RegCM4 displays differences
between ESMs (Figure 15). Differences between models are much smaller than differences
between scenarios, indicating the dominance of emissions scenario over ESM differences
on the glacier evolution. Modeled glacier terminus retreat rate from 2016 to 2098 is 2.9–
5.9 m a−1 under RCP2.6 and 7.7–12.5 m a−1 under RCP8.5. The simulated upper part of
the glacier also shrinks under RCP8.5. The model suggests that only the central part of the
glacier will exist by the end of this century under RCP8.5.

7. Discussion

The large relative difference in projected glacier volume changes when considering
ice dynamics shows that both SMB and ice transport downslope are important factors in
glacier evolution in the coming decades. This is different from previous studies on a few
smaller glaciers on the Tibetan Plateau [13,16] where SMB is the only dominant factor. This
finding shows that ice dynamics cannot be ignored in mass balance estimation for Tibetan
glaciers, especially those large ones that dominate the sea level rise contribution.

Accurate modeling of ice dynamics requires knowledge of glacier geometry, which
is derived from data on surface elevation and ice thickness. In the case of Da Anglong,
it is difficult to measure ice thickness in the upper part of glacier due to the dangerous
conditions. We only have observed surface elevation, ice thickness, and surface velocity at
the lower part of the glacier. Ice thickness generation for large glaciers without full spatial
coverage of measurements is challenging. We modify the SRTM dataset by 30 m to generate
the glacier surface elevation in the year 2016 (Section 5). Applying this procedure gives a
mean difference of 0.59 m from measured surface elevation with an RSME of 2.83 m. This
seems reasonable given the seasonal fluctuations expected in glacier thickness. The 30 m
correction, we argue, is plausible according to the stated uncertainties in SRTM data.

Various statistical models have been published that seek to estimate the ice thickness
distribution of mountain glaciers from surface characteristics based on considerations of
ice flow dynamics and mass conservation, including the 13 models that participated in
the Ice Thickness Model Intercomparison eXperiment [39]. These are very useful where
large numbers of glaciers allow for cancellation of random errors in volume but will not
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always produce adequate results for any single glacier. In this study, we developed a
novel way to accommodate these data limitations by using an inverse procedure with
the full-Stokes ice flow model generating surface velocities that can be compared with
the observed surface velocity to deduce ice thickness in the un-surveyed upper glacier.
Using the optimized ice thickness in the lower glacier, the estimated bed elevation is well
correlated (r = 0.9) with the GPR measurements in the lower part of the glacier. The RSME
between the estimated bed elevation and GPR measured is 5.7 m. The uncertainty from the
radar data is expected to be 1–2 m, but there is an additional uncertainty due to positioning
errors and the underlying roughness of the bed.

Velocity was only measured in the ablation zone of Da Anglong Glacier, where veloci-
ties are generally higher than those simulated, with an averaged relative error of 30–50%
with geothermal heat flux of 50 mW m2 and 10–40% with 60 mW m2. The modeled un-
derestimation might be because we simulate ice deformation alone, consistent with the
assumption of no basal sliding and basal ice temperatures about 0.6 ◦C below the pressure
melting point with the present-day ice thickness. The slightly faster velocities might be the
result of melting at the base in the recent past when the glacier was thicker, and sliding
over the bed would also generate frictional heat that could sustain a supply of lubricating
water as the glacier cooled slowly by thinning. The absence of a complete surface velocity
map of the glacier is one large limitation and uncertainty source on the modeled results.
When and if an accurate map of surface velocity for the glacier becomes available, we can
do an inversion for the basal friction coefficient in basal sliding law, resulting in a better fit
between the modeled ice velocity and the observed.

An obvious source of surface velocities might be from remote sensing images. We
also analyzed satellite velocity data at 240 m spatial resolution generated using auto-
RIFT [20] and provided by the NASA MEaSUREs ITS_LIVE project [21] to compare with
field measurements. Annual velocities are provided at yearly intervals. The imagery
used to create the velocity mosaics comes from USGS/NASA’s Landsat 8 Operational
Land Imager-Band 8 (15 m resolution). We compared observed stake velocities on the
glacier and those derived from satellite images and find the images underestimate the stake
observation velocities, with twice the misfit as for the modeled velocities and with errors
much larger than estimated for the derived satellite velocities [21]. This contrasts with
experience from other glaciers in HMA: Dehecq et al. [40] found satellite derived annual
velocity compared well with measurements in 2003 [41] from the ablation area for the
Chhota Shigri Glacier, in Himachal Pradesh. However, very few measurements of glacier
velocity exist in HMA and the utility of satellite-derived annual velocity would probably
benefit from more widespread field measurements. Gardner et al. [21] acknowledge that
the formal errors they quote seem too low and suggest that they should be used rather as
qualitative metrics for assessing error. This might be so, but, with few verifications of the
satellite product, it is hard to know how to interpret the given error. The ice velocity on
Da Anglong Glacier is only slightly higher than pure internal ice deformation expected
from its geometry and, hence, is flowing at nearly the slowest rate possible, since any basal
lubrication would increase surface velocities. The internal deformation rate of glaciers
should provide a minimum bound on glacier speeds, and, with statistical methods of
estimating ice volume from surface observations as discussed earlier, would perhaps be
usefully included in large-scale multi-glacier velocity estimates.

Precipitation gradient and DDF are crucial parameters in the SMB estimation, but
they have large spatial and temporal variability over Tibetan glaciers [22,24,42]. Due
to lack of measurements, many previous studies use the simple assumption of a linear
relationship between precipitation with elevation, but this assumption is rather different
from the sparse observations in the region [22,43–45] and, thus, likely introduces systematic
errors in mountainous regions. This motivated us to use a quadratic elevation-dependent
precipitation gradient parameterization based on the actual observed precipitation and
SMB measurements. The very limited data available do not justify a detailed analysis
with Monte Carlo searching of parameter space, and, thus, we can only estimate gradients
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to the nearest 0.05 mm (100 m)−1 day−1. Although we accounted for spatial variability,
the paucity of data also means we cannot consider temporal variability due to the short
observational period. In a region where the influence of both westerlies and monsoonal
precipitation can be expected, the changes in precipitation gradient over time may well be
important. Furthermore, the possible impact of climate warming on the climatic setting of
the glacier might change the gradients in the future. However, the DDF factor, we deduce,
is consistent with the observed variation of DDF across the region. The DDF is at the low
end of the range on the Tibetan Plateau, indicating continental conditions for the glacier, as
might be expected from its location.

A future step in simulating SMB might be a more sophisticated surface energy and
mass balance model [46–48] or application of an operational physical model such as
WRF [49]. However, these models have challenging data requirements and require many
climate fields as drivers and sources of validation. These observations are very rare on the
Tibetan Plateau, and reanalysis products are typically in error by an order of magnitude in
snow accumulation [50].

Geothermal heat flux is an important boundary condition for ice flow models. It is
essential to determine the ice temperature and, hence, ice viscosity and ice flow velocity.
To match modeled ice velocity with measurements, we compared modeled ice velocity
under different geothermal heat flux with observation, finding better fits with a geothermal
heat flux of 60 mW m−2 than 50 mW m−2. We experimented with heat fluxes as low as
30 mW m−2 and these produce ice velocities well below observed, and, conversely, higher
heat fluxes that produce extensive regions of the glacier bed at the melting point lead to
surface velocities much faster than observed. Thus, in this glacier, the ice velocity data
provide a fairly strong constraint on geothermal heat flux—which, in a sparsely surveyed
region, can provide a useful datum. However, the heat flux makes only a negligible
difference to ice volume loss, despite the importance of ice dynamics for Da Anglong
Glacier. Therefore, derivation of the geothermal heat flux from glaciological velocity
observations requires both sufficient observations of surface velocity, and sufficient ice
geometrical data to simulate a full-Stokes flow model. The procedure would not be feasible
on typical small glaciers where ice dynamics are slower, and mass wastage rates due to
SMB are relatively larger than on the exceptionally large Da Anglong Glacier.

One way of testing the glacier dynamics model is to compare the modeled surface
lowering with observations. We do this with a simulation for the period 2001–2015 starting
from the steady state results in the year 2000. Our averaged modeled surface elevation
lowering rates from 2000 to 2015 is about 0.4 m a−1 over the whole glacier. This can
be compared with estimates from satellite altimetry. Brun et al. [5] estimated glacier
elevation change rate in HMA from the year 2000 to 2016 and found surface lowering of
0.7 m a−1 in Himalaya but increases in elevation of close to 0.2 m a−1 in western Kunlun
and eastern Pamir, with a gap in data coverage over our region of interest, consistent with
Shean et al. [35] estimates of−0.2± 0.2 m a−1. The quoted uncertainty is only the estimated
standard deviation with a necessarily incomplete knowledge of unknown systematic biases.
Therefore, we judge that this satellite derived lowering rate is not significantly different
from our modeled results.

Simulated ensemble mean volume loss rate during 2016–2098 is 0.46% a−1 of the
glacier volume in the year 2016 under RCP2.6 and 1.0% a−1 under RCP8.5. Both area and
volume loss rates have wider across-ESM model spread under RCP2.6 than RCP8.5, for
example, volume loss rates range 0.19–0.75% a−1 under RCP 2.6 and 0.91–1.1% a−1 under
RCP8.5. This is due to the much larger warming under RCP8.5 with SMB relatively more
important than ice dynamics.

Our ensemble mean mass loss in the region from the year 2016 to 2098 is 38% under
RCP2.6 and 83% under RCP8.5. This estimate under RCP2.6 is close to the ensemble mean
mass loss estimates for the subregion South Asia West from the year 2015 to 2100 of 35% by
Marzeion et al. [15] and 42% by Hock et al. [14] from glacier models forced with General
Circulation Models. The estimate under RCP8.5 is larger than the ensemble mean mass loss
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for the subregion South Asia West from the year 2015 to 2100 of 62% by Marzeion et al. [15]
and 65% by Hock et al. [14]. However, their models give a very wide range of estimates:
48–80% by Marzeion et al. [15] and 42–83% by Hock et al. [14].

8. Conclusions

Suites of simulations for Da Anglong Glacier have been made for the period 2016–
2098 based on SMB parameterizations with projected temperature and precipitation from
the 25-km-resolution RegCM4 nested within three ESMs running the RCP2.6 and RCP8.5
scenarios. We parameterized SMB using the positive degree-day method. We fit quadratic
polynomials for an elevation-dependent precipitation gradient, using daily precipitation
gradients at different elevations estimated by measured precipitation at both a local AWS
and a regional meteorological station. The key factor, DDF, in the degree-day model for
Tibetan glaciers in literature is expected to lie within the range 2.6 to 13.8 mm·d−1·◦C−1.
The best-fit DDF to the field observations is 3.4 mm·d−1·◦C−1 for Da Anglong Glacier,
which is comfortably at the continental climate end of the range of glaciers and typical of
the northwest Tibetan Plateau [24].

Da Anglong Glacier had an area of 6.92 km2 in the year 2000 and 6.66 km2 in 2016.
Observations on the upper glacier are missing because of dangerous conditions. To deal
with this, we developed a novel inverse procedure using GlabTop2 output as the initial
ice thickness and the full-Stokes Elmer flow model to determine ice velocities for a given
map of ice thickness. We modified ice thickness to minimize misfit between modeled
steady-state surface velocity and the measured surface velocity.

By using field observations within the ice dynamics model, we showed that Da Ang-
long Glacier ice thickness is beyond the 90th percentile of uncertainty in SRTM elevation
data in the year 2000. SRTM ice elevations imply a glacier too thick to undergo its docu-
mented terminus retreat. Furthermore, NASA MEaSUREs ITS_LIVE satellite velocity data
are unphysically slow for a glacier as thick and steep as ground-based data show it to be.
Hence, the remotely sensed data suggest simultaneously thicker and thinner ice than are
observed from ground measurements on the glacier.

The modeled glacier loses 16–62% (ensemble mean of 38%) of its 2016 volume during
2016–2098 under the aggressive mitigation RCP2.6 scenario and 75–91% (ensemble mean
of 83%) under the “business-as-usual” RCP8.5 scenario. The Paris 2015 agreement on
greenhouse gas emissions produces a climate intermediate between these two extremes,
thus we might expect Da Anglong to lose 1/2 to 3/4 of its mass by 2100 under the existing
greenhouse gas emissions agreement.

Simulation from 2016 to 2098 neglecting ice dynamics show an underestimation of
23–29% under RCP2.6 and 19–26% under RCP8.5 compared with including ice dynamics.
This is different from the result found for small Tibetan glaciers [13,16] for which SMB is
the only significant factor in mass loss. Thus, mass loss estimates for large glaciers, which
dominate the total sea level rise commitment, may need to be estimated individually when
evaluating large scale mass balance estimation for High Mountain Asia.
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Abstract: In recent years, due to the production and use of per- and poly-fluoroalkyl substances
(PFASs), the research on the pollution characteristics and sources of PFASs in surface water and
precipitation in China has attracted increasing attention. In this study, the related published articles
with sampling years from 2010 to 2020 were reviewed, and the concentration levels, composition
characteristics and possible sources of PFASs in surface water (rivers and lakes) and precipitation
in China were summarized, including those in the Tibetan Plateau region. The results show that
the concentrations of PFASs in surface water in different areas of China vary greatly, ranging from
0.775 to 1.06 × 106 ng/L. The production processes of fluorinated manufacturing facilities (FMFs)
and sewage discharge from wastewater treatment plants (WWTPS) were the main sources of PFASs
in surface water in China, and the concentrations of PFASs in water flowing through cities with
high urbanization increased significantly compared with those before water flowed through cities
with high urbanization. The compositions of PFASs in surface water gradually changed from long-
chain PFASs, such as per-fluoro-octanoic acid (PFOA) and per-fluoro-octanesulfonic acid (PFOS) to
short-chain PFASs, such as per-fluorobutanoic acid (PFBA), per-fluorobutanesulfonic acid (PFBS),
perfluorohexanoic acid (PFHxA) and per-fluoropentanoic acid (PFPeA). The concentrations of PFASs
in precipitation in China ranged from 4.2 to 191 ng/L, which were lower than those of surface
water. The precipitation concentrations were relatively high around a fluorination factory and in
areas with high urbanization levels. PFASs were detected in the surface water and precipitation in
the Tibetan Plateau (TP), which is the global “roof of the world”, but the concentrations were low
(0.115–6.34 ng/L and 0.115–1.24 ng/L, respectively). Local human activities and surface runoff
were the main sources of PFASs in the surface water of the Tibetan Plateau. In addition, under
the influence of the Southeast Asian monsoon in summers, marine aerosols from the Indian Ocean
and air pollutants from human activities in Southeast Asia and South Asia will also enter the water
bodies through dry and wet depositions. With the melting of glaciers caused by global warming,
the concentration of PFASs in the surface water of the TP was higher than that before the melting
of glaciers flowed into the surface water of the TP. Generally, this study summarized the existing
research progress of PFAS studies on surface water and precipitation in China and identified the
research gaps, which deepened the researchers’ understanding of this field and provided scientific
support for related research in the future. The concentrations of PFASs in the water bodies after
flowing through FMFs were significantly higher than those before water flowed through FMFs, so
the discharge of the FMF production process was one of the main sources of PFASs in surface water.

Keywords: i-PFASs; China; river; lake; precipitation; the Tibetan Plateau
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1. Introduction

Per- and poly-fluoroalkyl substances (PFASs) refer to a class of compounds in which all
or part of the hydrogen atoms linked to carbon atoms in alkane molecules are replaced by
fluorine atoms [1]. Because of the strong polarity of the C-F bond, PFASs have more stable
and more excellent properties than other hydrocarbons (such as a remarkably high chemical
stability and excellent hydrophobicity and oleophobicity), so they have been used in
various fields of production, such as plastic wrap, paper, coatings, poly-tetrafluoroethylene
products and foam fire-extinguishing agents [2]. According to different functional groups
and physicochemical properties, PFASs can be divided into (1) ionic PFASs (i-PFASs), such
as per-fluoroalkyl carboxylic acids (PFCAs) and per-fluoroalkane sulfonic acids (PFSAs),
and (2) neutral PFASs (n-PFASs), such as fluorotelomer alcohols (FTOHs) and per-fluoro-
octane sulfo-namidoethanols (FOSEs) [3]. The PFASs referred to in this paper are i-PFASs.
Due to the mass production and use of some PFASs, PFASs have been widely detected in
various environmental media, animals and plants in recent years [4–6], and have also been
found in the human body [7,8]. With intensive studies, the persistence, bioaccumulation,
long-distance transportation and biohazard of some long-chain PFASs (long-chain PFASs
refer to PFCAs with seven or more perfluorinated carbons and PFSAs with six or more
perfluorinated carbons) have been gradually confirmed [9]. Subsequently, some countries
and organizations have successively issued series of rules and regulations to restrict the
use of such substances [10], and PFOS, PFOA and their salts were listed under Annex B
and Annex A of the Stockholm Convention on Persistent Organic Pollutants in 2009 and
2019, respectively [11,12]. Meanwhile, in 2019, the Persistent Organic Pollutants Review
Committee (POPRC) recommended that per-fluorohexane sulfonate acid (PFHxS) and its
salts be listed in Annex A of the Convention [13]. In addition, at the 17th meeting of the
POPRC, held in January 2022, it was suggested that long-chain PFCA (involving carbon-
chain lengths from 9 to 21), its salts and related compounds should be listed in Annexes
A, B and/or C of the Stockholm Convention on Persistent Organic Pollutants [14]. With
the restricted use of PFOS, PFOA (Table S2) and other substances, some short-chain per-
fluoroalkyl acids and new polyfluoride substitutes [such as 6:2 chlorinated polyfluorinated
ether sulphonic acid (F-53B)] are becoming research focuses [15,16]. The international
community is paying increasing attention to PFASs.

Since 2000, some major manufacturers have phased out the production of PFOS,
PFOA and their salts [17]. The production of these substances has gradually shifted
from developed countries, such as North America and Europe, to developing countries,
especially China [18]. China has become the largest manufacturer and supplier of PFOS
and PFOA in the world since 2004 [3]. Some studies have estimated the emissions of
PFOA and its salts in China from 2004 to 2012. The results show that the cumulative
emissions reached 250 tons, and China became the largest PFOA emission site at that
time [19]. Therefore, the environmental monitoring of and risk research on PFASs in China
have attracted international attention. Studies have shown that PFASs can exist stably in
water environments [20], and the ocean is the final sink for PFASs [21]. Therefore, it is
necessary to explore the pollution characteristics and possible sources of PFASs in China’s
waters. Most of the related studies have been carried out for a single water body [22,23],
but there were a few comprehensive literature reviews. In this study, the related published
articles with sampling years from 2010 to 2020 were reviewed, and the concentration levels,
composition characteristics and possible sources of PFASs in surface water (rivers and lakes)
and precipitation in China were summarized (Table S1 shows the PFASs involved in the
paper). The research area also covered the Tibetan Plateau. The purpose is to summarize
the existing research progress, identify the existing research gaps and provide scientific
support for future research in this field.

2. PFASs in Surface Water

This study summarized the concentration data from monitoring studies of PFASs
in surface water in China over the past 10 years, as shown in Figure 1 and Table 1 for
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details. It was revealed that the concentrations of PFASs in surface water varied greatly
in different areas in China (from 0.775 to 1.06 × 106 ng/L). The average concentrations
in the Daling River, tested in 2018, and Xiaoqing River, tested in 2013, were highest
(2.31 × 103 ng/L and 2.14 × 103 ng/L, respectively) [24,25], followed by that in the Daling
River in 2011 (1.04 × 103 ng/L) [26]. The concentrations in other rivers were relatively
low. It was found that the concentrations and composition characteristics of PFASs were
mainly related to the emissions of fluorinated manufacturing facilities (FMFs), wastewater
treatment plants (WWTPs) and urbanization development. The concentrations of PFASs
in the water bodies after they flowed through FMFs were significantly higher than those
before they flowed through FMFs, so the discharge from the FMF production process was
one of the main sources of PFASs in surface water. For example, the concentration of PFASs
in the Daling River flowing through the Fluorochemical Industrial Zone in Fuxin City was
significantly higher than the concentration in other watersheds by an order of magnitude.
With the development of the fluorochemical industry, the PFASs from manufacturing
processes caused more pollution to enter the Daling River, and the concentrations detected
in 2018 increased by 50% compared to 2011 [25,26]. Liaohe River was also affected by
the Fluorochemical Industrial Zone in Fuxin City with the maximum concentration of
781 ng/L [27]. Similarly, Xiaoqing River was influenced by FMFs, such as metallurgy,
electronics, and firefighting, with the maximum concentration of 1.06 × 106 ng/L detected
in 2013 [24]. The north of Taihu Lake was close to FMFs, such as the manufacturing of paint
and plastic products, with concentrations of 56.1–120 ng/L, while concentrations in other
parts of the study area ranged from 10.0 to 79.4 ng/L [28]. The concentration in Guanlan
River during the abundant water period was six times higher than that in the dry water
period, probably due to the large amount of surface runoff and rainwater flushing during
the abundant water period that carried pollutants from the periphery of the industrial
area into the water body [29]. East China was also a concentrated area for FMFs, and the
PFAS concentration in Huangpu River flowing through this region increased (from about
300 to 380 ng/L) [30]. Moreover, the variation tendencies of PFAS concentrations in different
water bodies were also different; for example, the concentration of PFASs in the Daling
River increased from 2011 (average of 1.04 × 103 ng/L [26]) to 2018 (average of 2.31 ×
103 ng/L [25]), and that in Xiaoqing River decreased from 2013 (average of 2.14 × 103

ng/L) [24] to 2014 (average of 457 ng/L) [31].
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Figure 1. Levels and compositions in surface water in China in past ten years.

In addition, the concentrations of PFASs in the water bodies after flowing through
WWTPs were obviously higher than those before the water flowed through WWTPs, so
the sewage discharge of WWTPs was another main source of PFASs in surface water.
For example, after flowing through WWTPs, the concentration of PFASs in Huangpu
River, mentioned above, rose from ~200 to ~250 ng/L [30]. The peak concentration of the
Yongding River occurred at 108 ng/L downstream of the WWTP in its watershed and
12.4 ng/L upstream [32]. Due to the sewage discharged by WWTPs entering into the north
of Dianchi Lake directly, concentrations in the north (35.8–135.9 ng/L) were higher than
those in the south (less than 25 ng/L) [33]. It was found that the concentrations of PFASs
in water flowing through cities with high degrees of urbanization had significant rises
because of traffic, commercial activities and so on. For example, the West and North Rivers
flow through the cities of Shaoguan, Heze and Qingyuan, and rapid urban development
had a remarkable impact on the PFASs in the water bodies with the concentrations up to
1.06 × 103 ng/L [34]. Yanghe River (one of the tributaries of the Yongding River) ran
through the highly urbanized city of Zhangjiakou with a high concentration of 197 ng/L,
and Sangan River, another tributary of the Yongding River, ran through less densely popu-
lated and less urbanized areas with relatively smaller concentrations ranging from 6.67 to
9.74 ng/L [32]. Likewise, the Songhua River and the Yalu River, which were relatively less
densely populated, also had relatively low concentrations of PFASs, with a maximum of
only 32 ng/L [35].
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Table 1. PFAS concentrations in surface water in China in past ten years.

Sampling Year Area Analytes Concentration (ng/L) Reference

2010 Caohai (north of Dianchi
Lake) C4–C12 PFCAs, C8 PFSAs 35.8–135.9 [33]

2010 Taihu Lake C4–C12 PFCAs, C6, C8 PFSAs 10.0–119.8 [28]
2011 Daling River estuary C4–C10 PFCAs, C4, C6, C8 PFSAs 5.26–4.74 × 103 [26]
2011 Tangxun Lake C4–C13 PFCAs, C4, C6, C8 PFSAs 4570–11,890 [38]
2012 Liao River C6–C12 PFCAs, C4, C6, C8 PFSAs and FOSA 44.4–781 [27]
2012 Pearl River C4–C11 PFCAs, C4, C6–C8, C10 PFSAs 3.0–52 [36]
2012 Taihu Lake C6–C12 PFCAs, C4, C6, C8 PFSAs and FOSA 17.2–94.3 [27]
2012 Yangtze River estuary C4–C10 PFCAs, C4, C6, C8 PFSAs and FOSA 1.7–12 [39]
2012–2014 Huangpu River C3–C12, C14 PFCAs, C4, C6, C8 PFSAs 39.8–596.2 [30]
2013 Nansi Lake C5, C7–C11 PFCAs, C4, C6, C8 PFSAs 38.4–91.4 [40]
2013 Pearl River delta C5–C14, C16, C18 PFCAs, C4, C6, C8, C10 PFSAs 1.53–33.5 [41]
2013 Xiaoqing River C4–C11 PFCAs, C4, C6–C8, C10 PFSAs 32.2–1.06 × 106 [24]
2013 Yangtze River C4–C11 PFCAs, C4, C6, C8, C10 PFSAs and FOSA 2.2–74.56 [42]
2013 Yellow River C4–C12 PFCAs, C4, C8 PFSAs 44.7–1.52 × 103 [43]
2014 Xiaoqing River C4–C12 PFCAs, C8 PFSAs 36.5–4.96 × 105 [31]
2014 Grand Canal C4–C11, C14 PFCAs, C4, C6, C8 PFSAs 7.8–218 [44]
2014–2015 Jiulong River estuary C4–C14 PFCAs, C4, C6, C8, C10 PFSAs 3.30–110 [37]
2015 Guanlan River C6–C12, C14 PFCAs, C4, C6, C8 PFSAs 37.04–103.7 [29]
2016 Sanggan River C4–C12 PFCAs, C4, C6, C8 PFSAs 6.67–9.74 [32]
2016 Yanghe River C4–C12 PFCAs, C4, C6, C8 PFSAs 2.10–197 [32]
2016 Yongding River C4–C12 PFCAs, C4, C6, C8 PFSAs 12.4–108 [32]
2017 Guanlan River C6–C12, C14 PFCAs, C4, C6, C8 PFSAs 179.15–613.68 [29]
2017 Jiaozhou Bay C4–C12 PFCAs, C4, C6, C8, C10 PFSAs and FOSA 35.00–205.34 [45]
2017 Poyang Lake C4–C11 PFCAs, C4, C6, C8 PFSAs 12.9–56.2 [46]
2017 Songhua River C4–C14 PFCAs, C4, C6, C8, C10 PFSAs 6.4–32 [35]
2017 Yalu River C4–C14 PFCAs, C4, C6, C8, C10 PFSAs 6.3–28 [35]
2017 Yangtze River C4–C11 PFCAs, C4, C6, C8 PFSAs 7.8–586.2 [46]

2018 Daling River C4–C13 PFCAs, C4, C6, C8, C10 PFSAs,
HFPO-DA and 6:2 Cl-PFESA 48.4–4.58 × 103 [25]

2018 Le’an River C4–C14 PFCAs, C4, C6, C8, C10 PFSAs 14.71–114.72 [47]

2018 West and North Rivers C4, C6–C10 PFCAs, C4, C6, C8, PFSAs, 6:2
Cl-PFESA and FHUEA 0.775–1.06 × 103 [34]

In the past, long-chain PFASs made the greatest contributions, especially PFOA and
PFOS. In recent years, short-chain PFASs have gradually become the main compounds
in water pollution, such as PFBA, PFBS, PFHxA and PFPeA. For instance, in the Daling
River, the proportions of PFBS (35.9% in 2011 and 48% in 2018) and PFBA (32.8% in 2011
and 41% in 2018) have gradually increased [25,26]. On the contrary, PFOA (17.5% in 2011
and 2.3% in 2018) showed a decreasing trend [25,26]. In the main stem of the Pearl River,
PFBS contributed 36% while PFOS contributed 21% [36], and the same phenomenon was
found in the tributaries of the Pearl River (52% PFBA and 25% PFOA) [34]. Similarly,
PFHxA accounted for 46% in spring and 53% in summer for PFPeA, with short-chain
PFASs predominating in the Jiulongjiang estuary [37].

3. PFASs in Precipitation

The monitoring results of studies of PFASs in precipitation in China over the past
10 years were summarized as shown in Table 2. The monitored concentrations of PFASs
in precipitation from the available studies in China, except for TFA (trifluoroacetic acid),
ranged from 4.2 to 191 ng/L, which were higher than those in precipitation from developed
countries, such as Germany (1.6–48.6 ng/L) [48], Japan (8.16–37.2 ng/L) [49] and France
(2.59–3.76 ng/L) [50] during the same period, but lower than the concentrations in the
United States (50–850 ng/L) [51].
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Table 2. PFAS concentrations in precipitation in past ten years.

Sampling Year Region Analytes Concentration (ng/L) Reference

2010 Tianjin C4–C12 PFCAs, C4, C6, C8, C10 PFSAs, 6:2 FTUCA
and 8:2 FTUCA 22.5–147 [53]

2016 28 cities in
mainland

C2 PFCA (TFA) 8.80–1.8 × 103
[52]

C3–C12 PFCAs, C4, C6, C8 PFSAs, 8:2 FTUCA, 6:2
FTSA, 6:2 Cl-PFESA, 6:2 diPAP and 8:2 diPAP 5.37–191

2017 Jiaozhou Bay C4–C12 PFCAs, C4, C6, C8, C10 PFSAs and FOSA 4.20–66.1 [45]

The PFAS concentrations in precipitation were generally lower than those in surface
water in the same area. The average concentration in precipitation in Jiaozhou Bay was
22.0 ng/L [45], which was lower than that in surface water (60.5 ng/L) [45]. In the Nanchang
section of Yangtze River, the average PFAS concentration in precipitation was 9.2 ng/L [52],
which was lower than that in surface water (44.6 ng/L) [46]. Similarly, in the Xiamen
section of Jiulong River, the average precipitation concentration of PFASs (22.0 ng/L) [52]
was lower than that of surface water (38.2 ng/L) [37].

PFAS precipitation concentrations tended to be higher in areas with concentrated
distribution of FMFs. High PFAS concentrations (80.6 ng/L) were found in urban areas in
Northeast China (such as Fuxin, Dalian and Harbin) with a high distribution of FMFs [52].
Similarly, the PFAS precipitation concentration in Tianjin was also high (63.1 ng/L) [53].
Moreover, higher precipitation concentrations were found in inland and coastal cities with
higher urbanization levels. The average concentration was 84.8 ng/L in more urbanized
inland cities, such as Zhengzhou and Chengdu, with high traffic volumes and commercial
activities [52]. In coastal cities, such as Shantou, Xiamen and Weifang, the average con-
centration of PFASs in precipitation reached 182 ng/L [53]. Ship maintenance in the port
contributed greatly to PFAS pollution.

A precipitation monitoring study conducted by Chen et al. [52] in 28 cities in China
found that TFA contributed the largest proportion, accounting for 78.1%, followed by PFOA,
PFBA and PFOS, accounting for 5.08%, 3.16% and 3.12%, respectively. The proportions of
short-chain PFASs (C4–C7) and long-chain PFASs (≥C8) were almost the same [52]. Han
et al. [45] found that PFOA occupied 61.2% of the precipitation monitored in Jiaozhou Bay,
followed by PFOS and PFHxA with 9.20% and 8.21%, respectively, and long-chain PFASs
represented the largest proportion (87.3%).

4. PFASs in the Tibetan Plateau (TP)

Compared to the above studies, concentrations of PFASs in surface waters (including
rivers and meltwater runoff) in the TP were relatively low (0.115–6.34 ng/L) as shown in
Table 3. The hydrographic network in the Tibetan Plateau area were shown in Figure 2.
A monitoring study of river water on the eastern edge of the TP found that pollutants
in the upstream area entered the river water directly with snow melt, with the PFAS
concentration at about 2 ng/L [54]. The midstream area was located in a high-altitude area
with no surrounding inhabitants, and the highest PFAS concentration was 1.12 ng/L. The
downstream area was densely populated, and the river water was greatly affected by the
direct discharge of domestic garbage and sewage into the river, with the concentration of
PFASs at about 1.8 ng/L [54]. Chen et al. [55] studied runoff from Nam Co Lake and its
surroundings in the TP and found that PFAS concentrations in glacial runoff (0.892–1.94
ng/L) were generally higher than those in non-glacial runoff (0.443–1.12 ng/L), and the
average PFAS concentration was generally higher in the southern part of Nam Co Lake
(1.28 ng/L) than in the northern part (0.901 ng/L). There is more glacial runoff in the south
of Nam Co Lake. Under the trend of global warming, glacial meltwater in the south flows
into the lake along with the runoff, which makes PFAS-enriched glaciers release PFASs
into the lake, raising the PFAS concentration of Nam Co Lake in the south. In terms of
components, PFBA and PFOS were the major pollutants in lake water, with concentrations
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accounting for 19% and 17%, respectively. The proportion of PFBA was significantly higher
in glacial runoff (61%) than in non-glacial runoff (10%). PFPeA was widely present in both
glacial runoff (14%) and non-glacial runoff (23%) [55].

Table 3. PFAS concentrations in surface water and precipitation in TP in past ten years.

Sampling Year Region Analytes Concentration (ng/L) Reference

Surface water

2010 Central Tibetan
Plateau C4–C12 PFCAs, C2–C4, C6, C8, C10 PFSAs 0.146–4.39 [56]

2010 Gongga
Mountain C4–C12 PFCAs, C2–C4, C6, C8, C10 PFSAs 0.115–6.34 [56]

2015–2016 Eastern Tibetan
Plateau C4–C14, C16, C18 PFCAs, C4, C6, C8, C10 PFSAs 0.272–5.15 [54]

2017 Nam Co Lake C4–C13 PFCAs, C4, C6, C8 PFSAs 0.353–2.17 [55]
Precipitation
2017 Nam Co basin C4–C13 PFCAs, C4, C6, C8 PFSAs 0.115–1.24 [55]
2017 Tibetan Plateau C4–C12 PFCAs, C4, C6, C8 PFSAs 0.212–0.548 [57]

Figure 2. The hydrographic network in the Tibetan Plateau area.

In addition to pollution from local human activities and surface runoff, dry and wet
depositions of atmospheric pollutants were also two of the main sources of PFASs in the
water bodies of the TP. Influenced by the East Asian monsoon (from the east and southeast)
and the Indian monsoon (from the south), PFAS pollutants in the atmosphere of the TP were
increased [56]. It had been suggested that PFASs found in the waters of pristine areas in the
eastern and central TP were greatly under the influence of the Southeast Asian monsoon
in summers. Marine aerosols transported over long distances from the Indian Ocean and
atmospheric pollutants from anthropogenic activities in Southeast and South Asia entered
the water bodies through long-distance transportation and dry and wet depositions [55].

PFASs were also detected in precipitation in the TP, but at low concentrations (0.212–
1.24 ng/L), with a 100-fold difference (0.212–190 ng/L) compared to precipitation con-
centrations from other regions. The average precipitation concentration of the Nam Co
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basin (0.616 ng/L) was higher than that of other areas of the TP (Motuo, Lulang, Lhasa
and Muztagh Ata; 0.367 ng/L) [55,57]. The composition of PFASs in TP precipitation was
similar to that of surface water with the main compounds PFOA and PFBA. Long- and
short-chain PFASs in the Nam Co basin accounted for half of each, while short-chain PFASs
were predominant in other regions of the TP (66%) [55]. One of the main sources of PFASs
in precipitation in the TP may be atmospheric long-distance transportations from Northeast
India, Southern Nepal and Northern Pakistan. Moreover, local emissions of PFAS-related
manufacturing and the degradation of PFAS precursors in Eastern China also contributed
to PFAS contaminations in precipitation [57].

5. Conclusions

The research on PFASs in surface water and precipitation in China has attracted in-
creasing attention. Generally, the concentrations of PFASs in the surface water in different
areas of China varied greatly, ranging from 0.775 ng/L in the West and North Rivers in
2018 to 1.06 × 106 ng/L in the Daling River in 2013. With the production and consumption
of long-chain PFASs gradually changing to short-chain PFASs, the pollutant composition of
PFASs in China’s surface water also gradually changed from long-chain PFASs (such as
PFOS and PFOA) to short-chain PFASs (such as PFBA, PFBS and PFPeA). The emissions
from FMFs and WWTPS were considered the main sources of PFASs in China’s surface
water. It was also found that the concentrations of PFASs in water flowing through cities
with high degrees of urbanization had significant rises. The concentration of PFASs in
precipitation in China was lower than that in surface water, ranging from 4.2 ng/L in
Jiaozhou Bay in 2017 to 191 ng/L in Weifang–Linqu County in 2016. PFAS concentrations
were relatively high in precipitation around a fluorination plant and in areas with high
urbanization levels. The release of PFASs from factories and human activities were as-
sumed to be the main sources of PFASs in precipitation. Compared with other areas, the
concentrations of PFASs in surface water and precipitation in the Tibetan Plateau were
lower (0.115–6.34 ng/L and 0.115–1.24 ng/L, respectively). In addition to the emissions
from local human activities, PFASs in the surface water of the Tibetan Plateau came from
the inflow of surface runoff and dry and wet depositions of PFASs in the atmosphere.
Under the general trend of global warming, the accelerated melting of glaciers will lead to
further increases in PFAS concentrations. Moreover, influenced by the southeast monsoon
in summers, PFASs can reach the Tibetan Plateau through long-distance transportation and
finally enter the surface water of this area through depositions.

We find that there is a lack of continuous PFAS-monitoring research based on the
PFASs in the same water body, and the research on novel PFAS substances (such as PFECAs
and PFESAs) and their substitutes (such as HFPO-DA, ADONA and F-53B) in surface
water is relatively limited. In addition, the research on PFASs in Tibetan Plateau surface
water environments is extremely insufficient and needs further development. Overall, this
study can supply researchers with a deeper understanding of the PFAS research progress
on China’s surface water and precipitation and provide scientific support for researchers to
further grasp the research direction in this field.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/w14050812/s1, Table S1. Compound list of PFASs in the text.
Table S2. Published administrative guidelines for PFOA and PFOS in water. References [34,58,59] are
cited in the Supplementary Materials.
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