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Preface to “Fiducial Reference Measurements for
Satellite Ocean Colour”

Ocean colour’s fundamental measure is water-leaving radiance, with chlorophyll estimates
derived therefrom providing a proxy for phytoplankton occurrence. This is why ocean colour
measured by satellite-mounted optical sensors is an essential climate variable that is routinely used
as a central element in assessing the health and productivity of marine ecosystems and the role of
oceans in the global carbon cycle. For satellite ocean colour to be trustworthy and used in these and
other important environmental applications, its data must be reliable and of the highest quality.

Pre-flight and on-board calibration is conducted for satellite ocean colour sensors; however, once
in orbit, their data quality can only be fully assessed via independent calibration and validation
activities using surface measurements. These measurements therefore need to be at least as high
quality as the satellite data, which necessitates Sl-traceability and an uncertainty budget. This
is the basis of fiducial reference measurements (FRM) that are: a suite of independent ground
measurements that provide the maximum return on investment for a satellite mission by delivering
to users the required confidence in data products. This is in the form of independent validation
results and satellite measurement uncertainty estimation, over the entire end-to-end duration of a
satellite mission. The FRM must: have documented traceability to SI units (via an unbroken chain of
calibrations and comparisons); be independent from the satellite retrieval process; be accompanied
by a complete estimate of uncertainty, including contributions from all FRM instruments and all
data acquisition and processing steps; follow well-defined protocols/community-wide management
practices and; be openly available for independent scrutiny.

Within this context, the European Space Agency (ESA) funded a series of projects targeting
the validation of satellite data products (atmosphere, land, and ocean) and set up the framework,
standards, and protocols for future satellite validation efforts. The Fiducial Reference Measurements
for Satellite Ocean Colour (FRM4SOC) project was structured to provide support for evaluating and
improving the state of the art in ocean colour radiometry (OCR) through a series of comparisons
under the auspices of the Committee on Earth Observation Satellites (CEOS) working group on
calibration and validation and in support of the CEOS ocean colour virtual constellation.

The objectives of FRM4SOC were to establish and maintain Sl-traceable ground-based FRM
for satellite OCR with the relevant protocols and uncertainty budgets for an ongoing international
reference measurement system supporting the validation of satellite ocean colour. This was
undertaken to ensure the high quality and accuracy of Copernicus satellite mission data and, in
particular, the Sentinel-2 MSI and Sentinel-3 OLCI ocean colour products, providing and continuing
to provide a fundamental contribution to the European system for monitoring the Earth (Copernicus).

This Special Issue of MDPI Remote Sensing was designed to showcase this essential
Earth observation work through the publication of the project’s main achievements and results,
accompanied by other select relevant articles. It covers the following topics:

e FRM4SOC project overview and scientific roadmap for the future of ocean colour validation
(Article 1);

e Measurement requirements and protocols when operating FRM OCR for satellite validation
(Articles 2 and 3);

e Improvements in ocean colour radiometers (Article 4);

e OCR calibration source inter-comparisons (Article 5);

xiii



e Laboratory-based OCR inter-comparisons (Article 6);

e Field-based OCR inter-comparisons (Articles 7-9);

o S] traceability and end-to-end uncertainty budgets (Article 10);

e FRM in the context of ocean colour system vicarious calibration (Articles 11 and 12);

e Improvements to satellite ocean colour time series (Articles 13 and 14); and

e Improvements in satellite ocean colour application to lakes and coastal areas (Articles 15
and 16).

We sincerely thank everyone that contributed to FRM4SOC, both to the project and this
Special Issue.

Andrew Clive Banks, Christophe Lerebourg, Kevin Ruddick, Gavin Tilstone, Riho Vendt
Editors
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Abstract: Earth observation data can help us understand and address some of the grand challenges
and threats facing us today as a species and as a planet, for example climate change and its impacts and
sustainable use of the Earth’s resources. However, in order to have confidence in earth observation
data, measurements made at the surface of the Earth, with the intention of providing verification or
validation of satellite-mounted sensor measurements, should be trustworthy and at least of the same
high quality as those taken with the satellite sensors themselves. Metrology tells us that in order to
be trustworthy, measurements should include an unbroken chain of Sl-traceable calibrations and
comparisons and full uncertainty budgets for each of the in situ sensors. Until now, this has not been
the case for most satellite validation measurements. Therefore, within this context, the European
Space Agency (ESA) funded a series of Fiducial Reference Measurements (FRM) projects targeting the
validation of satellite data products of the atmosphere, land, and ocean, and setting the framework,
standards, and protocols for future satellite validation efforts. The FRM4SOC project was structured
to provide this support for evaluating and improving the state of the art in ocean colour radiometry
(OCR) and satellite ocean colour validation through a series of comparisons under the auspices
of the Committee on Earth Observation Satellites (CEOS). This followed the recommendations
from the International Ocean Colour Coordinating Group’s white paper and supports the CEOS
ocean colour virtual constellation. The main objective was to establish and maintain SI traceable
ground-based FRM for satellite ocean colour and thus make a fundamental contribution to the
European system for monitoring the Earth (Copernicus). This paper outlines the FRM4SOC project
structure, objectives and methodology and highlights the main results and achievements of the
project: (1) An international Sl-traceable comparison of irradiance and radiance sources used
for OCR calibration that set measurement, calibration and uncertainty estimation protocols and
indicated good agreement between the participating calibration laboratories from around the world;
(2) An international SI-traceable laboratory and outdoor comparison of radiometers used for satellite
ocean colour validation that set OCR calibration and comparison protocols; (3) A major review and
update to the protocols for taking irradiance and radiance field measurements for satellite ocean colour
validation, with particular focus on aspects of data acquisition and processing that must be considered
in the estimation of measurement uncertainty and guidelines for good practice; (4) A technical
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comparison of the main radiometers used globally for satellite ocean colour validation bringing
radiometer manufacturers together around the same table for the first time to discuss instrument
characterisation and its documentation, as needed for measurement uncertainty estimation; (5) Two
major international side-by-side field intercomparisons of multiple ocean colour radiometers, one
on the Atlantic Meridional Transect (AMT) oceanographic cruise, and the other on the Acqua Alta
oceanographic tower in the Gulf of Venice; (6) Impact and promotion of FRM within the ocean
colour community, including a scientific road map for the FRM-based future of satellite ocean colour
validation and vicarious calibration (based on the findings of the FRM4SOC project, the consensus
from two major international FRM4SOC workshops and previous literature, including the IOCCG
white paper on in situ ocean colour radiometry).

Keywords: satellite ocean colour; fiducial reference measurements (FRM); calibration and validation;
SI traceability and uncertainty; Copernicus; European Space Agency (ESA); Committee for Earth
Observation Satellites (CEOS)

1. Introduction

Copernicus [1] is the European system for monitoring the Earth. It includes earth observation
satellites, notably the Sentinel series developed by ESA [2], ground-based measurements and
data processing to provide users with reliable and up-to-date information delivered through a
set of Copernicus Services related to environmental and security issues. The Copernicus Marine
Environmental Monitoring Service (CMEMS, [3]) provides critical marine information in near-real
time to the various levels of the user community. Copernicus satellite missions are designed to serve
CMEMS by providing systematic measurements of the Earth’s oceans to monitor and understand
large-scale global dynamics as well as providing data for coastal and inland water applications
including eutrophication monitoring, sediment transport and environmental impact assessments [4].

The Committee for Earth Observation Satellites (CEOS) defines calibration as “the process of
quantitatively defining a system’s responses to known, controlled signal inputs”. Validation, on the
other hand, is “the process of assessing, by independent means, the quality [uncertainty] of the data
products derived from those system outputs” [5,6]. Validation is a core component of a satellite mission
(and should be planned for accordingly), starting at the moment satellite instrument data begin to
flow until the end of the mission. Without adequate validation, the geophysical retrieval methods,
algorithms, and geophysical parameters derived from satellite measurements cannot be used with
confidence because meaningful uncertainty estimates cannot be provided to users.

The societal benefits of Ocean Colour Radiometry (OCR) are well-articulated [7-10] and include
management of the marine ecosystem and the role of the ocean ecosystem in climate change, aquaculture,
fisheries, coastal zone water quality, and the mapping and monitoring of harmful algal blooms.
Consequently, Copernicus has developed two relevant satellite families (Sentinel-2 and Sentinel-3)
that carry two complementary payload instruments that can measure ocean colour to support the
CMEMS service. These are the Multi Spectral Instrument or MSI [11]; and the Ocean and Land
Colour Instrument or OLCI [12]. Once in orbit, the uncertainty characteristics of (a) the satellite
instruments established during pre-launch laboratory calibration and characterisation activities and
(b) the end-to-end geophysical measurement retrieval process, can only be assessed via independent
calibration and validation activities. Ground reference measurements are therefore essential to the
Sentinel-2 MSI and Sentinel-3 OLCI OCR but were not adequately covered in the operational Copernicus
system plan.

Within this context, the European Space Agency (ESA) has funded a series of Fiducial Reference
Measurements (FRM) projects [13] targeting the validation of satellite data products of the atmosphere,
land, and ocean, and setting the framework, standards, and protocols for future satellite validation
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efforts. Fiducial reference measurements, as originally defined by [14,15], are a suite of independent
ground measurements that provide the maximum return on investment for a satellite mission by
delivering to users the required confidence in data products. This is in the form of independent
validation results and satellite measurement uncertainty estimation, over the entire end-to-end duration
of a satellite mission. The FRM must: have documented traceability to SI units (via an unbroken chain
of calibrations and comparisons); be independent from the satellite retrieval process; be accompanied
by a complete estimate of uncertainty, including contributions from all FRM instruments and all
data acquisition and processing steps; follow well-defined protocols/community-wide management
practices and; be openly available for independent scrutiny.

Following the recommendations from the International Ocean Colour Coordinating Group’s
white paper on in situ ocean colour radiometry [16], and in support of the CEOS ocean colour
virtual constellation [9], the main aim of FRM4SOC [17] was therefore to establish and maintain SI
traceable ground-based fiducial reference measurements for ocean colour with the relevant protocols
and uncertainty budgets for an ongoing international reference measurement system supporting the
validation of satellite ocean colour. This paper details how the FRM4SOC project achieved this and
showcases the most important results, including the community consensus-driven scientific road map
for the future of satellite ocean colour validation based on fiducial reference measurements.

The paper is structured according to the sections listed below, which follow the project’s
organisation. SI-traceability and uncertainty budgets are essential for FRM and a focus on these was
maintained throughout (see Figure 1). Section 1 is this introduction section, with the following sections
being numbered in order starting with Section 2:

e  FRM and the future of system vicarious calibration of satellite OCR.

e Measurement requirements and protocols when operating FRM OCR for satellite validation

e  Review of the most common ocean colour radiometers used for satellite validation.

e  Comparisons of irradiance and radiance reference sources used in the calibration of ocean
colour radiometry.

e Laboratory and controlled outdoor comparisons to verify the performance of ocean colour
radiometers used for satellite validation.

e  Field intercomparison experiments to verify the performance of ocean colour radiometers used
for satellite validation.

e  End-to-end uncertainty.
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Figure 1. FRM4SOC project overview: a focus on SI traceability and the addition of uncertainty at each
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step of the FRM process.
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2. FRM and the Future of System Vicarious Calibration of Satellite OCR

Post launch system vicarious calibration (SVC) using highly precise and accurate ground
radiometric measurements is an essential step in the process of achieving sufficient satellite ocean
colour product quality to meet the needs of Copernicus [1] and the Global Climate Observing System
(GCOS, [18]). At present there is only one fully operational dedicated ocean colour SVC facility run by
NASA and NOAA off the coast of Hawaii, USA (MOBY, [19,20]); and only one other site in the world
(BOUSSOLE, [21]), which, although it has reached the requirements and high standard of data quality
expected for SVC purposes, is at pre-operational status due to a lack of long-term investment.

From an operational perspective, it is crucial that SVC is implemented as early as possible in
an ocean colour satellite mission’s lifetime as it is the key to public product release (ideally SVC
infrastructure should be operational before launch to ensure continuity of long-term data records
in a multi-mission perspective). Past experience has demonstrated that approximately two high
quality matchups per month are produced by a permanent mooring for the purpose of SVC [22].
At this rate, several years can pass before consolidated vicarious gains can be derived from a single
infrastructure. In an operational context, it is, therefore, crucial to increase the number of operational
SVC systems to reduce this delay. Furthermore, the EC, ESA and EUMETSAT have put a significant
amount of investment into the Sentinel series of satellites and the OLCI and MSI sensors to provide
ocean colour products. Value for money from this investment, in terms of good quality ocean colour
data and products, is potentially at serious risk if the European SVC infrastructure is not upgraded
and supported in the long term.

With the above in mind, between the 21st and 23rd of February 2017, the FRM4SOC project
organised an international workshop at ESA entitled “Options for future European satellite OCR
vicarious adjustment infrastructure for the Sentinel-3 OLCI and Sentinel-2 MSI series” [22]. The primary
objective of this workshop was to evaluate the options and approaches for the long-term vicarious
calibration of the Sentinel-3 OLCI and Sentinel-2 MSI series of satellite sensors. This evaluation was
performed with the support and active participation of the world’s experts in ocean colour SVC
and ocean colour radiometry fields. Presentations were given covering all major aspects of ocean
colour SVC globally; and open debates were held to discuss lessons learned, to analyse strengths
and weaknesses of the different approaches, and to review the cost and requirements to implement,
operate, and maintain SVC infrastructure, in order to clearly establish Copernicus’ needs in the short
and long term. Drawing from the current status of ocean colour SVC the workshop concluded with a
consensus for the development of Copernicus’ capacity. The key recommendations of this consensus
can be summarised as follows:

e Copernicus does not directly support either MOBY or BOUSSOLE. The risk of losing one or both
and their associated expertise, and therefore losing the capacity to deliver robust EO products,
must be taken into consideration. Supposing that the US MOBY infrastructure is secured in
the long term, Copernicus should consider maintaining two operational SVC sites, resulting
in a minimum of three sites globally. This will ensure system redundancy and robustness of
ocean colour SVC as recommended by the Committee on Earth Observation Satellites (CEOS).
Maintaining two sites in Europe will also: secure the existing expertise, knowledge and knowhow
in Europe; develop new expertise; and stimulate technical, scientific and industrial innovation.
From a risk mitigation perspective, it is also essential that Copernicus maintain control over its
vicarious calibration capacity to ensure Sentinel-2 and Sentinel-3 product quality for the next
two decades.

e  For the development of these two proposed Copernicus operational SVC sites, it is clear that
building upon existing systems and expertise (namely BOUSSOLE and MOBY) would be most
cost effective. Consequently, the final community recommendation for SVC development within
the framework of Copernicus was: to maintain BOUSSOLE in the long term and upgrade it to full
operational status for SVC purposes and also support the development and long-term operation
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of a second new European infrastructure in a suitable location to ensure the required Copernicus
operational system for SVC including operational redundancy.

e As was implemented for MOBY, and now for BOUSSOLE, for any SVC infrastructure a good
metrological foundation with ‘hands-on’ involvement of National Metrological Institutes (NMIs) at
all stages of development and operation is a key component. This fiducial reference measurement
(FRM) ethos ensures SI traceability, full uncertainty characterisation and the best possible accuracy
and precision for the SVC measurements and process.

e Insituradiometry for SVC should be of high spectral resolution, exceptionally high quality, and of
an Sl-traceable FRM nature, with a full uncertainty budget and regular SI-traceable calibration [23].

e  For the second European SVC infrastructure, the results of studies to date [24,25] clearly point to
a site located in the Eastern Mediterranean Sea, near the island of Crete, as the best candidate
in European waters, although other options (for example in non-European waters) were not
excluded at this stage.

e A MOBY-Net system [26], which includes the transportable modular optical system developed by
NASA and the MOBY team, was recommended for the new site. It offers a technologically proven
system within a realistic timeframe for Copernicus’ needs and its use reinforces collaboration of
world-class experts and centres of excellence. However, it was also recommended that, in parallel,
steps should be taken within the framework of Copernicus to develop a European solution for the
mid and long-term.

3. Measurement Requirements and Protocols When Operating FRM OCR for Satellite Validation

One of the key achievements of the FRM4SOC project has been to review the state of the art
of protocols for the measurement of downwelling irradiance [27] and water-leaving radiance [28].
This builds on heritage from the NASA Ocean Optics protocols series [29], recently updated in [30],
but: (a) broadens the scope from oceanic waters [31] to all waters where satellite data products are
used, including coastal and inland waters [32]; (b) takes account of the many protocol refinements
since 2004, including input from the MERIS optical measurement protocols [33]; (c) focuses particularly
on the estimation of uncertainties from the data acquisition and processing steps, as required in the
FRM context.

3.1. Measurement Requirements

As regards the measurement requirements for satellite OCR validation in the FRM context, it is
necessary to:

e  Measure in situ the water-leaving radiance and downwelling irradiance in order to derive
water-leaving radiance reflectance (or a similar product such as normalised water-leaving radiance),
the essential parameter used for comparison with corresponding satellite data products.

e  For above-water measurement systems, to distribute and archive the intermediate measurements
of downwelling irradiance and upwelling radiance from water and sky radiance and the effective
Fresnel reflectance used in processing.

e  For underwater measurement systems, to distribute and archive the upwelling radiance just
beneath the water surface and the diffuse attenuation coefficient used for extrapolation of upwelling
radiance to the surface or complete information on the extrapolation method if the vertical profile
is not assumed to be exponential.

e  Collect mandatory ancillary data for geographical position (preferably according to the WGS84
datum) and altitude of the air-water interface and UTC date and time (expressed as start, centre
and finish times of the measurement).

e  Collect, where possible, highly desirable ancillary data, including total water depth, significant
wave height, wind speed and direction, surface atmospheric pressure, water salinity and
temperature, air temperature, cloud cover and type (e.g., according to World Meteorological codes
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27000 and 0508), and photographs of water state (showing water colour, waves and any floating
material), sky conditions (full sky, using fish-eye lens) and the radiometers themselves (showing
any fouling or possible obstructions).

Estimate the uncertainty of each measurement based on documented methodology and taking
account of all possible sources of uncertainty.

Provide traceability of the measurement to the SI system of units, using published data acquisition
and processing protocols.

Provide quality control and associated measurement and processing flags along with the
measurements themselves.

Facilitate full traceability of data processing, e.g., by open publication of data processing software.
Ensure that data is archived for long-term curation in an open access data repository.

Many of these requirements are described in the CEOS/IOCCG White Paper [16], to which the

reader is referred for more detail. A detailed description of auxiliary optical and biogeochemical

parameters can be found in [29], and further considerations on relevant metadata can be found in [34].

3.2. FRM4SOC Review of Data Acquisition and Processing Protocols

There have been several major developments over the period 2004-2017 since the last revision of

the NASA Ocean Optics protocols [29] that helped shape the FRM4SOC protocols, including:

1.

A maturing of methods for above water radiometry (although significant diversity still exists
particularly for the skyglint correction).

A growing consensus that downwelling irradiance should be measured above water, even
for protocols that derive water-leaving radiance from the vertical extrapolation of underwater
measurements. This allows significant simplification and restructuring with respect to the NASA
Ocean Optics protocols by splitting the FRM4SOC protocols reviews into two papers, one dealing
with downwelling irradiance and one dealing with water-leaving radiance.

A move away from supervised measurements, typified by individual seaborne cruises,
to unsupervised measurements (e.g., BOUSSOLE [21], MOBY [19,20], AERONET-OC [35] and
potential future drifting systems) because of obvious advantages in terms of measurements/year
and the economies of scale for automated acquisition and processing.

A growing availability of high spatial resolution satellite data for inland and coastal water
applications and the need for validation of such data. Conceptually there are no fundamental
differences between the application of protocols for oceanic or inland waters, although different
circumstances may occur more frequently in the latter that will impact the choice and/or
performance of protocols, e.g., bottom reflectance, very high vertical attenuation, very shallow
water, optical impacts of surrounding trees/buildings/terrain, fetch limited surface gravity wave
field, etc.

Reinforcement of the need for measurements to be accompanied by a full uncertainty budget
with traceability to SI standards, introduction of the terminology of Fiducial Reference
Measurements [13-15] and the detailed set of recommendations of the IOCCG/CEOS INSITU-OCR
White Paper [16]. The FRM4SOC protocols in fact focus on describing elements that should be
considered in an uncertainty budget rather than prescribing exactly how measurements should
be made.

The essential methods described in the FRM4SOC protocols for measuring downwelling irradiance

(three generic methods—see Figure 2) and water-leaving radiance (four generic methods—see Figure 3)
can be considered to have reached a reasonable degree of maturity in that they have existed for at least
10-15 years in some form. However, it is clear that there are many incremental improvements still
occurring and still possible because of improved understanding/modelling of optical processes and
new instruments and measuring platforms.
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Figure 2. Summary of sources of uncertainty for the three generic families of method for measurement
of downwelling irradiance. Reproduced with permission from [27].
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The FRM4SOC protocols review papers for downwelling irradiance [27] and for water-leaving
radiance [28] discuss in detail the different measurement approaches and the sources of uncertainty
that need to be considered and provide guidelines on best practice for making these measurements.

3.3. Recommendations from FRM4SOC Protocols Review

In addition to the guidelines provided by the protocols themselves, there are some key
recommendations from them for teams participating in satellite ocean colour validation activities that
need to be considered when attempting to achieve FRM status for their measurements:

e Analyse carefully their present measurement protocol and construct an uncertainty budget
including minimally the elements listed in the corresponding sections of the FRM4SOC
protocols [27,28].

e  Participate in intercomparison exercises to validate their uncertainty estimates against those of
other methods/scientists.

e  Consider the IOCCG/CEOS INSITU-OCR White Paper [16] and the FRM4SOC protocols [27,28]
and provide comments for their improvement.

Furthermore, it is recommended to ESA and other space agencies to:

e  Facilitate discussion and adoption of best practice and uncertainty estimation by sponsoring
intercomparison exercises with appropriate funding for post-measurement analysis of results.

e In the medium term encourage and stimulate the adoption of FRM requirements and in the long
term, when sufficient progress and consensus is achieved, use only FRM for the routine validation
of satellite ocean colour data.

Finally, it is recommended to the IOCCG:

e To adopt a terminology that reflects the generic nature of aquatic optical processes: “air-water
interface” instead of “sea surface”, “water colour/reflectance” instead of “ocean colour”,
“aquatic/water optics protocols” instead of “ocean optics protocols”, etc.

4. Review of the Most Common FRM OC Radiometers Used for Satellite OCR Validation

As mentioned in the previous section on protocols, the type of instrument used and its calibration
are also major components of a validation measurement uncertainty budget. Therefore, the FRM4SOC
project has undertaken a review of the most common ocean colour radiometers used for the purpose of
taking validation measurements. The main objectives in carrying out this review were to:

i Document the different designs and performance of Ocean Colour Radiometers (OCR)
commonly used for satellite OCR validation including a review of their known characterisation
and identify significant issues to address.

ii. Highlight the technical strengths/weaknesses of each system.

iii. Build on available material and include a dedicated section on instrument characterisation and
identify issues that must be addressed for each OCR system.

iv. Conclude with a justified set of actions to ensure that each OCR used for satellite validation
attains FRM status.

The review therefore focused on the radiometers used for in situ measurement and, in particular,
on establishing traceable documentation on their characterisation, including factors such as immersion
factor, cosine response, linearity, stray light/out of band response, spectral response, temperature
sensitivity, dark currents, radiometric noise and polarisation sensitivity. It also contains some
information on radiometric calibration and wavelength calibration of the instruments, although
calibration aspects were dealt with in more detail in other parts of the FRM4SOC project and this paper
(see Sections 5 and 6).
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The list of the radiometers reviewed can be seen in Table 1. The full report, which gives further
details of the characteristics of each of the instruments listed, is publicly available from the project
website [36].

Table 1. Summary of key characteristics of the instruments and systems described in the review
(L represents radiance, and Eq represents downwelling irradiance).

Wavelenath Spectral Radiance FOV
Manufacturer/Instrument Type Deployment Ran eg Resolution in Air
8 (FWHM) (FWHM)
Multispectral Underwater, ((3101%0 . 11615%0))1:1:’
Biospherical/C-OPS ~ underwater system, ship-tethered, o 10 nm 7°
I E low free-fall available with
u Ed slow free-fa InGaAs detectors
Multispectral system,  Above water o
CIMEL/SeaPRISM sunyLoky/Lusater (fixed platform) (412... 1020) nm 8...10nm 1.2
Hyperspectral (305 ... 1050) nm,
IMO/DALEC system, Ab‘z;’f‘i"")‘“er calibrated in (400 10 nm 5°
Ed/Leky/Lwater P .. 900) nm
(305 ... 1100) nm,
Satlantic/HyperOCR Hyperspectral Abovewater, 1 od in (350 10 nm 6° and 23°
instrument, L or Eq Underwater
... 800) nm
. (380... 865) nm,
SatlanticfOCRs00 . Multispectral Abovewater, ool from 305 10 (0r20 28°
instrument, L or E4 Underwater m nm)
. Hyperspectral Above water, o
TriOS/RAMSES instrument, L or Ey Underwater (320... 950) nm 10 nm 7
Hyperspectral
Waterlnsight/WISP system, Abovewater 305 g40) nm 49nm 3

‘handheld
Ea/Log/Lwater (handheld)

To our knowledge, this report is the first attempt that has been made to compile information on
all commonly used OCR to the level of detail that is required to construct a full uncertainty budget for
instrument-specific aspects. This level of detail far surpasses the information that is generally made
publicly available, e.g., on manufacturer websites, and should in any case be available for individual
instrument units and not just for an instrument family. In many cases, sufficient information is just
not available. In some cases, radiometer manufacturers have performed characterisation tests, but
the information is not publicly available and/or is considered confidential, which is contrary to FRM
requirements. It is not the intention, and in fact would be neither feasible nor ethically acceptable,
to recommend a “best” OCR nor, a fortiori, a “best value for money” OCR. It is for the OCR users,
as customers, to make such decisions. However, it is hoped that the FRM4SOC survey and report will
help understand what information is or is not currently available for preparation of an FRM uncertainty
budget, so that these users will be able to make informed purchase decisions and request the relevant
information on radiometer characterisation from their suppliers. Similarly, this process should reward
the efforts of the most conscientious instrument manufacturers, who perform careful characterisation
tests and provide this information to their customers and to the scientific public and space agencies
that use data from these instruments for satellite validation purposes.

To ensure the reliability of measurement results, i.e., traceability to the units of SI with the
associated uncertainty evaluation, the review recommended to instrument manufacturers:

e To characterise new types of instruments in well-equipped optics laboratories under stable
reference conditions as well as under varied conditions similar to in-field measurements.

e  To provide further public information on instrument performance and characterisation where
necessary to fill gaps in present knowledge.

The review recommended to instrument users:

e  To order regularly the radiometric calibration of instruments in well-equipped calibration labs,
collect and carefully analyse the results.
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e  Torequest, as customers, detailed performance information from the instrument manufacturers.

e To verify specifications of instrument performance by performing independent tests. For scientists
with access to a well-equipped optics laboratory these tests could be quite detailed, e.g.,
measurement of cosine response of irradiance sensors, measurement of thermal sensitivity,
measurement of stray light/out of band response, etc., although it is fully recognised that such tests
may be very time-consuming and will generally require specific funding. For scientists without
access to a well-equipped optics laboratory it is still possible to verify certain aspects of instrument
performance, e.g., by intercomparison of measurements made by different instruments pointing
at a uniform target such as a cloudless sky or by participation in multi-partner intercomparison
activities (such as the activities of the laboratory and field comparison experiments of the FRM4SOC
project detailed in Sections 6 and 7 of this paper).

The review recommended to ESA and other space agencies or entities, including Copernicus
Services, requiring Fiducial Reference Measurements for satellite validation, to fund and encourage:

e  Preparation of a guide document setting minimum requirements for the most important properties
of OCR instruments (like temporal stability, linearity, thermal stability, angular response, stray
light/out of band response, etc.).

e Activities to test radiometers from all manufacturers according to a standardised methodology.

e  Further development of OCR instruments, including a requirement that such developments
provide FRM-compatible information on radiometer characterisation.

5. Comparisons of Irradiance and Radiance Reference Sources Used in the Calibration of Ocean
Colour Radiometry

From the International Vocabulary of Metrology (VIM, [37]), metrological traceability is the
property of a measurement result whereby the result can be related to a reference through a documented
unbroken chain of calibrations, each contributing to the measurement uncertainty. For FRM4SOC
optical radiometry this traceability is to SI where the primary standard/reference is provided by the
NPL cryogenic radiometer [38]. The traceability chain for OCR for satellite validation can be seen in
Figure 4.

What is not evident from this diagram is that the calibrated irradiance and radiance sources are
usually the first part of the chain that is distributed outside an NMI such as NPL. Therefore, these
sources provide the foundation of testing the performance of any international network of calibration
laboratories and satellite validation.

The main objectives of this initial phase of FRM4SOC were therefore to design and document
protocols and procedures and implement a laboratory-based (round-robin) comparison experiment to
verify the performance of reference irradiance and radiance sources (i.e., lamps, plaques, etc.) used to
maintain the calibration of FRM OCR radiometers traceable to SI. The protocols used to implement both
the irradiance and radiance source comparisons are publicly available from the project website [39,40].
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Figure 4. Simplified SI traceability chain at NPL for satellite ocean colour validation.

5.1. Irradiance Reference Source Comparisons

These international comparisons took place at the National Physical Laboratory (NPL) of the
UK between the 3rd and 7th of April 2017. The main aim was to verify the performance of reference
irradiance sources that are used in the calibration of ocean colour radiometers. Participants were from
the following organisations and countries: NPL, UK (pilot); Tartu Observatory, Estonia; Laboratoire
d’Océanographie de Villefranche-sur-Mer (LOV), France; Satlantic, Canada; Commonwealth Scientific
and Industrial Research Organisation (CSIRO), Australia; Natural Environment Research Council
(NERC) Field Spectroscopy Facility, UK; and the National Oceanic and Atmospheric Administration
(NOAA), USA. All participants were required to bring or send three (minimum of two) FEL lamps that
are used as reference irradiance sources in their calibration laboratories. It was mandatory that each of
the participant’s lamps had an SI traceable certificate from its last calibration and information about
burn time since that calibration (less than 50 h).

At NPL the Spectral Radiance and Irradiance Primary Scales (SRIPS, [39,41,42]) facility is used to
transfer the scale from the NPL primary reference standard for spectral emission, a high-temperature
blackbody, to lamp and integrating sphere sources. These sources are then used as secondary spectral
radiance and irradiance standards further down the chain. For the FRM4SOC irradiance comparison
each participant lamp was measured against such an NPL secondary standard lamp obtaining irradiance
values under the carefully controlled conditions of the SRIPS and Reference Spectroradiometer System
(RefSpec) facilities at NPL.

The results of these SI-traceable comparisons, as represented in Figure 5, show a comparison of
irradiance sources used for OCR calibration. To achieve these results a somewhat more complex analysis

11
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than a simple difference to the NPL scale was required. The results of the comparison were expressed
in terms of the difference between the spectral irradiance values measured by each participant and
the mean spectral irradiance values measured by all participants. Since the participants all measured
different lamps (i.e., their own lamps), the required differences between them were determined via
measurements at NPL of all lamps. The mean ratio between the participants’ measurements and those
made at NPL was calculated and results for each lamp were then expressed relative to this mean
ratio, so showing the degree to which the individual measurements agree with one another. This was
necessary for a couple of important reasons: (1) the participants had various different SI-traceability
routes for their lamps, i.e., several different NMIs providing their calibration; and (2) a few of the lamps
were recently calibrated at NPL, which with a simple difference to the NPL scale would have shown
them performing almost perfectly and thus giving a misleading and biased comparison.

Ratio

Wavelength (nm})

Figure 5. Comparison between irradiance sources from several OCR calibration laboratories, including
the NPL spectral irradiance scale as a reference. Reproduced with permission from [43].

All participants” lamps are traceable to SI, and so the results show how the lamps compare with
this realisation of the Sl irradiance scale, i.e., the mean of all. The comparison shows that they agree
among each other to within +1 to 1.5%. Also included is the difference between the mean of all and
the NPL spectral irradiance scale, which shows an agreement for the entire set of lamps to within 1%
across all wavelengths. Uncertainties were calculated for each lamp’s ratio (not shown) and these
generally ranged from 1.6%-1.7% in the UV wavelengths down to 0.9% in the NIR.

These comparisons should not be misinterpreted to mean that there is anything wrong with any of
the lamps at particular wavelength ranges. The trend of any single lamp will be due to a combination
of factors that may include, for example, the trends of all the other lamps and whether any of them are
suffering from the effects of ageing since their last calibration. The likely reason for lamps following
the same trend is probably related to whether calibration for more than one has been transferred from
the same primary lamp. Again, there is nothing wrong with doing this and this does not indicate
anything wrong with the calibration reference lamp. These results are in fact comparable to differences
seen between different NMI realisations of the irradiance scale [41,42].
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5.2. International Transfer Radiometer Round Robin for Radiance Reference Source Comparison

The radiance round robin comparison took place between June 2017 and May 2018. Its main aim
was to verify the performance of radiance sources used to calibrate ocean colour radiometers. The
comparison was conducted by NPL as pilot through the round-robin circulation of two ocean colour
transfer radiometers. The transfer radiometers used were 7-band multispectral Satlantic ocean colour
radiometers (OCR-200) on loan to the pilot from the Joint Research Centre (JRC) of the European
Commission. Satlantic had customised these two particular instruments for JRC in terms of their
angular characteristics to provide a narrower (~3°) field of view than standard. Initial characterisation
measurements to confirm this FOV were carried out by NPL in air, and found to be 2.5° + 0.3° at
FWHM, with a close to Gaussian profile.

The most commonly used radiance source for ocean colour radiometer calibration was used for
these comparisons, i.e., an FEL lamp and reflectance panel combination. The FEL lamps were by design
the same ones included in the irradiance comparison (see previous section).

The two ocean colour transfer radiometers were sent to each participant according to the schedule
shown in Figure 6 in order for them to take at least two sets of radiance measurements of their in-house
radiance source (lamp-panel combination) according to NPL protocols that accompanied the transfer
radiometers [40].

Month / Dates ] Location Round Robin Leg

June, 2017 NPL, UK Transfer radiometer preparation
July, 2017 TO, Estonia
August, 2017 DLR, Germany
European leg (part 1)
September, 2017 NERC, UK
October, 2017 NIVA, Norway
December 04-15, 2017 NPL, UK Transfer radiometer measurement check
December 16-22, 2017 LOV, France European leg (part 2)
January 08-29, 2018 NOAA, USA
MNorth American leg
February 05-26, 2018 Satlantic, USA & Canada
March 05-09, 2018 NPL, UK Transfer radiometer measurement check

March 19-April 02, 2018 CSIRO (Perth), Australia Australian leg
May 01-08, 2018 NPL, UK Transfer radiometer measurement check

May 14-18, 2018 JRC, Italy Final EC leg
Figure 6. Schedule of the FRM4SOC international radiance round robin.

The transfer radiometers were checked by NPL before and after each round of measurements by
the participants. The round robin measurements were directly traceable to the NPL primary reference
standards, using well-characterised facilities, and were supported by full uncertainty budgets. This
direct link to SI not only provided a stringent test of the reliability of the various traceability routes
used by the participants, but also allowed the uncertainties associated with the comparison to be
evaluated. As in the irradiance comparison, use of the calibration certificates of each participant’s
lamp and panel was also essential because they are a critical part of the SI traceability and uncertainty
evaluation of each participant’s radiance measurements.

Each participant was requested to evaluate uncertainties associated with their radiance source
operating in their own laboratory for these measurements. This included all the additional uncertainty
components related to the alignment of the lamp, panel and radiometer, distance measurements, and
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other relevant laboratory specific factors such as power supply stability and accuracy. The pilot had
discussed all these aspects with participants and trained them in order to facilitate the correct compiling
and reporting back of this uncertainty budget evaluation using pre-agreed templates.

The comparison measurand was the calibration factor determined for the transfer radiometer
using each participant’s own spectral radiance reference (i.e., a lamp-panel combination in a 0°: 45°
arrangement with the lamp set at a known distance from the panel). For each participant a separate
calibration factor was determined for each of the seven specified wavebands of the transfer radiometers
and each waveband was treated independently for the purposes of this analysis. It was recognised
that participants may be using different types of reflectance panels to the 46 cm (18 inch) Spectralon
panel used by NPL. Thus, it was essential that participants supplied the pilot with the technical details
and history of the artefacts along with SI-traceable calibration certificates, the uncertainty evaluation
according to the pre-defined and agreed format, see [40], and as much additional information on their
laboratory conditions as possible, in order to aid the pilot in carrying out this comparison.

An example of the results from one of the two transfer radiometers of the comparison are presented
in Figure 7 in terms of differences between each participant’s measurements and the mean value
of all of them. The other radiometer showed similar results and in general, they all agree within
+4%, a slightly higher difference than expected. The majority of the results forms a group located
at around the 0% line and below on the y-axis values. A second group of 4 entries is located at the
level of +3% difference from the mean comparison value. The majority of participants exhibited a
range of differences across the channels of within 1% to 2.5%, with the notable exception of one of the
participants blue (412 nm) channel measurements.

Additional investigation showed that the reason for these differences and groupings may be
caused by a combination of the size of source effect and instrument effective FOV that affected the
results of the smaller group. If these effects could be corrected for, or the measurements repeated
with different settings, an agreement within 2.5% might be expected. Furthermore, each participant’s
uncertainty budget for the radiance measurements gave values of between 1.8% to 2.0% for low
uncertainty participants, 2.1% to 2.4% for medium uncertainty participants and 2.5% to 3.1% for high
uncertainty participants. Full details can be found in [43].
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Figure 7. Comparison between radiance sources of participant OCR calibration laboratories (A-M)
showing mean coefficient percentage difference across all distances. Reproduced with permission
from [43].
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6. Comparisons to Verify the Performance of Ocean Colour Radiometers Used for
Satellite Validation

The main aim of these comparisons was to link the ocean colour field measurements to the
radiometers’ Sl-traceable calibrations and verify whether different instruments measuring the same
light source in the lab, or the same patch of water or sky outdoors, will provide consistent results
within the expected uncertainty limits. As an outcome, methodologies used by participants for the
measurements and data handling were also critically reviewed.

The laboratory and outdoor comparisons took place at Tartu Observatory (TO) in Estonia and at a
lake nearby (Lake Kaariku) between the 8th and 13th of May 2017 with the calibration of all participants’
radiometers taking placejust prior to this between the 2nd and 7th of May 2017. This was an international
event with participants and their radiometers taking part from several different organisations and
countries: TO (Toravere, Estonia) as pilot; Alfred-Wegener-Institut (AWI, Bremerhaven, Germany);
Royal Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium); National Research Council of
Italy (CNR, Rome, Italy); University of Algarve (CIMA, Faro, Portugal); University of Victoria (UVIC,
Victoria, BC, Canada); Sea Bird Scientific (Halifax, NS, Canada); Plymouth Marine Laboratory (PML,
Plymouth, UK); Helmholtz-Zentrum Geesthacht (HZG, Geesthacht, Germany); University of Tartu
(UT, Tartu, Estonia); Cimel Electronique S.A.S. (Paris, France).

The comparison exercise therefore consisted of three sub-tasks: an Sl-traceable radiometric
calibration of participating radiometers just before the intercomparison; a laboratory intercomparison
of the measurement of stable lamp sources in a controlled environment; and an outdoor intercomparison
of the measurement of natural radiation sources at a lake. Altogether, 44 radiometric sensors from
11 institutions were involved: 16 TriOS RAMSES, 2 Satlantic OCR-3000, 4 Satlantic HyperOCR, 4
WaterInsight WISP-3, 1 Cimel SeaPRISM and 1 Spectral Evolution SR-3500 radiance sensors, and 10
TriOS RAMSES, 1 Satlantic OCR-3000, 2 Satlantic HyperOCR, 2 WaterInsight WISP-3, and 1 Spectral
Evolution SR-3500 irradiance sensors.

6.1. Laboratory SI-Traceable Radiometric Calibrations

Before the comparisons could take place the first task was the SI-traceable absolute radiometric
calibration of the 44 participating radiometers. The calibrations were performed in the optical
radiometry laboratory of Tartu Observatory (TO), Estonia. Calibration measurements were performed at
the room temperature of 21.5 °C + 1.5 °C in an EN ISO 14644 Class 8 equivalent cleanroom environment.

NPL provided two Gigahertz-Optik BN9101-2 FEL-type irradiance calibration standard lamps
for the calibrations and comparison exercise. The lamps were calibrated by NPL and had not been
used since the last calibration. Differences in responsivity, in the range of 340 nm to 980 nm, were less
than +0.5%. The drift of the irradiance values (at 500 nm) measured during the calibration campaign
was ~0.1%, which is close to the detection limit of the filter radiometer. In certificates issued for the
radiometers from these calibrations, the arithmetic mean of the responsivity measured by the two
lamps was used. Radiance calibration was performed using the same lamps and a Sphere Optics
calibrated white reflectance panel. Normal incidence for the illumination and 45° from normal for
viewing were used. The panel had been previously calibrated in the same illumination and viewing
conditions by NPL.

Additionally, a large number of the sensors involved in the comparisons were recalibrated at TO a
year later for the FRM4SOC field intercomparison on the Acqua Alta Oceanographic Tower (AAOT) in
the Gulf of Venice (see below) allowing the evaluation of the stability of the sensors. Most of these
sensors (>80%) changed less than +1% during this year.

6.2. Laboratory Intercomparison of Measurements

The main set of laboratory comparisons took the form of carefully controlled measurements
of irradiance and radiance using stable lamp sources. These were a seasoned but uncalibrated FEL
lamp for irradiance and a Bentham ULS-300 integrating sphere with internal illumination as a stable
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radiance source. Minimum sets of 30 measurements were taken by each radiometer with overall
results seen in the graphs below. Consensus values were calculated as the median [37] of all presented
comparison values. Reference values were applicable only for the indoor irradiance measurements,
when the measurand used for this exercise was, during the comparison, also measured with a precision
filter radiometer serving as a reference.

Despite different sensor types, as the radiation sources used for indoor comparison were spectrally
very similar to calibration sources, agreement between sensors was reasonably close for radiance
and for irradiance sensors (see Figures 8 and 9). No outliers were present, after correction of data by
participants and unified data handling (especially harmonisation of spectral interpolation) by the pilot.

Relative uncertainty budget tables for irradiance and radiance, based on the spread of individual
sensors measuring the same source during the indoor comparisons were also produced. Effects of
different characteristics of the radiometers, such as temperature dependency, stray light, non-linearity,
cosine responsivity and field of view, on the calibration and measurement uncertainty are discussed
in detail in [44,45]. In summary though, from the indoor experiment, when conditions were similar
to calibration conditions, a high effectiveness of the Sl-traceable radiometric calibration has been
demonstrated, and a large group of different types of radiometers operated by different scientists
achieved a reasonably close consistency giving low standard deviations between radiance (27 in total)
or irradiance (15 in total) results (s < 1%). This was, however, only achieved after some unification
of measurement and data processing, e.g., alignment of sensors, structuring of collected data, and
application of unified wavelength bands, a spectral interpolation method and non-linearity corrections.
Nevertheless, variability between sensors may be insufficient for complete quantification of uncertainties
in the measurements. For example, standard deviation of nonlinearity estimates versus the mean effect
demonstrated that differences are not able to reveal the full size of systematic errors common for all the
instruments. Therefore, all radiometers should be individually tested for all significant systematic
effects that may affect the results, as this is the only way to get a full estimate of the effects degrading
traceability to the SI scale.
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Figure 8. Comparison of low intensity (left) and high intensity radiance (right) sources as measured
by each participating instrument compared to the median over all instruments; after reviewing data
by pilot, corrections submitted by participants and/or unified data handling by pilot. Blue dotted
lines—expanded uncertainty of the median consensus value. Reproduced with permission from [45].
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Figure 9. (left) Comparison of each participating irradiance sensor measuring an irradiance source
compared to the median over all instruments; after reviewing data by pilot, corrections submitted by
participants and/or unified data handling by pilot with blue dotted lines the expanded uncertainty of
the median consensus value; (right) compared to the reference values of the filter radiometer with blue
dashed lines the expanded uncertainty covering 95% of all data points and uncertainty of radiometric
calibration included. Reproduced with permission from [45].

6.3. Outdoor Intercomparison of Measurements

The outdoor comparisons were conducted as a direct intercomparison of the downwelling
irradiance Eq4, the downwelling sky radiance L4, and the total upwelling water radiance L from a
diving platform on the end of the 50 m pier at the southern shore of Lake Kéariku in Estonia, as
shown in Figure 10. The physical and optical characteristics of the part of the lake measured were
characteristically eutrophic, well known to the pilot, and are detailed in [44,46].

The outdoor measurements were performed in 5-min casts. Between the pilot announced
beginning and end times of casts, all participants recorded the radiance and irradiance data at their
usual fieldwork data acquisition rate. Thirty casts were recorded in total, but only seven of them were
included in the intercomparisons. The selection of casts was based on the time series of the 550 nm
spectral band. The pilot received the 550 nm time series data for 16 radiance and 10 irradiance sensors.
Only the casts with the most stable signal and least missing data were selected for further analysis.
All the selected casts were measured on May 12 2017—the second day of the outdoor experiment—due
to adverse environmental conditions on the first programmed day, forcing the comparisons to be limited
to Eq, Lq, and Ly, rather than also including the remote sensing reflectance R,s and the water-leaving
radiance Ly, derived from simultaneously measured Eq4, L4, and L. Consensus values of irradiance
and radiance were assigned as the median of the valid casts (C) for each of the conditions measured
(Figure 11).

The measurement results for the field casts are presented in Figures 12 and 13 as the deviation
from the above consensus values as this was considered the most appropriate way to show differences
between the radiometers.

Relative uncertainty budget tables for the downwelling irradiance and water leaving radiance
were also produced, based on the spread of individual sensors measuring the same target during
the outdoor comparison [44,46]. Investigations to try to explain the marked differences between
radiometers and types of radiometer shown in Figures 12 and 13 and these uncertainty tables were
also undertaken within the framework of these comparisons and the FRM4SOC project.
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Figure 10. Pier and diving platform at the southern coast of Lake Kdariku with all the radiance (right)
and irradiance radiometers (left) mounted in common frames for the outdoor experiment.
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Figure 11. Irradiance and radiance consensus values in the outdoor experiment. C8, C10, C12, C13,

Cl14—Dblue sky (radiance) or direct sunshine (irradiance); C17—water in cloud shadow; C23—sunlit

water. Reproduced with permission from [46].

For irradiance, the difference in cosine response was the main source of differences between
different sensor groups revealed during the field experiment. Variability between irradiance sensors
was about five times larger than that observed during the indoor laboratory exercise. This large
variability between sensors during the outdoor exercise cannot be explained simply by the poor
stability of sensors, as a stability check in lab conditions a year later has shown smaller changes than
during the outdoor measurements some days after calibration. Variability cannot be fully explained
by factors such as temperature, nonlinearity, and stray light either, as one could expect a smaller
difference between radiance and irradiance sensors in this case. Most likely, the different behaviours of
RAMSES and HyperOCR sensors are largely due to a different construction of input optics of these
sensors and imperfect cosine response [47]. This hypothesis was supported by the angular response
characterisation of 5 RAMSES irradiance sensors and comparing the integral cosine error values to the
deviations from the consensus value in the outdoor experiment [46].

For radiance, the angular response (different fields of view) and spatial non-uniformity of
the targets provides the main difference between different sensor groups. In the case of a spatially
heterogeneous target (sky with scattered clouds, water at an oblique viewing angle) the large differences
of FOV of different sensors will likely cause significant discrepancies between sensors. The variability
between radiance sensors was about two times larger than during the indoor exercise. This can be
partly explained by the larger effects of factors like temperature, stray light and nonlinearity that
were not corrected for during the field experiment. For example, dependence of the calibration
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coefficients on temperature can cause significant deviation from the SI-traceable result. For a maximum
temperature difference of about 20 °C between calibration and later measurements (typically between
0 °C and 40 °C) a responsivity change of more than 10% may be possible [48,49]. This feeds back to
the calibration procedure, which may be improved if its conditions are designed to cover situations
possible during the use of an instrument in the field. For example, if it is known that the radiometer
has a linear response with temperature [49], the responsivity of the radiometer can be evaluated when
calibration is performed at three different temperatures covering the possible range of temperature
variations during its later use in the field.
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Figure 12. Irradiance sensors compared to the consensus value. Solid lines—RAMSES sensors; dashed
lines—HyperOCR sensors; double line—SR-3500. Reproduced with permission from [46].

The different behaviours of RAMSES and HyperOCR sensor groups were also clearly revealed
during the comparisons. For the RAMSES group, the variability of radiance sensors during indoor and
outdoor exercises was very similar and the HyperOCR and WISP-3 sensors mainly caused the larger
variability for the outdoor measurements. For irradiance measurements, the deviation of HyperOCR
sensors from the consensus value of the group was very small, and the group of RAMSES sensors was
the main cause of an increase in variability.

The spread of irradiance and radiance results from the comparison, with differences between the
sensors due to their calibration state before the experiment, is summarised in Figure 14. All standard
deviations of laboratory measurements were smaller than 1%. Standard deviations of the field results
are substantially higher (1%-5%), but still much smaller than the variability due to the calibration state
of the sensors before the experiment (5%-10%), i.e., the calibration that each participant would have
used if the radiometers were not freshly calibrated just before the start of the intercomparison exercise.
It must be noted, however, that some instruments had not been used for fieldwork in recent years and
their calibration coefficients were several years old.
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Figure 13. Radiance sensors compared to the consensus value in the outdoor experiment. C8, C12,
C13—blue sky; C17—water in cloud shadow at 139° VZA; C23—sunlit water at 130° VZA. Solid
lines—RAMSES sensors; dashed lines—HyperOCR sensors; double lines—SeaPRISM (SP) and SR-3500;
dotted lines—WISP-3. Reproduced with permission from [46].

In the frame of the outdoor experiment when conditions for calibration and in the field are very
different from each other, the variability between freshly calibrated individual sensors did increase
substantially. This demonstrated a limitation of typical OC field measurements, even for sensors having
recent Sl-traceable radiometric calibration. Including laboratory intercomparison in the comparison of
OCR sensors has clearly shown that a further reduction of the uncertainty of radiometric calibration of
sensors will not improve the agreement between field results significantly. More relevant for achieving
better SI-traceability and lower uncertainties in field measurements are improved specifications of
radiometers, additional characterisation of individual sensors accounting for specific field conditions,
and unified data handling.
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Variability of irradiance and radiance sensors
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Figure 14. Variability between irradiance and radiance sensors. E_cal and L_cal—due to calibration
state; E(Lab), L(Low) and L(High)—variability in laboratory intercomparison; E(Sun), L(BlueSky) and
L(Water) variability in the field. Reproduced with permission from [46].

The indoor experiment demonstrated the effectiveness of performing the radiometric calibration
at the same laboratory just before intercomparison measurements [45,46] in obtaining consistent results.
However, besides regular calibration, a sufficient individual characterisation of radiometers by testing
them for all significant systematic effects is suggested from these comparisons as the best way to enable
reduction of biases in outdoor intercomparisons. This should lead to a smaller variability between
measurements from different instruments in the field, and a more realistic and complete quantification
of uncertainties in measurement. To help in the interpretation of the results and in future outdoor
intercomparison campaigns, the following further suggestions were proposed:

e  The instruments’ internal (photodetector) temperatures should be logged whenever possible;

e During the responsivity calibration, different ambient temperatures should be used;

e Acquisition of the data for all instruments should start synchronously within +1 s and sampling
intervals should be the same, to make it possible to compare the individual spectra instead of
temporal averages;

e  Characterisation of the angular response of the radiance radiometers is important, especially in
the case of variable sky conditions;

e Irradiance measurements under clear sky conditions covering a large span of solar zenith angles
are necessary to assess the uncertainties caused by irradiance entrance optics (cosine response);

e Intercomparisons should be done in varying water optical property conditions;

e  The calibration history for each participating radiometer is vital in order to detect possible
instrument misbehaviour and remove outliers;

e  Itis highly recommended to use a well-characterised reference instrument;

e Analigned photo or video camera should be used to continuously record the measurement scene
during outdoor experiments;

e  The data processing algorithms should be well defined and agreed between the participants.

7. Field Intercomparison Experiments to Verify the Performance of Ocean Colour Radiometers
Used for Satellite Validation

The overall objective of these field intercomparison experiments was to design and document
protocols and procedures and implement field comparisons of FRM OCR radiometers, as well as build
a database of OCR field radiometer performance knowledge over several years.
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7.1. The Atlantic Meridional Transect (AMT) Cruise Field Intercomparison Experiment

Plymouth Marine Laboratory (PML), in collaboration with the National Oceanography Centre
(NOC) Southampton, has operated the AMT since 1995 [50]. The cruise is conducted between the
UK and the sparsely sampled South Atlantic during the annual passage from October to November
of a NERC ship (RRS James Clark Ross, RRS James Cook or RRS Discovery). The transect covers
several ocean provinces where key physical and biogeochemical variables such as chlorophyll, primary
production, nutrients, temperature, salinity and oxygen are measured. The stations sampled are
principally in the North and South Atlantic Gyres, but also the productive waters of the Celtic Sea,
Patagonian Shelf and Equatorial upwelling zone are visited, which therefore offered a wide range of
variability in which to conduct field intercomparisons for FRM4SOC.

The results from the AMT cruises have enabled the intercomparison of simultaneous measurements
of water leaving radiance and reflectance. The differences observed between these measurements form
a key component of estimating errors and uncertainties resulting from environmental variability, as
well as instrument deployment methodology, instrument specifications and calibration.

The main AMT comparison for FRM4SOC was conducted from 23rd September to 4th November
2017 from Southampton, UK to South Georgia and the Falkland Islands on AMT-27, to compare
along track measurements of Ly and Rys(A) between PML and Tartu Observatory (TO) radiometers.
Measurements were carried out in various solar zenith angle, water and weather conditions. The
ambient temperature varied from 1 °C to 28 °C. Altogether, data was collected from ~30 stations.

The AMT-27 cruise data consists of synchronised measurements of water leaving reflectance
with two sets of hyperspectral radiometers both consisting of three radiometers in order to measure
the upwelling radiance L,(1), downwelling radiance from the sky Lq(A), and downwelling solar
irradiance E4(A). The PML set consisted of three Satlantic HyperSAS sensors and the TO set of three
TriOS RAMSES sensors. All radiance and irradiance sensors were Sl-traceably calibrated at the Tartu
Observatory before and after the campaign. All of these sensors were involved a year before in the
laboratory calibration intercomparison campaign (Section 6.1) and demonstrated differences less than
+1% both for radiance and irradiance results during indoor measurements (Section 6.2). However,
during the outdoor exercise, the PML irradiance sensors showed up to 6% higher values in the blue
part of the spectrum, and the PML radiance sensors showed up to approximately 10% higher values in
the red and IR parts of the spectrum when compared to the respective TO sensors.

The radiance sensors Lq(A) and L, (A1) were mounted side by side on a common steel frame
positioned at the front of the ship using 40° zenith and nadir viewing angles, respectively.
The downwelling irradiance sensors were mounted on another steel frame positioned on the mast
at the front of the ship, to avoid any ship shadows. Positioning of sensors ensured nearly identical
measurement conditions for both 3-sensor radiometric systems (see Figure 15).
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Figure 15. The route of AMT-27 through the Atlantic and the position of the FRM4SOC radiometers on
RRS Discovery in operation during AMT-27.

The intercomparison allowed the analysis of the variability of responsivity between different
types of freshly calibrated sensors with respect to the environmental and illumination conditions. As
an example, the difference in the results of downwelling irradiance between PML and TO, as a function
of ambient temperature and solar zenith angle, are shown in Figure 16.
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Figure 16. Difference in downwelling irradiance between PML and TO sensors as a function of ambient
temperature (left) and solar zenith angle (SZA, right).

With regard to ambient temperature, radiometric calibration of the sensors was performed in
lab conditions at 21 °C and no temperature correction factors were applied for the field results.
Responsivity change for both sensors was larger (and unknown) compared to the change of the signal
ratio shown. The differences varied from approximately -5 to +5% in the temperature range of 1 to
30 °C. However, the sensors recorded similar irradiance values around 21 °C which corresponds to the
calibration temperature. This result clearly shows the need for characterisation of field radiometers for
thermal effects.

For solar zenith angle, the variation is in agreement with known or expected errors of the cosine
collectors of compared sensors, evaluated to be within +2% [45,46]. The stray light correction effect is
negligible and shown in Figure 16 for reference only.

The comparison of HyperSAS and RAMSES measured water-leaving reflectance after applying
stray light correction showed a very high agreement over all wavelengths. The systematic biases were
negligible (see Figure 17).
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The comparison between the OLCI-derived and in situ water-leaving reflectance, either by
RAMSES (Figure 18A) or HYPERSAS (Figure 18B), showed a very good correlation in the blue to green
wavelengths. For these wavelengths, the correlation with OLCI-derived water-leaving reflectance was
even better after applying the NIR similarity correction [51,52] (Figure 19).
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reflectances at selected wavelengths.

The above summary analysis shows that by comparing results to ancillary instrument data during

the cruise (with regards to environmental conditions), the sources of any differences can begin to be
established. From these results, recommendations can be made to adjust processing methodology (e.g.,
applying appropriate filtering thresholds), future instrument deployment methodology, and calibration
processes. Furthermore, these comparisons contribute to the Type B estimates in an uncertainty
budget [53]. A complete comparison analysis, including uncertainties, is being published using data
collected during AMT-27 but nevertheless these initial results are promising, especially given the large
differences in environmental conditions experienced during the AMT cruise.
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after stray light correction (blue) and after stray light+NIR similarity correction (brown) compared to
OLCI’s derived water-leaving reflectance at two stations.
7.2. The Acqua Alta Oceanographic Tower (AAOT) Field Intercomparison Experiment

The main aim of the AAOT intercomparison was to assess differences in radiometric quantities

determined using a range of above-water and in-water radiometric systems (including both different
instruments and processing protocols). Specifically, we evaluated the differences among;:
1.

Hyperspectral sensors (five above-water TriOS-RAMSES, two Seabird-HyperSAS, one Pan-and-Tilt

System with TriOS-RAMSES sensors - PANTHYR, one in-water TriOS-RAMSES system) and
multispectral sensors (one in-water Biospherical-C-OPS).
2.

In-water and above-water measurement systems.

The field intercomparison was conducted at the Acqua Alta Oceanographic Tower (AAOT)
which is located in the Gulf of Venice, Italy, in the northern Adriatic Sea at 45.31°N, 12.50°E during
July 2018. The AAOT is a purpose-built steel tower with a platform containing an instrument house
to facilitate the measurement of ocean properties under exceptionably stable conditions (Figure 20).
In total nine institutes participated in the international intercomparison: University of Algarve (UAlg,
Faro, Portugal); Tartu Observatory, University of Tartu (UTar, Tartu, Estonia); Helmholtz-Zentrum
Geesthacht (HZG, Geesthacht, Germany); Alfred Wegener Institute (AWI, Bremerhaven, Germany);
Royal Belgian Institute of Natural Sciences (RBINS, Brussels, Belgium); Plymouth Marine Laboratory
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(PML, Plymouth, United Kingdom); University of Victoria (UVic, Victoria, BC, Canada); Flanders
Marine Institute (VLIZ, Ostend, Belgium); Laboratoire d’Oceanographique de Villefranche-sur-Mer
(LOV, Villefranche-sur-Mer, France). This enabled the comparison of ten measurement systems
comprising 29 radiometers.

4 Working Levels:

Level 4: Roof.

AERONET-0OC Cimel radiometers;
Met mast (wind speed, direction,
temp, humidity, rain gauge);
Fresh & seawater tanks; solar &

|| wind power.

— Level 3: Accommodation &
Dry Lab. Computer benches, 4
beds, kitchen, bathroom, winches.

Level 2:
¥ ‘Wet Lab & Generator room.
Crane.

—— Level 1:
Landing platform.

Figure 20. Layout of the Acqua Alta Oceanographic Tower (AAOT). Reproduced with permission
from [54].

To rule out any differences arising from absolute radiometric calibration, all of the sensors used
during the campaign were calibrated at the University of Tartu (UT), under the same conditions,
within ~1 month of the campaign. Measurements were then performed at the AAOT under near ideal
conditions, on the same deployment platform and frame, under clear sky conditions, relatively low
sun zenith angles and moderately low sea state.

All above-water radiometers except the PANTHYR system were located on the same purpose-built
frames. The radiance sensors were located on the deployment platform on level 3 on a 6 m pole that
situated them above the solar panels on level 4 (Figure 20). The frame was fabricated from aluminium
to position the sensors side by side at 12.3 m from the sea surface (Figure 21A). All Lgyy and Lt sensors
were installed on this frame with identical viewing zenith angles and the deployment frame was
adjusted for each measurement sequence to reduce sun glint. The radiance mast was positioned at
the same level as the SeaPRISM AERONET-OC system (Figure 21B,C). For irradiance measurements,
a telescopic (Fireco) mast was used on level 4 to minimise interference from the tower super-structure
and other overhead equipment (Figure 21E,F). The mast and sensors were installed in the eastern
corner of the platform at a height of 18.9 m above the sea surface (Figure 21E). The in-water deployment
of a TRIOS profiler was carried out using an extendable boom from level 4 of the tower, whereas the
C-OPS in water system was deployed from the CNR Research Vessel Litus.
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Figure 21. Configuration of sensors on the AAOT platform showing (A) the mounting for Ly and
L radiometers, (B) location of radiance sensors next to the AERONET-OC SeaPRISM, (C) location of
the radiance sensors on level 3 of the AAOT, (D) location of the irradiance sensors on the mounting
block, (E) telescopic mast with irradiance sensors at the eastern corner of the AAOT, (F) proximity of
the telescopic mast with irradiance sensors and the PANTHYR system just above the railings below.
Reproduced with permission from [54].

Measurements were made from the 13th to 17th July 2018. All above water measurements were
conducted every 20 min from 08:00 to 13:00 GMT over a discrete measurement period of 5 min (known
as casts). In water C-OPS were also coordinated to these times and in water TRIOS measurements
were made directly after the above water casts. Only casts with wind speeds < 5m s~! and clear skies
(no cloud) were accepted. Using these criteria, 35 casts were valid from the campaign. Each institute
used their standard processing to compute downwelling irradiance (Eq), sky radiance (Lsky), radiance
from the water surface (Lt) and remote sensing reflectance (Rys). Mean, median and standard deviation
values of these parameters over each 5-min cast were submitted. These were compared to the weighted
mean of above-water systems that were submitted by the ‘blind” submission date, and subsequently
used as a reference.

For downwelling irradiance (Eq), there was generally good agreement between sensors with
differences of <6% for most of the sensors over the spectral range 400 nm—665 nm. One sensor exhibited
a systematic bias, of up to 11%, due to poor cosine response. For Lyy, the spectrally averaged difference
between optical systems was <2.5% and for L the difference was <3.5%. For Ry, the differences
between above-water TriOS RAMSES were <3.5% and <2.5% at 443 and 560 nm, respectively, and were
<7.5% for some systems at 665 nm. Seabird HyperSAS sensors were on average within 3.5% at 443 nm,
1% at 560 nm, and 3% at 665 nm. The differences between the weighted mean of the above-water and
in-water systems was <16.5% across visible bands (Figure 22).
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Figure 22. Scatter plots of Rs from the different above- and in-water systems versus weighted mean
Rys from above-water systems (RAMSES-A, -B, -C, HyperSAS-A, -B). Reproduced with permission
from [54].

These results give an indication of the importance and need for similar regular comparisons in
the future highlighting errors in or differences between sensor systems and methods and helping
characterise possible uncertainties. A more detailed analysis can be found in [54].

7.3. The FRM4SOC Field Intercomparison Database of OCR

During the course of the project PML designed and built a database for FRM4SOC. Essentially
this is a PostgreSQL database with a GIS web portal interface. It provides a web interface to remotely
sensed, modelled and in situ data. Its functionality includes the ability to carry out simple analysis and
plotting, as well as at all stages of analysis the ability to download data for local processing if preferred.
Figure 23 shows the overall design.

The portal uses the Open Geospatial Consortium (OGC) Web Map Service for displaying imagery
data and the OGC Web Feature Service (WFS) and Sensor Observation Service (SOS) interface standards
for interacting with in situ data. The analysis and plotting capabilities include: time series; latitude
or longitude Hovmoller plots; scatter/regression; compositing; animations; and match-ups from CSV
files. Data from the AMT cruises and the AAOT experiment have been included along with the
calibration and traceability information for the OCR radiometers that were used throughout the
FRM4SOC intercomparisons.
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Figure 23. The architecture and functionality of the FRM4SOC field intercomparison database. Graphs
and plots are included only as examples of the functionality of the visualisation tool.

8. End-to-End Uncertainty

Having an uncertainty estimate for a measurement is crucial for objectively and numerically
gauging how much trust we can place in that measurement. Furthermore, an uncertainty estimate or
budget for a field OCR measurement should be constructed and calculated from uncertainty estimates
from an unbroken chain of calibrations back to a primary reference standard (preferably SI), in order for
this measurement to be considered as an FRM. This concept of end-to-end uncertainty for FRM4SOC
meant using NMI agreed protocols to conduct a derivation and specification of uncertainty budgets
for FRM OCR field measurements used for satellite OCR validation that had been collected as part
of FRM4SOC.

NPL therefore developed a methodology that was based on the guide to the expression of
uncertainty in measurement (GUM) [53]. This was based on the Monte Carlo method of uncertainty
evaluation GUM supplement [55] and calculated this uncertainty budget for three TriOS RAMSES
instruments, one ACC-VIS measuring irradiance and two ARC-VIS measuring radiance, supplied by
the University of Tartu [56].

These radiometers were used throughout FRM4SOC, i.e., they were calibrated, characterised and
used as part of the laboratory intercomparison measurements, the controlled outdoor intercomparison
measurements and the FRM4SOC field intercomparison experiment at the Acqua Alta Oceanographic
Tower (AAOT) in the Gulf of Venice (see previous sections). It is these AAOT measurements that were
used as the example where uncertainty is propagated from the preceding FRM4SOC calibrations and
characterisations. Two sets of observations of irradiance and radiance were used from the AAOT,
one from 13th July 2018 between 11:00 and 11:04 (‘cast 1’) and another from 14th July 2018 between
11:40 and 11:44 local time (‘cast 2). At these times, downwelling irradiance, downwelling radiance
and upwelling radiance were all measured simultaneously. Measurements were performed at the
AAOT under near ideal conditions, on the same deployment platform and frame (see previous
section), under clear sky conditions, sun zenith angles of approximately 24° and moderately low
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sea state with wind speed of 3.1ms™! and 0.5 m s™! for each cast, respectively. The average
chlorophyll content was Chl = 0.77 mg m~ and absorption of the coloured dissolved organic matter
was CDOM (442 nm) = 0.12 m~L.

A Monte Carlo approach was chosen for this uncertainty propagation because the analytical
method can become difficult to apply on complex functions with many correlated input parameters
where the calculation of sensitivity coefficients is not straightforward. Monte Carlo Methods (MCM)
for uncertainty estimation are recognised, accepted and summarised in the GUM supplement [55].
MCM is a numerical method that requires a distinct probability distribution function (PDF) for each of
the input components; if input components are correlated then the joint PDF and the measurement
equation are required. The MCM will then run a large number of numerical calculations of the
measurement equation and with each iteration will use a random choice of each of the inputs from
the available range defined by the relevant PDF. The large number of output values calculated using
different input values at each iteration, provides the uncertainty of the output value with its PDF.

The true value of a measurement can never be exactly known; only an estimate can be made which
is as good as the instrument and method used. Therefore, an error (bias) will always exist between
the measured and best estimate value. Figures 24 and 25 illustrate the error (bias) contributions
for the measurement equations for downwelling irradiance and water-leaving radiance respectively.
These diagrams were first designed in the Horizon 2020 FIDUCEO project [57] to show the sources
of uncertainty from their origin through to the measurement equation. The outer labels describe the
effects that cause the corresponding uncertainty.
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Figure 24. Uncertainty tree diagram for downwelling irradiance (E4). Reproduced with permission
from [56].

To propagate uncertainty for the measurands of interest for FRM4SOC (E4 and Ly ) the following
Monte Carlo approach was applied:

1.  Measurement functions were defined based on the uncertainty tree diagrams that include all
inputs defined as quantities that can have an influence on the measurand.

2. Allinputs had their standard uncertainty identified in terms of magnitude (value) and PDF shape.

3. The measurement equations were run a large number of times (10% in this case).

4. The correlation between some input quantities (for example, the absolute radiometric calibration
coefficients of the different instruments) was handled by treating them as systematic contributions,
thus the draws from that distribution are not randomised.
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5. The final uncertainty value is derived from the resultant PDF.
6.  All uncertainties are reported with a k = 1 coverage factor.
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Figure 25. Uncertainty tree diagram for water leaving radiance (Ly). Reproduced with permission
from [56].

Specifically, two scenarios were investigated in which the known biases are corrected
(the ideal case), and the known biases are not corrected but treated as an uncertainty contributor
(the non-ideal case). In addition, we present how the non-ideal case shows an under-estimation of
measurement uncertainty because the biases are not corrected and the errors, due to a lack of that
correction, are not accounted for. The required data for this activity included downwelling irradiance,
downwelling radiance and upwelling radiance as well as all correction factors, the Fresnel reflectance
of the water surface, and the fraction of diffuse to direct radiation at the time of measurement.

The resultant outputs of the uncertainty analysis are therefore for the ideal and non-ideal cases, as
well as a corrected case where an extra correction is applied to show the true resultant uncertainty when
not corrected. The MCM for downwelling irradiance and water-leaving radiance was run over two
casts and results in Tables 2 and 3 are presented for the seven OLCI bands of interest (400, 442.5, 490,
560, 665, 778.8, 865 nm). It should be noted that environmental uncertainty is not included, and this
may be the major limiting factor since it is likely to be larger than the absolute calibration uncertainty.
An evaluation of how to correctly estimate environmental uncertainty for a range of conditions is yet
to be completed.

Table 2. The mean and standard uncertainty as a percentage of the mean of the downwelling irradiance,
Eq4 [MWm=2nm™], presented for the ideal and non-ideal cases. Reproduced with permission from [56].

Mean Eq4 Standard Uncertainty u(Eg) [%]
Band (nm) Ideal Non-Ideal Bias of E4 Ideal Non-Ideal Corrected Non-Ideal

400.0 1150.0 1080.0 73.9 1.00 444 11.30
4425 1540.0 1480.0 60.8 0.85 2.62 6.72
490.0 1650.0 1590.0 53.8 0.87 2.51 5.89
560.0 1550.0 1510.0 43.5 1.23 2.73 5.61
665.0 1370.0 1320.0 51.9 1.43 3.04 6.99
778.8 1090.0 1050.0 44.6 1.76 3.41 7.67
865.0 899.9 876.0 23.6 2.90 3.90 6.60
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Table 3. The mean and standard uncertainty as a percentage of the mean of water-leaving radiance
Ly [MWm™2 nm~! sr™1] presented for the ideal and non-ideal cases. Reproduced with permission

from [56].
Mean L, Standard Uncertainty u(Lyw) [%]
Band (nm) Ideal Non-Ideal Bias of Ly Ideal Non-Ideal Corrected Non-Ideal

400.0 5.90 5.77 0.1340 1.28 3.33 5.65
4425 7.26 7.22 0.0353 0.94 1.58 2.07
490.0 9.10 9.09 0.0097 0.89 0.89 1.00
560.0 7.35 7.31 0.0442 1.40 1.48 2.08
665.0 0.84 0.86 0.0218 3.89 4.37 6.91

This part of FRM4SOC therefore demonstrated how to conduct an end-to-end uncertainty analysis
for in situ radiometers of ocean colour measurements. The results of the three scenarios (ideal, non-ideal
and corrected non-ideal) in Tables 2 and 3 highlight the importance and benefits of carrying out
instrument characterisations before campaigns and performing instrument corrections in addition
to absolute radiometric calibration. It is recommended that the sources of uncertainty that are
likely to dominate over the absolute calibration uncertainty (or other more dominant uncertainty
contributors which cannot be corrected for) should be characterised before campaigns so that these can
be corrected for. This will produce results with reduced uncertainties as demonstrated in the ideal
scenario (Tables 2 and 3). The most likely parameters that will need prior characterisations are stray
light, cosine response, temperature and non-linearity corrections. Full details can be found in [56] and
following these guidelines will support compliance with the FRM requirements of in situ ocean colour
measurements for use in satellite product validation.

9. Conclusions and the Road Map for the FRM-Based Future of Satellite Ocean Colour Validation
and Vicarious Calibration

The work and results of FRM4SOC highlighted in this paper is already having a significant impact
on the earth observation and ocean colour community. In particular, FRM4SOC played a prominent
role in the two previous Sentinel-3 validation team meetings at EUMETSAT [58,59], and the FRM4SOC
international workshop report [22] on ocean colour system vicarious calibration (OC-SVC) is being
used as one of the main requirements reference documents for the future of Copernicus OC-SVC
infrastructure. The project has also inspired a sibling in the form of the amt4sentinelfrm project
run by the Plymouth Marine Laboratory of the UK specifically for following FRM principles in the
measurements taken on the yearly Atlantic Meridional Transect cruises [50,60].

Even though the FRM4SOC developed measurement protocols and uncertainty budgets have
been thoroughly tested in several laboratory and in-field comparison exercises, and the space agencies
are beginning to demand FRM for satellite product validation, there remains considerable effort
required before FRM in ocean colour has gained widespread adoption within the ocean colour
validation community. Considering that this continued effort is in support of ensuring high quality
and accuracy Copernicus satellite mission data, in particular Sentinel-2 MSI and Sentinel-3 OLCI ocean
colour products, and contributes directly to the work of ESA and EUMETSAT to ensure that these
instruments are validated in orbit, FRM4SOC produced a scientific road map for the FRM-based future
of satellite ocean colour validation and vicarious calibration [61]. Therefore, along with the main
project conclusions in the form of recommendations, this paper concludes with the main associated
FRM4SOC scientific road map recommended actions (Figure 26).
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IMPLEMENTING FRM

Measurement results collected for EO data validation shall have metrological traceability to the units of
SI with related uncertainty evaluation.

Space agencies should: i. in the medium term, encourage and stimulate the adoption of FRM
requirements, and ii. in the long term, when sufficient progress and consensus is achieved, use only FRM
for the routine validation of satellite ocean colour data. In the near term, use of non-FRM quality data for
satellite calibration or validation should only be done with great care.

Space agencies and National Metrology Institutes should consider forming a symbiotic relationship in
order to harmonise approaches, methodologies and implement the principles of FRM worldwide.
Financial support from ESA and other space agencies or entities shall be ensured for implementing the
principles of FRM.

International collaboration is needed to agree on establishing and implementing FRM requirements.

METHODS, PROTOCOLS AND PROCEDURES AND UNCERTAINTY BUDGETS

International worldwide cooperation on all levels (e.g., agencies, research institutes, experts, etc.) is

imperative in order to ensure high quality data for global climate and coastal and inland water

environmental monitoring. Different protocols existing for OCR data validation all over the world shall

be harmonised, understood and applied in a consistent manner to ensure global uniformity of

measurements.

Data (including appropriate metadata) and expertise collected over years by the international

community shall be acknowledged, preserved and passed on to the next generations.

Principles of good practice in performing measurements shall be documented and their application

encouraged.

Practical consolidated examples on compiling uncertainty budgets shall be provided.

Established methods, principles of good practice, and uncertainty budgets shall be validated in

comparison measurements.

Definition, adoption and validation of the principles of good practice and uncertainty budgets shall be

supported with appropriate funding from ESA and other space agencies or entities.

International co-operation is needed on all levels to:

a.  harmonise measurement protocols;

b. agree and establish principles of good practice in performing measurements, particularly to
estimate and document measurement uncertainties;

c.  identify, harmonise and establish requirements for measurement and correction of gains and assess
their uncertainty levels;

d.  provide consolidated examples on compiling uncertainty budgets

e.  provide training on good practice and building uncertainty budgets.

Ensure appropriate funding to define, adopt and validate the principles of good practice and uncertainty
budgets.

PROPERTIES OF OCR

The performance of OC radiometers must reflect the needed accuracy for satellite OCR data validation
and correspond to requirements as identified and established by the international community in the
field. Community consensus on practically feasible requirements is needed. However, the principles of
metrology —SI traceability and uncertainty - must be followed.

A document, setting minimum requirements for the most important properties of radiometric
instruments used for satellite OCR validation, is needed. Preparation of such a document should be

Figure 26. Cont.
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encouraged and funded by ESA and other space agencies or entities.

C13 Vital components and specifications for new generation instruments shall be identified and
characterisation capabilities of required metrology infrastructure shall be developed accordingly.

C14 ESA and other space agencies or entities should encourage further development of OCR instruments,
including a requirement that such developments provide FRM-compatible information on radiometer
characterisation.

C15 Characterisation and regular calibration of OCR is needed in order to ensure traceability to the units of SI
and evaluate the instrument related uncertainty contributions.

C16 ESA and other space agencies or entities should fund and encourage activities to test radiometers from
all manufacturers according to a standardised methodology.

A4 Identify and document requirements and expected specifications (e.g., measurement range, maximum
permissible errors, uncertainties, etc.) for Ocean Colour Radiometry (OCR) instruments to meet the
requirements for validation of mission data (A2. c.)

A5 Identify, document, map existing and develop missing metrology infrastructure and its capabilities
required for calibration and characterisation of OCR (incl. new generation e.g., hyperspectral)
instruments.

A6 Identify, document and implement a recommended (standardised) plan for initial and periodic
calibration and characterisation of OCR instruments.

A7 Establishment and intercomparison of regional reference laboratories for calibration and characterisation
of OCR.

A8 Ensure appropriate funding to identify and document requirements for specifications of OCR
instruments and their calibration and characterisation.

COMPARISON EXPERIMENTS AND DATABASE OF OCR FIELD RADIOMETER
PERFORMANCE

C17 Periodic comparison experiments are needed for validation of established methods and uncertainty
budgets at all levels of the traceability chain.
C18 Comparison experiments also serve the purpose of training, sharing experience, and facilitating common
understanding and interpretation of the measurement protocols.
C19 Application of unified data handling or a community processor will reduce overall uncertainty and
improve agreement between individual datasets, although care not to limit innovation must be ensured.
C20 Worldwide international participation of agencies and research organisations in comparison exercises
shall be aimed for.
C21 ESA and other space agencies or entities shall encourage and support implementing of comparison
experiments with appropriate funding.
A9 Organise periodic comparison experiments on all levels of the traceability chain:
a.  reference standards (NMI and OCR calibration laboratory level);
b.  calibration and characterisation methods of OCR (calibration laboratory level);
c.  insitu field measurements:
o understanding, interpretation, and following established protocols;
e  competence and experience of personnel (all levels).
A10 Development and application of unified data handling/ community processor.
A11 Ensure appropriate funding to organise comparison experiments for validation of established methods
and uncertainty budgets on all levels of the traceability chain.

OPTIONS FOR LONG-TERM FUTURE EUROPEAN SATELLITE OCR VICARIOUS
ADJUSTMENT

C22 Operational FRM infrastructures to underpin SVC with SI traceability, full uncertainty characterisation
and the best possible accuracy and precision are mandatory. Such FRM infrastructure of the quality
needed for SVC shall be redundant in order to ensure steady and sufficient data provision.

C23 BOUSSOLE as the existing unique SVC site in Europe must be maintained in the long term and
upgraded to full operational status.

C24 Development and long-term operation of a second new European infrastructure for OC-SVC in a suitable

Figure 26. Cont.
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location to gain ideal SVC conditions and ensure operational redundancy is needed.

A12 Upgrade BOUSSOLE to fully operational status.

A13 Develop a new infrastructure based on MOBY-Net and/or new European technology in a suitable
location, e.g., the Eastern Mediterranean near Crete.

A14 Involvement of National Metrological Institutes (NMls) at all stages of development of an SVC
infrastructure.

A15 Train a new group to operate a second SVC.

A16 Support long-term interaction of the different SVC operations groups globally.

A17 Support scientific and research activities on SVC sites.

A18 Ensure long-term investments for both SVC sites.

Figure 26. Conclusions (C) from the FRM4SOC project and their recommended actions (A).
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Abstract: This paper reviews the state of the art of protocols for the measurement of downwelling
irradiance in the context of Fiducial Reference Measurements (FRM) of water reflectance for satellite
validation. The measurement of water reflectance requires the measurement of water-leaving radiance
and downwelling irradiance just above water. For the latter, there are four generic families of method,
using: (1) an above-water upward-pointing irradiance sensor; (2) an above-water downward-pointing
radiance sensor and a reflective plaque; (3) a Sun-pointing radiance sensor (sunphotometer); or (4) an
underwater upward-pointing irradiance sensor deployed at different depths. Each method—except
for the fourth, which is considered obsolete for the measurement of above-water downwelling
irradiance—is described generically in the FRM context with reference to the measurement equation,
documented implementations, and the intra-method diversity of deployment platform and practice.
Ideal measurement conditions are stated, practical recommendations are provided on best practice,
and guidelines for estimating the measurement uncertainty are provided for each protocol-related
component of the measurement uncertainty budget. The state of the art for the measurement of
downwelling irradiance is summarized, future perspectives are outlined, and key debates such as the
use of reflectance plaques with calibrated or uncalibrated radiometers are presented. This review
is based on the practice and studies of the aquatic optics community and the validation of water
reflectance, but is also relevant to land radiation monitoring and the validation of satellite-derived
land surface reflectance.
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1. Introduction

The objective of this paper is to review the state-of-the-art of protocols for the measurement of
downwelling irradiance, as used for the validation of satellite remote sensing data over water.

1.1. The Need for Fiducial Reference Measurements for Satellite Validation

Satellite remote sensing data is now used routinely for many applications, including the monitoring
of oceanic phytoplankton in the context of global climate change, the detection of harmful algal blooms
in coastal and inland waters, the management of sediment transport in coastal water, estuaries, and ports,
the optimization and monitoring of dredging operations, etc. [1]. To be able to trust and use the remote
sensing data, this must be validated, usually by a “matchup” comparison of simultaneous measurements
by satellite and in situ. The terminology of “Fiducial Reference Measurements (FRM)” was introduced to
establish the requirements on the in situ measurements that can be trusted for use in such validation.
Using the definition proposed by [2] in the context of sea surface temperature measurements, the defining
mandatory characteristics of a “Fiducial Reference Measurement (FRM)” are:

e An uncertainty budget for all FRM instruments and derived measurements is available and
maintained, and is traceable where appropriate to the International System of Units/Systéme
International d’unités (SI), ideally through a National Metrology Institute;

e FRM measurement protocols and community-wide management practices (measurement,
processing, archive, documents, etc.) are defined and adhered to;

e FRM measurements have documented evidence of SI traceability that is validated by an
intercomparison of instruments under operational-like conditions;

e  FRM measurements are independent from the satellite retrieval process.

The second term above, given in bold, situates the current review, which should provide such a
definition of measurement protocols for the downwelling irradiance measurement.

1.2. Scope and Definitions

This review is focused on the validation of satellite data products for water reflectance at the
bottom of the atmosphere. In the present review, the terminology of “remote sensing reflectance”, Rys,
is used as shown in Equation (1):

Lo(A,0,¢)

B0 = )

@
where Eg+ (A) is the above-water downwelling irradiance, which is also called the “spectral downward
plane irradiance”, and Ly (A, 6, @) is the water-leaving radiance [3], after the removal of the air-water
interface reflection, just above the water in the upward direction measured by the radiance sensor and
defined by nadir viewing angle 0 and azimuth angle ¢. The conventions used for these angles are
defined in Figure 1.
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Figure 1. Nadir and azimuth viewing angle conventions illustrated for a reference system centered on
the water surface (black dot). (a) Viewing nadir angle, 0, is measured from the downward vertical
axis: upward radiances are viewed at 6 < 71/2, downward radiances (from sky and Sun) are viewed at
0 > 1/2. (b) Azimuth viewing angle, ¢, and relative azimuth viewing angle, A¢, are measured for
viewing directions clockwise from the north and Sun respectively: radiance viewed by a radiometer
pointing toward north has an azimuth viewing angle of 0, and radiance viewed by a radiometer
pointing toward and away from the Sun have relative azimuth viewing angles of 0 and 7, respectively.

E2+ (A) isitself defined [3] as the integral of radiance, L(A, 0, ¢b), over the downward hemisphere of
solid angles (giving the geometric factor Sin0) and weighted by |Cos(9)| (since this is plane irradiance)
and is measured in Wm™2 nm™:

27T Tt
EOY(A) = f j; L(A, 0,¢) |Cos(0)|Sin0dode )

=0 Jo=n/2

In the following text, A, 6, and ¢ are omitted in the notations for brevity.

The 0 integral limits from 7/2 to 7 in Equation (2) correspond to the nadir viewing angle
convention defined in Figure 1, but are different from the integration limits from 0 to 77/2 found in some
references, e.g., Equation (2.9) of [4], which defines O as the incidence angle of photons from air. While
there is diversity in the nadir/zenith angle terminology in different references, and Figures 2.1 and 2.4
of [4] are themselves quite ambiguous in the use of 0, in practice it is not difficult to follow a consistent
angle convention. Similarly, for azimuth angles, these may be defined in some references for the light
propagation direction or for the direction toward which the radiometer is pointing (or, in satellite
metadata, for the azimuth of the satellite/Sun as seen from the ground location). These azimuth angle
conventions can easily be understood and converted provided that they are well defined.

Thus, the validation of R;s is based on simultaneous measurement of two parameters: Eg*
and Ly. A companion paper [5] focuses on the measurement of Ly, (1). The present review focuses
on the measurement of Eg*, reviewing the state-of-the-art of measurement protocols in the FRM
context, particularly as regards components of the measurement uncertainty budget relating to the
measurement protocol.

In addition to the use of Eg+ to enable the validation of satellite-derived reflectance, Eg+
measurements can also be used to validate separately the E2+ (or equivalently the atmospheric
transmittance) calculated as an intermediate product in satellite data-processing chains.
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In some references, Eg* may be called “surface irradiance”—typically with notation Es—or more
ambiguously “reference irradiance”. The parameter is most completely described as “above-water
spectral downward horizontal plane irradiance”.

E2+ is composed of photons that reach the surface directly from the Sun (“direct irradiance”) and
of photons that reach the surface from the sky after scattering in the atmosphere (“diffuse irradiance”).
The latter may also include some photons that have interacted with the surrounding surface and
subsequently been backscattered in the atmosphere—see page 12 of [6].

Thus, Eg* spectra are related to: (a) the extraterrestrial solar irradiance, (b) the Sun zenith angle,
(c) atmospheric scattering and absorption from molecules, aerosols, and clouds, and (d) to a lesser
extent, surface reflectance. Some typical Eg+ are plotted in Figure 2 for different Sun zenith angles and
atmospheric conditions.
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Figure 2. Eg+ for four combinations of Sun zenith angle (SZA) and atmospheric conditions, averaged
over 5-nm bands. Solid colored lines are total ESJr ; dashed lines are the corresponding direct component.
The solid black line is the band-averaged extraterrestrial solar downwelling irradiance for comparison.
Redrawn from [7].

In sunny, low to moderate Sun zenith angle conditions where direct irradiance is greater than
diffuse irradiance, E2+ varies over the day approximately according to the cosine of the Sun zenith
angle. This temporal variability is greatest just after sunrise and just before sunset. The time averaging
of replicate Eg+ measurements can be simple mean averaging with reference to a central time if
the total duration for replicates is short or can be normalized by the cosine of the Sun zenith angle
before averaging.

The present paper is focused on aquatic applications, including the full range, size, and diversity
of water bodies from deep oceans through coastal and estuarine waters to ports and inland lakes.
The measurement of Eg* is required also for the radiometric validation of surface reflectance over
land—such applications are not the focus of the present paper, although there are in principle no major
differences between the measurement of Eg+ over land and over water. Measurements of Eg* without
simultaneous L, are also relevant, outside the R, validation context, for a variety of applications,
including monitoring the Earth’s radiation budget for climate applications [8,9], ground-level ultraviolet
radiation [10,11] for health-related and ecosystem-related applications, photosynthetically available
radiation for biological applications [12,13], solar energy and building applications [14], etc. These
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applications are not specifically covered here, although many considerations of the measurement
protocols described here are valid for all such applications.

Using the terminology of [15], the spectral ranges of primary interest here are the visible (380 nm
to 760 nm) and near infrared (760 nm to 1400 nm) ranges. The considerations for measurement of Eg+
given here should be valid also for the near ultraviolet (300 nm to 400 nm) and middle infrared (1400 nm
to 3000 nm), although the importance of the various uncertainty sources may be different because
of the different intensity and angular distribution of downwelling irradiance, and the equipment
(irradiance/radiance sensor, reflectance plaque) may have different properties in these ranges.

The protocols described here are relevant for the validation of a vast range of optical satellites,
including the dedicated medium resolution “ocean color” missions, such as AQUA/MODIS,
Sentinel-3/OLCI, NPP/VIIRS, etc., but also the operational high spatial resolution missions such
as Landsat-8/OLI and Sentinel-2/MSI, as well any other optical mission from which water reflectance
can be derived, including the geostationary COMS/GOCI-1 and MSG/SEVIRI, the extremely high
resolution Pléiades and PlanetDove constellations, etc.

The current document does not try to identify a “best” protocol; it cannot provide typical
uncertainty estimates if good practice is followed (that depends on many factors) and does not aim to
prescribe mandatory requirements on specific aspects of a measurement protocol such as “acceptable
tilt” or “minimum distance for ship shadow avoidance”. While such prescriptions have great value
in encouraging convergence of methods and challenging scientists to make good measurements,
the diversity of aquatic and atmospheric conditions where validation is required, the diversity of
radiometers and platforms, and the corresponding diversity of measurement protocols suggests that
more flexibility is needed. This flexibility is acceptable, provided that each measurement is accompanied
by an Sl-traceable uncertainty budget that is: (a) based on a full analysis of the protocol, and (b) that is
itself validated, e.g., by measurement intercomparison exercises [16-18]. Then, the data user can accept
or reject such measurements by applying their own threshold for “acceptable” measurement uncertainty.

The present review does aim to provide an overview of all the relevant protocols, including
guidelines for radiometer deployment and the quality control of data and an overview of elements that
should be considered in the complete uncertainty analysis of a measurement protocol. The approach
is structured as follows: for each aspect of the measurement protocol contributing to measurement
uncertainty, the perfect situation is summarized in a single sentence in boldface, e.g., “the irradiance
sensor should be vertical”. This is followed by a discussion of techniques to achieve or monitor this
(e.g., gimballing, measurement of tilt, removal of tilted data), practical considerations and problems
(e.g., changes to ballasting of ships), and approaches to estimate uncertainty when this perfect situation
is not achieved (e.g., model studies, experiments). While this highly structured approach may seem
over-rigorous or even trivial (isn't it obvious that an irradiance sensor should be vertical?), we do feel
that it is necessary to be complete and rigorous in the FRM context (is it obvious to all measurement
scientists that a reflectance plaque should be perfectly horizontal?).

For a general treatment of uncertainties in measurements, including a recommended terminology
(e.g., “expanded uncertainty”) and generic methods for estimating each component uncertainty and
combining uncertainties to achieve a total uncertainty, the reader is referred to the Guide to the
Expression of Uncertainty in Measurement (GUM) [19].

The present review covers only aspects of the measurement relating to the protocol, including
radiometer deployment, data acquisition, and processing aspects, but excluding any uncertainties
arising from radiometer imperfections, such as calibration, thermal sensitivity, spectral response
(straylight/out-of-band effects), non-linearity, and angular (cosine) response. These radiometer-related
aspects deserve a review paper of their own; the reader is referred to Volume II of the NASA Ocean
Optics Protocols [20], Section 3 of [21], Chapter 2 of [22] and to the papers in this volume, e.g., [23,24].

In the satellite validation context covered by this review, the focus is on clear sky conditions.
There is no clear consensus regarding an objective definition of “clear sky” conditions, although Web
Appendix 1 of [25] proposes for moderate Sun zenith angles the test L;/ Eng (750 nm) < 0.05, where Ly
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is sky radiance at a 135° relative viewing azimuth to the Sun and a 140° viewing nadir angle. This test
will detect clouds in front of the Sun because of the consequent increase in 1/ EO+, and will detect
clouds in the specified sky-viewing direction because clouds have greater L; values than blue sky at
750 nm. A more complete test for “clear sky” conditions could involve the use of hemispherical camera
photos, but would need automated image analysis for an objective test.

1.3. Previous Protocol Reviews

Most of the pre-2004 in situ measurements of water reflectance were made for the purpose of
oceanic applications, and most aquatic optics investigators base their measurement protocol in some
way on the NASA Ocean Optics Protocols [20] and the references contained within that multi-volume
publication. While there are no fully new methods for the measurement of Eng since the NASA 2004
protocols collection, the current review aims to better reflect the current practices. The main evolutions
since 2004 include:

e more frequent use of unsupervised measurements for validation, e.g.,, AERONET-OC [26] and
Bio-ARGO [27], instead of shipborne supervised measurements

e  greater need for validation measurements in coastal and inland waters rather than the prior focus
on oceanic waters

e  preference for above-water measurement of EBJr rather than extrapolation from underwater profiles

e  reduction in the cost of radiometers facilitating use of an irradiance sensor (instead of a radiance
sensor and a reflectance plaque), and better availability of hyperspectral radiometers.

1.4. Overview of Methods

Protocols for measurement of ESJr are grouped into three broad families of method:

e  Direct above-water measurement of Eg* with an upward-pointing irradiance sensor (“Irradiance
sensor method”)

e  Estimation of Eg+ using a downward-pointing radiance sensor and a reflective plaque (“Reflectance
plaque method”)

e  Estimation of E2+ from direct sunphotometry and a clear sky atmospheric model (“Sunphotometry
method”)

A fourth family of method, estimating 1:"24r from underwater measurements of downwelling
irradiance at differences depths, E;(z), is now considered obsolete for measurement of Eg*—see
Section 5.

For each family of method, the measurement equation is defined, and the measurement
parameters are briefly described in Sections 2—4, respectively. The elements that should be included
for the estimation of total protocol-related measurement uncertainty are discussed with some key
considerations, guidelines, and recommendations. The “protocol-related” measurement uncertainty
includes both known imperfections in the protocol (e.g., atmospheric models used in sunphotometry)
and deployment-related imperfections (e.g., the tilting of sensors/plaques).

2. Direct above-Water Measurement of Eng with an Upward-Pointing Irradiance Sensor

2.1. Measurement Equation

Since E2+ can be measured directly using radiometers that are designed to measure plane
irradiance, the measurement equation here simply relates the electrical output of a radiometer
to calibrated irradiance. Imperfections in such radiometers (angular response, spectral response,
non-linearity, thermal sensitivity, etc.) contribute, of course, to the total uncertainty budget of the
measurement, and the imperfect cosine response is an important consideration for the measurement of
EYY, eg., [24,28].
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The direct measurement of Eg*, which is sketched in Figure 3, can be made from various platforms
including ships, small inflatable boats, buoys, fixed offshore structures, and underwater profiling
platforms that contain a floating element or the ability to surface. These measurements can be either
supervised or unsupervised. In all cases, it is recommended to mount the E2+ radiometer as high
as possible, above any superstructure elements and passing humans, in order to avoid the optical
contamination of the measurement from the shading of both Sun and sky light. This can be achieved
by the use of a fixed or telescopic mast, e.g., [29].

E;(0+)

N

Figure 3. Schematic (not drawn to scale) of (shipborne) direct above-water measurement of EBJr with
an irradiance sensor (pale blue with flat white cosine collector).

2.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in
the radiometers themselves, including the angular (cosine) response of the radiometer, the direct
measurement of above-water downwelling irradiance has a number of sources of uncertainty relating
to the deployment conditions. These protocol-related sources of uncertainty are described in
Sections 2.2.1-2.2.4.

2.2.1. Tilt Effects

The irradiance sensor should be vertical.

The non-verticality of the E2+ radiometer, e.g., caused by imprecise installation, wave-tilting of
floating structures (buoys, ships), wind-tilting of offshore structures, including masts, and even ballast
changes for ships (shifts in fuel, water, large equipment), will result in a bias in the measurement of
Eng, Therefore, it is necessary to measure the tilt of radiometers at sufficiently high frequency and
perform the appropriate filtering of non-vertical data and/or averaging of data to reduce tilt effects.

For Eg*, the effect of tilt may be particularly strong in sunny (satellite validation) conditions
because of the highly anisotropic light field. The main effect of tilt is similar to a change in the effective
Sun zenith angle, and is strongest for tilt in the solar plane. The passive gimballing of an ES+ sensor,
if sufficiently well designed, may help to reduce tilt, as implemented in the DALEC system [30,31].
Active gimballing of an E2+ sensor, using electric motors to correct for tilt, may now be feasible,
although at the time of writing, the authors are not aware of documentation on the use of such hardware
for Eg'*' measurement.

The impact of tilt on measurement uncertainty can be estimated if the two angles of tilt with
respect to the Sun are measured and the approximate angular variation of sky radiance is known,
e.g., from imaging cameras, or estimated from atmospheric properties. At high tilt, an Eg+ sensor may
also measure some light from the underlying water/land/platform surface instead of the sky, although
grazing angle incident light has a low contribution to the cosine-weighted integral for Eg*.

Obviously, minimization of tilt can be a consideration in the design [32] or in the location
(e.g., low waves) of validation measurement structures. Floating buoys and small ships may be
particularly subject to high tilt.
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2.2.2. Shading from Superstructure

The irradiance sensor should be deployed above the height of all the other structures or objects
(including humans).

The light field that is being measured may itself be perturbed by the presence of solid objects such
as the superstructure of the platform used to mount them. This may be especially problematic on
ships, where practical considerations may prevent mounting the ESJr sensor above all other structures,
particularly if regular inspection by humans of the fore-optics is required.

The process of sky shading can be easily understood from fish-eye photographs taken vertically
upwards at the location of an E2+ sensor, as illustrated in Figures 4 and 5. Any part of the upward
hemisphere that is not sky represents optical contamination of the measurement, and this contamination
will be related to the solid angle of sky that is replaced by the object with near-zenith objects contributing
more than near-horizontal objects to the cosine integral of radiances. Of course, it is best to make such
photos with a calibrated fully hemispherical sky radiance camera [33]. However, even photos from
simple cameras with a wide-angle lens and without any radiometric calibration can rapidly identify a
major contamination of measurements from superstructures and/or other objects.

E4(0+)

Fish-eye
Camera

Figure 4. Schematic showing how a fish-eye camera, preferably fully hemispherical, can be used to
qualitatively check for the superstructure contamination of E2+ measurements.

While direct Sun shadowing of the Eg+ sensor is generally avoided by design of the deployment
method and can easily be identified and removed from data, the impact of more subtle optical
contaminations of sky radiance can be more difficult to identify and estimate.

It is obvious that humans should remain fully below the level of an EgJr sensor at all times during
measurements. It is not unknown for resting birds to contaminate unsupervised ESJr measurements [34],
and measures may be taken to avoid this, e.g., the use of spikes below the field of view, but sufficiently
close to threaten discomfort. Unusual contaminations may be identified by time series analysis or
video camera monitoring of unsupervised installations.

On some platforms, optical contamination may also arise from atmospheric steam or smoke
emissions from ship engine funnels and other exhaust gases (air conditioning, etc.).

Fixed offshore structures with limited access (e.g., oil and gas platforms, wind farm structures,
navigational structures) as well as large ships with tall masts may be particularly subject to
superstructure shading. Improvements in the stability of telescopic masts [35], which allow high
mounting but easy inspection of fore-optics, and reductions in the price of such equipment should
facilitate the adoption of deployment techniques with greatly reduced or zero superstructure shading.
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Figure 5. Example fish-eye photos taken to check for contamination of ESJr measurements.
(a) Contamination of field of view by other radiometers; (b) Contamination of field of view by a
scientist in the bottom of the photo; (c) No contamination of field of view, partly cloudy sky; (d) No
contamination of field of view, clear sky. The trees visible in the bottom-left photo, typical of inland water
or very nearshore measurements, do affect the measurement, but are not considered as “contamination”
in the context of this review. The impact of such far-field objects contributes to the natural downwelling
irradiance at the measurement location, and should be measured as such.

For supervised shipborne Eg+ measurements, the use of a floating platform to carry the
EgJr radiometer away from the ship will clearly minimize—to possibly a negligible amount—the
superstructure-related perturbations. This may be conveniently combined in a floating/profiling
platform used for underwater profiling of upwelling radiance.

Measures to reduce and/or estimate the uncertainties associated with superstructure shading
may include redundant measurements by multiple sensors located in different positions, and hence
subject to different shading effects, or experiments with sensors at different heights/locations, etc.
Three-dimensional (3D) radiative transfer modeling may also be used to estimate uncertainties in }32+
measurements associated with superstructure effects.

2.2.3. Fouling

The fore-optics of the irradiance sensor should be kept clean.

Upward-facing sensors needed for measuring Eg* are prone to fouling of the fore-optics, especially
during long-term unsupervised deployments.

Fouling may occur because of sea spray, the atmospheric deposition of particles (which may even
embed within the structure of some diffuser materials used as fore-optics [36]), rain droplets, bird feces,
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etc. This can be mitigated by cleaning the fore-optics, and can be monitored by frequent calibration
checks, e.g., with portable relative calibration devices [37].

Fouling is generally kept negligible for supervised deployments by regular inspection and,
when necessary, the cleaning of fore-optics and protection by lens caps when not measuring
(e.g., at night and between “stations” for discrete measurements).

Exposure to ultraviolet light can lead to the photodegradation of materials used as diffusers.

For unsupervised deployments, fouling and photodegradation can be minimized by the protection
of fore-optics when not measuring by the use of external mechanical shutters [38] or the rotation of
sensors to point downwards (typified by the “parking” function of the CIMEL CE-318 sunphotometer
when not measuring).

Major fouling events can be identified by time series analysis of data and/or video camera imagery.

The uncertainty related to fouling can be estimated by comparing post-deployment calibrations
before and after cleaning, although it is also noted that fouling may vary non-monotonically in
time because of the cleaning effect of rain water. To separate the effects of fouling from intrinsic
sensitivity changes (e.g., long-term drift or short-term changes typically caused by mechanical shock),
these measurements must be done immediately before and after cleaning, e.g., in the field (using a
stable light source such as a clear sky) or in a calibration laboratory (which must be provided with the
uncleaned radiometer).

2.2.4. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.

In clear sky conditions, the natural variability of Eg+ over a typical measurement time scale
(~1 to 10 min) is low, and may be easily estimated from a clear sky irradiance model, e.g., [39], using
as input the temporal variation of the Sun zenith angle and an estimation/measurement of aerosol
optical thickness.

If measurements are made during partially cloudy conditions, in addition to the tilt-induced
fluctuations described in Section 2.2.1, the natural variability of Eg"’ may be non-negligible, particularly
if there are clouds or haze near the Sun. In such cases, careful quality control of data is necessary to
remove individual measurements or complete sets of measurements that cannot be used for satellite
validation. Quality control will typically include tests on temporal variability including second
derivative “spike/jump” analysis and min/max/standard deviation analysis, and may also include the
comparison of data with a clear sky model.

A full sky imager can be used to provide detailed information on sky conditions for quality
control [40].

It is suggested here that FRM for satellite validation should not be made during fully cloudy
conditions or when the Sun is obscured by clouds or haze. In situ measurements can be made at a
slightly different times from the satellite overpass, e.g., 1 to 6 h depending on natural variability, and so
a cloud-free satellite image could theoretically correspond with an in situ reflectance measurement
made during cloudy conditions within an acceptable time window. However, many factors, including
the very different bidirectional reflectance of water under a sunny or a cloudy sky, suggest that this
should be avoided in the FRM satellite validation context. In other contexts, such as the simultaneous
measurement of reflectance and chlorophyll a for algorithm calibration/validation, it may be acceptable
to use measurements made in cloudy conditions, particularly fully overcast conditions, provided that
the corresponding measurement uncertainties are sufficiently quantified and limited.

The question of whether FRM can be made in partially cloudy conditions is relevant. It can
be argued that only the best measurements should be used, and this requires perfectly clear sky
conditions. On the other hand, if a measurement scientist is able to estimate the uncertainties associated
with partially cloudy conditions, then the data user could later decide whether to use or reject such
measurements for their specific application on the basis of a threshold on measurement uncertainty.
There is no clear consensus on this question at present, but perhaps the debate requires first a more

48



Remote Sens. 2019, 11, 1742

objective definition of “cloudiness” and/or “clear sky” conditions—see Section 1.2. Isolated clouds with
small solid angles, away from the Sun and low on the horizon, so with low zenith cosine weighting,
have little impact on E} ™.

Uncertainties associated with fast natural fluctuations can be estimated from the standard deviation
of replicate measurements made over a certain interval of time. High uncertainty may lead to simple
rejection of the measurement.

2.3. Variants on the Method of Direct above-Water Measurement of E2+ with an Upward-Pointing
Irradiance Sensor

Underwater drifting floats used for satellite radiometry validation [27] may lack a permanently
above-water E3+ sensor, and make only occasional E2+ measurements when surfacing. There is no
fundamental difference between the “surfacing” E2+ sensor and the permanently above-water E2+
sensors considered in the rest of this review. However, it is noted that there may be different designs of
Eg+ sensors for in-water and in-air measurements; the time and horizontal space differences between
E2+ and L, measurements must be considered; and the presence of water, as already mentioned in
Section 2.2.3, and aquatic algae on the fore-optics may be more problematic.

With an additional moving “shadowband” accessory, it is possible to combine full Sun and sky
Eg* with a direct Sun-obscured measurement, thus giving the diffuse sky component of Eg*, which is

termed Egif . This is not commonly used for the validation of satellite data over water, since the primary
radiometric product from satellites, e.g., the reflectance product given in Equation (1), does not require
a decomposition of Eg* into direct and diffuse components. However, this additional information
does provide the additional opportunity to validate the satellite data processing for direct and
diffuse atmospheric transmittance, and does potentially allow improving the bidirectional reflectance
distribution functions (BRDF) corrections. The measurement of direct and diffuse components of
Eg+ can also be used to improve self-shading corrections when making underwater measurements of

upwelling radiance. The measurement of Eg’f inaddition to the total Eg* is of major importance for other
applications such as earth radiation budget monitoring, agriculture, solar energy, etc. A discussion of
E;’f data acquisition and processing with the shadowband technique can be found in [41].

3. Estimation of ]524r Using a Downward-Pointing Radiance Sensor and a Reflective Plaque

3.1. Measurement Equation

can also be calculated indirectly by measuring the exitant radiance, Lp, from a horizontally
deployed reflectance plaque of known reflectance, pp—see Figure 6. If the plaque is perfectly
Lambertian, then:

0+
Ed

o+ = Ile 3)

ppr
where all the terms may vary with wavelength, but the wavelength variation is dropped for brevity
throughout this section. If the plaque is not perfectly Lambertian, then the downwelling light
field can be approximated as a collimated beam of light from the Sun direction [42], giving the

measurement equation:

por = Ondo) @

B fr(ei, (Pi/ ev/ (Pv)
where f,(6;, i, 0y, ¢o) is the plaque bidirectional reflectance distribution function (BRDF), 0,, ¢, are
the viewing nadir and azimuth angles and 0;, ¢; are the zenith and azimuth angles of the incident
collimated beam, which are generally assumed to correspond to the Sun beam direction.
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Figure 6. Schematic showing indirect measurement of E2+ using a downward-pointing radiance sensor
and a reflective plaque (sensor, plaque, and holder not to scale).

A common material for such plaques is sintered polytetrafluorethylene (PTFE), which is typically
sold under the product name Spectralon™ (see disclaimer at the end before the references), which can
be manufactured to give near 100% reflectance (pp ~ 1.0) for “white” plaques with low spectral
variation of reflectance, low departure from the perfect Lambertian angular response [43], low spatial
heterogeneity, and reasonable temporal stability. Lower reflectance “grey” plaques, e.g., pp = 0.18,
can also be used, although they have less Lambertian angular response. Other diffusive materials
have been used in this method, including grey “cards” that are used traditionally in photography.
All the materials used in the FRM context need to be adequately characterized as regards bidirectional,
spectral, spatial and temporal variability.

Historically, the measurement of 152+ using adownward-pointing radiance sensor and a Lambertian
reflective plaque was adopted for cost considerations, allowing all the measurements to be made with a
single radiance sensor. This method also allows the reduction of some calibration-related uncertainties,
since only one sensor is used. Moreover, if only Rs is required, this method may be implemented with
an uncalibrated sensor (but see the discussion in Section 3.1.1).

The reflectance plaque method is popular in the land remote sensing community, possibly because
the measurements for some middle infrared wavelengths (1.4 um to 2.5 um) are important, which very
significantly raises the cost of a radiometer and increases the uncertainty relating to cosine response
for an irradiance sensor with a transmissive diffuser.

Measurements with a reflective plaque are often supervised, although it is possible to automate
such measurements, e.g., [44].

Outside the FRM satellite validation context, the educational value of measurements made using
this protocol, e.g., with very simple and inexpensive optical radiometers [45], is clearly recognized.

3.1.1. Is It Necessary to Use a Calibrated Radiance Sensor?

The preparation of this review generated much discussion within the community regarding
the question of whether an uncalibrated radiance sensor can be used to acquire measurements for
satellite validation. This method was suggested in the NASA Ocean Optics protocols 2003 version
“Method 2” [46] as being appropriate for the measurement of reflectance using an uncalibrated
sensor. Indeed R;s can be calculated via Equation (1) from measurements of L;, and Eg+ made by
the same radiance sensor, even if this sensor is not calibrated, i.e., providing data for L, and Eg+ in
(dark-corrected) digital counts rather than in SI-traceable units. While it is essential to characterize the
sensor, e.g., for straylight, non-linearity, thermal effects, etc., it is not necessary to calibrate the sensor
to perform radiometer-related corrections and uncertainty estimates. In fact, some radiometer-related
uncertainties are best treated before calibration, e.g., non-linear effects may depend directly on the
digital count data [47,48] (as compared to the maximum possible, saturated, digital counts), but not on
the calibrated radiance.

There is formally nothing in the FRM definition that would require a calibrated radiance sensor to
be used for the measurement of R,s. However, the use of a calibrated radiance sensor does have two
advantages:
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e A calibrated radiance sensor will provide a calibrated EST, which can then be compared with clear
sky models [39] for quality control purposes, and can be compared to satellite data to validate the
computations of atmospheric transmittance (in addition to the more important R,s products).

e The interpretation of in situ measurement intercomparison exercises [17], as required by the FRM
process, necessitates a separation of uncertainties arising from L, and Eg+ measurements, e.g.,
comparing ESJr measurements from a vertically-mounted irradiance sensor (impacted by cosine
angle uncertainties, etc.) with Eg+ measurements deduced from a radiance sensor viewing a
reflectance plaque (impacted by BRDF uncertainties, etc.).

Moreover, it is noted [42] that the simple cancellation of unknown calibration factors used to
calculate R,s = 7Ly / Eg* in native spectral resolution no longer works precisely when spectrally
convolving Ly, and Eg+ with a spectral response function, as needed for the validation of R;s for
individual spectral bands of satellite sensors.

3.1.2. What Nadir Angle Should Be Used for Viewing a Reflectance Plaque?

The NASA 2003 protocols (Volume III, Section 3.3) recommended that measurements of ESJr with
a reflective plaque should be made with a vertical downward (nadir) pointing radiance sensor and a
plaque with BRDF calibration for varying downwelling light distributions (typically characterized
by Sun zenith angle) and vertical upwelling reflected radiance. However, off-nadir viewing with
the same nadir angle as water-viewing L;,, measurements, typically 40°, has often been adopted
for practical reasons, e.g., for easy switching between plaque and water-viewing modes for certain
deployments. It is noted that [49] provides the scientific basis for a water-viewing nadir angle of 40°
(and relative azimuth to Sun of 135°) as a good geometry for sunglint avoidance, but does not give a
scientific basis for a plaque-viewing nadir angle of 40°—the latter is merely suggested as practically
convenient. On the other hand, an off-nadir plaque-viewing geometry may indeed be desirable for
scientific reasons, since the radiometer shading of the plaque will be greater with nadir-viewing when
the Sun zenith angle is low [42]. For off-nadir plaque viewing, there seems to be no standardization of
the viewing azimuth angle, although the same azimuth angle as used for L,, measurements (90° or 135°
with respect to the Sun) would be a typical choice for both practical and shadow-avoidance reasons.

Optimal plaque-viewing geometry was investigated in [42], who recommend, for moderate Sun
zenith angles between 20-60°, a plaque-viewing nadir angle of 40° for a ~100% reflective white plaque,
to minimize operator/radiometer shading/reflection, but a nadir view for less reflective, grey plaques,
where reflectivity may vary strongly with the viewing nadir angle. For both types of plaque, a viewing
azimuth angle of 90° with respect to the Sun was recommended.

The FRM context does not prescribe a single viewing geometry (or any other specific aspect
of a measurement protocol), but “simply” requires that, for whatever plaque-viewing geometry is
adopted, the related uncertainties (radiometer and superstructure shading of plaque, plaque BRDF)
be quantified.

3.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in the
radiometers themselves, the measurement of Eg+ using a reflectance plaque has a number of sources
of uncertainty relating to the deployment conditions. These protocol-related sources of uncertainty are
described in Sections 3.2.1-3.2.7.

3.2.1. Plaque Calibration

The reflectance plaque must be calibrated.

Clearly, the reflectance of the plaque used for this measurement must be calibrated with traceability
to an SIstandard and an uncertainty associated with this calibration. Optical contamination/degradation
of the plaque and bidirectional effects are further considered in Sections 3.2.5 and 3.2.7.
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3.2.2. Plaque Homogeneity and Sensor Field of View

The reflectance plaque should be homogeneous and should fill the radiance sensor field of
view.

It is known that plaques do have spatial and azimuthal inhomogeneities, and so it is assumed
that the measurement area on the plaque corresponds sulfficiently well to the area on the plaque used
during plaque calibration, taking account of the surface average of any inhomogeneities.

Clearly, the plaque must fully fill, and preferably exceed, the sensor field of view (FOV) so that
the measurement of E2+ will not be contaminated by the background around the reflectance plaque.
This can be facilitated by small FOV radiometers. In any case, the angular response of the radiance
sensor should be checked for any residual response outside the manufacturer-specified FOV, e.g.,
by occulting the plaque partially with a black material moved from each edge of the plaque towards
the center until an impact is detected

Uncertainties associated with the sensor field of view and plaque inhomogeneity can be assessed
by experiments deploying the radiometers at different heights and at different horizontal locations
above the reflectance plaque, and by changing the background around the reflectance plaque (since the
radiometer shading effects will also vary with radiometer height—see Section 3.2.4).

3.2.3. Tilt Effects

The reflectance plaque should be horizontal.

The non-horizontality of the reflectance plaque that is used for measurements of Eg+ will give
uncertainty in the measurement of E2+ in the same way as the non-verticality of an irradiance sensor
used to directly measure EOT, as discussed previously in Section 2.2.1. Tilting of the plaque can be
caused by a number of factors, including imprecise leveling and, if measuring from a ship, ship roll
during measurements. Therefore, it is necessary to measure the tilt of the plaque (not just the ship)
at sufficiently high frequency and perform the appropriate filtering of non-horizontal data and/or
averaging of data to reduce tilt effects.

Although digital inclinometers are now readily available for integration with radiometric data
streams, they seem to not yet be used for shipborne measurement of ESJr using a reflectance plaque.

For Eg*, the effect of tilt may be particularly strong in sunny (satellite validation) conditions
because of the highly anisotropic light field, and the effect of a non-horizontal plaque is similar to a
change in Sun zenith angle, and is strongest for tilt in the solar plane. At high tilt, the measurement
may also measure some light from the water/land/platform instead of the sky, although the grazing
angle incident light has a low contribution to the cosine-weighted integral for Eg*.

The impact of tilt on measurement uncertainty can be estimated if the two angles of tilt with
respect to the Sun and approximate angular variation of the sky radiance (from imaging cameras or
estimated from atmospheric properties) are known—see Section 2.2.1.

The minimization of tilt should be a consideration in the choice of measurement platform, taking
account of expected wave conditions. Small ships may be particularly subject to high tilt because of
larger ship roll.

3.2.4. Shading from Superstructure and Radiometers and Mounting Equipment

The reflectance plaque should be deployed above the height of all other structures or objects
(including humans).

The light field that is being measured is itself perturbed by the presence of solid objects anywhere
above the level of the reflectance plaque. This includes, necessarily, the radiometer itself, which is used
for measurements, but also any superstructure elements of the ship/platform as well as any equipment
related to fixing the radiometer above the reflectance plaque.

The shading problems associated with this method are conceptually similar to those already
described for direct measurement of Eg+ (Section 2.2.2), but are significantly worse:
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e  Firstly, there will always be some shading of sky radiance onto the plaque from the radiometer
itself. The radiometer must be held above the plaque at a height that is sufficiently small so
that the plaque fills the whole field of view of the radiometer. The exact height depends on the
radiometer and the size of the plaque. Shading from the radiometer (and any associated fixations)
will be related to the zenith cosine-weighted solid angle of sky filled by the radiometer, as seen
from any point on the reflectance plaque, and will be worse for radiometers held close to the
plaque or that have a large diameter.

e Secondly, while it is typical to mount irradiance sensors high on poles/masts (Section 2.2.2) and
certainly above head height, measurements with a reflectance plaque are nearly always made
much lower on a ship/platform for practical reasons: it is generally necessary to manipulate
the radiometer (e.g., to then point to water and sky) and the plaque (e.g., to protect it when
not measuring). Optical contamination from ship/platform sides, upper decks, masts, and even
humans (often including those making the measurement) can be significant and difficult to quantify.

The process of sky shading can be easily understood from fish-eye photographs taken vertically
upwards at the location of a reflectance plaque — see Figure 7. Any part of the upward hemisphere that
is not sky represents the optical contamination of the measurement, and this contamination will be
related to the zenith cosine-weighted solid angle of sky that is replaced by the object with near-zenith
objects contributing more than near-horizontal objects to the cosine integral of radiances.

E;(0+)

----------- st N

Fish-eye
Camera

Figure 7. Location of fish-eye camera used for qualitative checking of shading of reflectance plaque, for
comparison with Figure 4 for the direct measurement of E2+ using an irradiance sensor, as described in
Section 2.

Measures to estimate the uncertainties associated with shading/reflection could include
experiments made with irradiance sensors, with well-characterized cosine response, located (a)
alongside the plaque, and (b) on a mast above the possible optical contamination and/or experiments
combining optimal and non-optimal locations [50]. Such an experiment is reported by [51] for land
remote sensing applications, but the issues are clearly the same as for water remote sensing. In that
study, the height of the sensor above the plaque and the position of a human observer were varied.
The shading (but not reflection) effects from radiometer and observer are analyzed in detail in the
model simulations of [42], for different Sun zenith angles and aerosol conditions, with the conclusion
that a plaque-viewing nadir angle of 40° and relative azimuth to the Sun of 90° is reccommended when
viewing a ~100% reflectance plaque.

3.2.5. Fouling

The radiometer fore-optics and the reflectance plaque should be kept clean.

When measurements made with a reflectance plaque are supervised, there should be negligible
contamination of the radiance sensor fore-optics, provided that it is cleaned whenever necessary
following the manufacturers’ recommendations.

Optical contamination of the plaque itself may be a significant problem because of the atmospheric
deposition of particles (which may embed within the structure of some diffuser materials) of both
natural and ship-related origin, marks from contact with any objects including materials used to protect
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the plaque during storage, etc. For example, it is recommended to keep plaques away from plastics
and hydrocarbons (diesel fumes) and to build a storage box that holds the plaque fixed in a way such
that the reflective surface is not in contact with anything. Obviously, humans, especially those with
greasy fingers, should not touch the diffusive surface itself. The cleaning of dirty plaques is, of course,
recommended, but should be accompanied by recalibration or pre/post-cleaning calibration checks.

In addition to optical contamination, plaques may change naturally from photodegradation
processes related to ultraviolet exposure. For example, the reflectivity of Spectralon™, a proprietary
form of sintered polytetrafluoroethylene (PTFE) produced by Labsphere Inc., USA, and used for
both spaceborne calibration diffusers and many ground-based measurements, may change at short
wavelengths because of absorption from organic impurities [52,53], which can only be removed by
vacuum baking. The careful handling and storage of plaques is required to limit such degradation.

The uncertainty estimate related to fouling can be validated by comparing post-deployment
calibrations before and after cleaning a plaque.

3.2.6. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.

Considerations and uncertainties associated with fast natural fluctuations of }32+ over a typical
measurement time scale (~1 min to 10 min) are identical to those already discussed in Section 2.2.4,
except that the asynchronicity of Eg+ and L, measurements is inevitable for this method. In the latter

context, replicate measurements, e.g., EgJr before and after L,,, can be used.

w

3.2.7. Bidirectional Reflectance of Plaques

The bidirectional reflectance of the plaque should be known.

In general, a plaque calibration is made for unidirectional illumination (typically 8°) and with
hemispherical collection, using an integrating sphere, which is termed “8/h” calibration. Whereas the
cosine response of irradiance sensors must be considered for the direct measurement of E2+ (Section 2),
the bidirectional reflectance of a plaque (from all illuminating directions to the single viewing direction)
must be considered in the uncertainty estimate for the reflectance plaque method. This data is reported
in some cases for typical white Spectralon™ plaques [53] and for grey Spectralon™ plaques [42,54],
but they may be unknown for other materials, including grey cards. A full characterization of the
optical properties of a plaque will include polarization sensitivity in the calibration process [55].
The full four-dimensional and reciprocal Mueller matrix bidirectional reflectance distribution function
of sintered polytetrafluoroethylene is reported at four wavelengths in [56]. The uncertainty associated
with the imperfect Lambertian response of a plaque can be validated by comparison, for a range of Sun
zenith angles, with a zenith-pointing irradiance sensor, if the latter has a sufficiently characterized
cosine response and is associated with a full uncertainty analysis.

3.3. Variants on the Method for Measurement of E2+ Using a Downward-Pointing Radiance Sensor and a
Reflectance Plaque

Multiple measurements can be made with different plaques [18], e.g., of different reflectivity, to
reduce/validate the uncertainties associated with individual plaques (calibration, optical contamination/
degradation, bidirectionality, etc.).

Although not used for the measurement of Eg* as such, it is interesting to note the use of a “blue
tile” reported by B.C. Johnson in Section 7.10 of [18]. This specially-manufactured reflectance plaque
has spectral properties similar to those of blue water, and so provides an intercomparison target,
which allows the testing of some aspects of above-water L,, protocols with some aspects of radiometer
characterization, such as straylight.
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4. Estimation of Eg+ from Direct Sunphotometry and a Clear Sky Atmospheric Model

As an alternative to the direct measurement of Eg*’ using a vertically-pointing irradiance sensor as
described in Section 2, it is possible to estimate aerosol optical thickness by measuring the direct Sun
radiance with a sunphotometer and estimate the total atmospheric transmittance with this and other
inputs—see Figure 8. This method was originally developed for satellite validation measurements
using the hand-held SIMBAD(A) radiometer [57], and has the interesting feature for satellite validation
studies of providing more information on atmospheric parameters than just the E2+ measurement
described in Sections 2 and 3. In the hand-held SIMBAD(A) protocol, only aerosol optical thickness is
measured, but for automated Sun/sky radiometers, such as those of the AERONET-OC network [26]
with many other pointing scenarios, many extra atmospheric parameters can be estimated, including
aerosol size distribution and phase function [58].
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Figure 8. Schematic of direct Sun measurement for the estimation of Eg*.

This method was described in the NASA Ocean Optics Protocols [46] as above-water radiometry
“Method 3”, in combination with measurements of water-leaving radiance using a vertical polarizer,
as implemented for the SIMBAD(A) radiometer. However, this method for estimating E2+ may be
combined with different methods for estimating L,,, e.g., above-water methods without a vertical
polarizer, and so is described here as a generic method for estimating Eg*.

The pointing accuracy required for direct Sun measurements generally requires a very stable
platform, such as a fixed offshore structure as in the AERONET-OC protocol [26], for unsupervised
measurements, or can be achieved by a hand-held sunphotometer, e.g., SIMBAD(A) radiometer [57].
However, the feasibility of making direct Sun measurements from a moving platform has been
demonstrated for an airborne radiometer [59], so it is conceivable that such measurements may be
made in the future from structures with some movement, e.g., buoys.

4.1. Measurement Equation

The full measurement equations for this method are described in [57] using a notation typical for
atmospheric radiative transfer studies, which does not explicitly mention Eg*. For compatibility with
the rest of this review, these equations are rewritten here in a form that facilitates the identification of
Eg* itself.
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Thus, the total (direct and diffuse) downward (Sun to water) atmospheric transmittance, Ty, is
defined by:

To = B ®)
0= ETOA
and the downwelling irradiance at Top of Atmosphere, E;OA, is estimated from:
A\
ETO4 = FOCOSSO(EO) 6)

where FO is the extraterrestrial solar irradiance for mean Sun-Earth distance dy, e.g., tabulated by [60],
9y is the Sun zenith angle, and 4 is the Sun-Earth distance at the time of the measurement, which can
be easily calculated from position and date/time using earth orbital models.

Combining Equations (5) and (6) gives:

2
d
EYt = TOFOCOSSO(EO) )

Ty is estimated using a clear sky radiative transfer model, e.g., [61], which takes as input vertically
integrated ozone amounts (obtained from extraneous data such as Total Ozone Mapping Scanner
satellite data and/or meteorological models or climatologies), 99, surface atmospheric pressure (which
influences Rayleigh optical thickness and may be obtained from simultaneous surface measurements
or from appropriate meteorological models), and aerosol optical thickness, 7,(1)—see Equation (7)
of [57]. The impact of other absorbing gases and absorbing aerosols and other parameters such as
surface reflectance may be included in the atmospheric radiative transfer model, if necessary.

In the estimation of Ty, the effects of multiple scattering from surface to atmosphere back to
surface are generally neglected. These effects can be important over reflective waters and nearby land,
especially at short wavelengths, where the spherical albedo of the atmosphere becomes large; for a
more complete treatment, see [6].

The aerosol optical thickness 7,(A) is deduced from direct Sun measurements taking account of
sunphotometer calibration, Earth-Sun distance variation d/dp, Sun zenith angle 9y, and including
corrections for molecular scattering and gaseous absorption, which is considered to be mainly due to
ozone—see Section 4.1 of [57], including Equations (5) and (6). In theory, sky radiance information
(in the principal plane and almucantar, especially aureole), in addition to direct sunlight measurements,
could be used to better determine the aerosol type, and therefore better estimate the atmospheric
transmittance. In practice, only aerosol optical thickness is used to estimate atmospheric transmittance
from AERONET-OC and SIMBAD(A) measurements, because the anisotropy factor of the aerosol
phase function is quite constant for most aerosol models [62]. However, when aerosols are absorbing,
the impact of absorption can be significant [63].

The Angstrém exponent for the spectral variation of 7,(1) can also be computed, and in the
SIMBAD protocol it is used in the skyglint correction for L, but is not needed for the computation
of E2+.

The calculation of Ty required for this Eg+ measurement protocol is comparable to the computation
of Eg+ made in satellite data processing software, e.g., SeaDAS.

4.2. Protocol-Dependent Sources of Uncertainty

In addition to the radiometer-related sources of uncertainty that arise from imperfections in the
radiometers themselves, including the Bouguer-Langley calibration, the measurement of above-water
downwelling irradiance from direct Sun radiometry and atmospheric modeling has a number of
sources of uncertainty relating to the measurement equation and deployment conditions. These
protocol-related sources of uncertainty are described in Sections 4.2.1-4.2.6.
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4.2.1. Atmospheric Radiative Transfer Model

The atmospheric radiative transfer model and its inputs (extraterrestrial solar irradiance,
absorbing gases, atmospheric pressure, Sun zenith angle, etc.) should be accurate.

The atmospheric radiative transfer model used to estimate Ty has both intrinsic uncertainties,
which are associated with models and simplifications of many complex atmospheric optical
processes, as well as uncertainties in the various input parameters (aerosol parameters, absorbing
gas amounts, atmospheric pressure, Sun zenith angle, etc.) and which propagate through the model.
The extraterrestrial solar irradiance also includes some uncertainty; ideally, the same solar irradiance
data will be used for in situ and satellite data processing.

The estimation of uncertainty from all these sources is complex and is described in detail in
Section 5 of [57], except for the adjacency effect of multiple surface-atmosphere scattering, which was
mentioned in Section 4.1.

An intercomparison of atmospheric radiative transfer codes and discussion of issues can be found
in [64].

4.2.2. Sky Conditions

The atmosphere should be cloud-free and horizontally homogeneous.

The atmospheric radiative transfer model used to estimate T assumes that the atmosphere is
horizontally homogeneous and, in particular, contains no clouds. This assumption is valid for the
design conditions of clear sky satellite validation, but significant and difficult-to-estimate uncertainties
will arise if this assumption is violated, e.g., for a partially cloudy sky. In the SIMBAD(A) and
AERONET-OC protocols, automated quality control steps identify when the direct Sun measurement
is affected by clouds or haze near the Sun, and remove such data from processing. In the SIMBAD(A)
protocol, the human observer can also identify suboptimal conditions, such as clouds somewhere else
in the sky, and quality flag such data accordingly.

4.2.3. Pointing Effects

The sensor FOV should contain entirely the Sun and be centered on the Sun.

While high pointing accuracy is crucial for direct Sun measurements, this can be well achieved
by both robotic and handheld systems allowing for fine pointing adjustments. The field of view of
sunphotometers is by design small, e.g., 1° to 3°, and typically not much larger than the Sun’s linear
angle of about 0.53°, to minimize the contribution of atmospheric scattering yet completely cover the
Sun disk.

Inadequate pointing accuracy can be identified from replicate measurements and/or very high
apparent optical thickness and corresponding measurements removed during quality control steps.

Uncertainties associated with direct Sun pointing may be grouped with other uncertainties in the
measurement of aerosol optical thickness.

4.2.4. Shading

The direct path from Sun to sensor should be free of obstructions.

Shading of the direct Sun measurement by the presence of solid objects is generally not a problem
because—in contrast to the direct measurement of E2+ with an irradiance sensor where the whole
upward hemisphere should be free of obstructions—for direct Sun measurements, only the direct Sun
path must be free of obstructions. For unsupervised measurements, most structure shading will be very
obvious in direct Sun measurements, and can be automatically removed either a priori, by defining a
range of acceptable viewing azimuth angles, or a posteriori, by eliminating very low radiance values.
Minor obstructions such as wires and cables potentially in the field of view should be eliminated
during deployment, and other occasional obstructions (birds, humans) can be monitored by video
camera. For supervised measurements, any structural shading can easily be identified and avoided.
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On some platforms, there may be a risk of optical contamination from atmospheric steam or
smoke emissions and other exhaust gases (air conditioning, etc.).

4.2.5. Fouling

The sensor fore-optics should be clean.

Sunphotometers are always associated with a pointing mechanism that is either robotic or human,
and so can generally be protected from most fouling mechanisms when not measuring.

Nevertheless, some fouling of the fore-optics may occur for long-term unsupervised deployments
because of sea spray, rain droplets, and/or spiders and insects, etc.

Major fouling events can be identified by time series analysis of data and/or video camera imagery.

The uncertainty estimate related to fouling can be validated by comparing post-deployment
calibrations before and after cleaning [26].

4.2.6. Fast Natural Fluctuations

Measurements should be used only during periods of stable illumination.

This method for ESJr can only be used in ideal clear sky conditions, where fast natural fluctuations
of Eg+ do not occur. The latter can easily be detected by replicate measurements, and the corresponding
measurement sequence can be eliminated.

4.3. Variants on the Method of Measurement of ESJr from Direct Sunphotometry and a Clear Sky
Atmospheric Model

As mentioned previously, this protocol can be used with human or robotic pointing systems.
Since this protocol has very different assumptions and very different sources of uncertainty from the
protocol using a vertically-pointing irradiance sensor (Section 2), there is significant added value to
combine the sunphotometric estimation of Eg+ with the direct measurement of Eg+ using an irradiance
sensor, as proposed in the OSPREY system [65].

5. Estimation of Eg+ from Underwater Measurements

It is common for underwater radiometric measurements of the profile with depth, z, of nadir
upwelling radiance, Ly, (z), to be accompanied by underwater measurements of downwelling irradiance,
E,;(z). Historically, Eg+ was often estimated from these underwater measurements by extrapolation
to just beneath the surface and transmission across the air-water interface. However, the temporal
variability of E;(z) associated with wave focusing/defocusing is particularly difficult to remove, and
this method for estimating Eg+ has been replaced by the direct above-water Eg+ measurement, and
will not be discussed further in this review. A detailed description of protocols for measuring E;(z),
the spectral diffuse attenuation coefficient of downwelling irradiance, K;(A,z), and, if considered
useful, Eg*, can be found in the NASA Ocean Optics protocols [66].

Outside the satellite validation context, underwater measurements of E;(z) are still relevant
for the estimation of optically and biologically important parameters such as K;(A,z), and related
parameters such as euphotic depth.

6. Conclusions

6.1. Summary of the State of the Art

This paper reviews the current state of the art of protocols for the measurement of downwelling
irradiance for the validation of satellite remote sensing data over water. In the FRM context, particular
attention is paid to the protocol-related elements of the measurement uncertainty budget. These aspects
of the protocol are discussed with reference to documented studies, and guidelines are provided on
how to estimate such uncertainties, e.g., design of experiments and/or model studies.
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Three basic measurement protocols have been identified:

e Direct above-water measurement of Eg+ with an upward pointing irradiance sensor
e  Estimation of Eg* using a downward pointing radiance sensor and a reflective plaque

e  Estimation of Eg+ from direct sunphotometry and a clear sky atmospheric model

A fourth measurement method that was previously used, estimating Eg+ from the underwater
vertical profiles of E;(z), is now considered inappropriate, and is no longer recommended. This method
remains relevant for the measurement of E;(z) and related parameters such as diffuse attenuation
coefficient, but not ES*.

The main body of this paper is summarized in Table 1, which lists the equipment needed,
method variants, and any special issues, and in Table 2. The latter summarizes the components of the
uncertainty estimation giving ideal conditions, recommendations for best practice, and approaches to
estimating uncertainty, but excludes any uncertainties arising from radiometer imperfections, such
as calibration, thermal sensitivity, spectral response (straylight/out of band effects), non-linearity,
and angular (cosine) response.

Table 1. Summary of the three measurement methods as regards equipment, method variants, and
special issues.

Upward-Pointing Radiance Sensor and Direct Sunphotomet
Irradiance Sensor Reflective Plaque P y
Sunphotometer
Irradiance sensor (cosine Radiance sensor (radiance) sensor
Equipment response) Reflective plaque Pointing mechanism
Inclinometer Inclinometer Atmosphere radiative

transfer model

Surfacing of underwater

. drifting floats. . Hand-held or robotic
Variants Shadowband for White/grey plaques pointing
diffuse/direct.

Uncalibrated radiometers?
(see Section 3.1.1)
Plaque viewing nadir angle?
(see Section 3.1.2)

Other notes

For the “irradiance sensor” and the “reflectance plaque” methods, the main challenge is to deploy
the radiometer/plaque sufficiently high enough to avoid any shading. In this context, “shading” does
not only refer to the obvious shadowing of direct Sun, but also refers to the difference between the
unobstructed hemisphere of Sun and sky radiance and the reality of measuring in situations where the
radiometer/plaque are not higher than all the other structures. For the “irradiance sensor” method, it is
also a major challenge to have a sensor that is sufficiently well-designed and well-characterized as
regards angular (cosine) response [28].
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Table 2. Summary of the three measurement methods, including components that must be considered

for the uncertainty estimation. BRDF: bidirectional reflectance distribution functions; I = Ideal conditions;

R = Recommendations; U = Uncertainty estimation; Cal = calibration; FOV = field of view; AOT =
aerosol optical thickness; r/t = radiative transfer; S.D. = standard deviation; N/A = Not Applicable.
See text for more details on each topic.

Upward-Pointing

Radiance Sensor and

Method Irradiance Sensor Reflective Plaque Direct Sunphotometry
I: BRDF-calibrated,
homogeneous plaque fills
FOV
Plaque cal and R: Tests to cheglf FOV
characterization N/A U: Plaque certificate N/A
including BRDF,
experiments for
homogeneity and height
above plaque/FOV
. I: Sensor FOV contains and
I: Deploy vertical I Deplov hori 1
R: Monitor with : Deploy horizontal centered on Sun
Tilt/pointing L R: Monitor with inclinometer ~ R: Small FOV, accurate
inclinometer . . -
U: Modeling/experiments U: Modeling/experiments pom‘tmg, Fheck AOT
U: Via estimation of AOT

I: Deploy above all I: Deploy above all structures

structures (except radiometer) I: Clear radiometer—direct Sun

R: Use mast and fish-eye R: Use mast and fish-eye path

Superstructure shading ~ photos photos R: Check with video

U: Experiments (different U: Experiments (different surveillance and data QC

heights/locations) and heights/locations) and U: N/A (if not rejected)

modeling modeling

I: Keep fore-optics clean i Keep I?adlometer

R: Inspect/clean/protect, ore-optics and plaque clean .

spect/c p R: Inspect/clean/protect, I: Keep fore-optics clean
. monitor with portable cal °P can/p - P P
Fouling monitor radiometer with R: Inspect/clean/protect

devices
U: Pre-/post-cleaning cal of
radiometer

portable cal devices
U: Pre-/post-cleaning cals for
radiometer and plaque

U: Pre-/post-cleaning cals

Fast natural fluctuations

I: Reject if unstable
illumination

R: Compare replicates/time
series

U: S.D. of accepted

I: Reject if unstable
illumination

R: Compare replicates/time
series

U: S.D. of accepted

I: Reject if unstable
illumination

R: Compare replicates/time
series

U: S.D. of accepted

measurements measurements measurements
I: Perfectly cloud-free sky,
horizontally homogeneous
atmosphere and surface.
Sky conditions and N/A N/A Perfect r/t model and inputs

atmospheric r/t model

R: Reject if clouds detected.
Intercompare 1/t models, check
inputs

U: Modeling. See Section 4.2.1

6.2. Irradiance Sensor or Reflectance Plaque?

The preparation of this review stimulated considerable discussion within the community on the
pros/cons of the reflectance plaque method as compared to the irradiance sensor method in addition
to the question of whether the reflectance plaque method radiance sensor needs to be calibrated
(see Section 3.1.1). When correctly applied, the reflectance plaque method can clearly meet the criteria
expected of an FRM. However, in practice, this method has often been associated with less rigorous
implementation. Specifically, recognizing that the reflectance plaque is performing the same function
as the fore-optics of an irradiance sensor, which collects light from the upward hemisphere according
to a zenith cosine weighting and directs that light to a photodetector, it is necessary that:
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1.  There be no humans above the level of the reflectance plaque/irradiance sensor (and thereby
affecting the sky radiance contributing to E2+ in a way that is highly variable and essentially not
quantifiable in an uncertainty estimate),

2. The reflectance plaque/irradiance sensor be mounted as high as possible on the ship/platform,
typically higher than any superstructure elements with significant solid angle as viewed from the
plaque/sensor,

3. The reflectance plaque/irradiance sensor be mounted on a fixed structure, not hand-held,
and associated with an inclinometer allowing the estimation of uncertainties associated with
non-horizontal/vertical measurements,

4. The measurements made using the reflective plaque/irradiance sensor be supported by
experiments and/or simulations to estimate the measurement uncertainties associated with
any superstructure shading of the plaque/irradiance sensor.

6.3. Future Perspectives

In contrast to the more difficult L,, measurement, where there has been considerable evolution
and diversity since the publication of the NASA Ocean Optics Protocols [20], measurement protocols
for Eg+ seem now to be quite mature and stable.

Future improvements to Eg+ measurements are expected to come from the following developments:

e Improvements in the design and usage of calibration monitoring devices, which can be used
in the field, are likely to improve the identification of fore-optics fouling and radiometer
sensitivity changes.

e Model simulations of the 3D light field and experiments for deployments with structures above
the irradiance sensor/reflectance plaque are likely to improve estimations of related uncertainties.

e Improvements in the stability and reduction in the cost of telescopic masts may reduce
superstructure shading effects.

e Reduction in the cost of pointing systems, thanks to the video camera surveillance industry, should
improve the protection (“parking”) of irradiance sensors when not in use, and thus reduce fouling
for long-term deployments.

e Improvements in automatic gimballing systems might reduce the tilt effects for the irradiance
sensor method.

e  Greater use of full sky imaging cameras, whether calibrated (expensive) or not (inexpensive), will
allow the better identification of suboptimal measurement conditions.

As regards the future for the validation of water reflectance more generally:

e  The tendency to move to highly automated systems with long-term, e.g., one year, essentially
maintenance-free deployments is likely to significantly improve the quantity of data available
for validation.

e The advent of operational satellite missions such as NPP/VIIRS, Sentinel-3/OLCI, Sentinel-2/MSI,
and Landsat-8/OLI with the need for a guaranteed long-term validated data stream will increase
the need for FRM.

e  The huge increase in optical satellite missions used for aquatic remote sensing will also increase
the need for highly automated measurement systems.

e  Asregards the needs of the validation community, it is recommended to:

e  Update this review, e.g., on a 10-year time frame, to take account of developments in the protocols,
particularly in the estimation of uncertainties. Such an update is best preceded by community
discussion at an international workshop.

e  Organize regular, e.g., on a two-year time frame, intercomparison exercises to ensure that
measurement protocols and scientists remain state of the art (as required by the FRM context).
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Although not targeted by this review, it is possible that the considerations developed here
may be useful for other applications where E2+ measurements are needed, including the validation
of satellite-derived photosynthetically available radiation products [67], the validation of surface
reflectance over land, and the monitoring of solar irradiance for the solar energy industry, for agriculture,
for the building industry, for the estimation of the Earth’s radiation budget, and absorbing atmospheric
gases, etc.
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Abstract: This paper reviews the state of the art of protocols for measurement of water-leaving
radiance in the context of fiducial reference measurements (FRM) of water reflectance for satellite
validation. Measurement of water reflectance requires the measurement of water-leaving radiance
and downwelling irradiance just above water. For the former there are four generic families of
method, based on: (1) underwater radiometry at fixed depths; or (2) underwater radiometry
with vertical profiling; or (3) above-water radiometry with skyglint correction; or (4) on-water
radiometry with skylight blocked. Each method is described generically in the FRM context
with reference to the measurement equation, documented implementations and the intra-method
diversity of deployment platform and practice. Ideal measurement conditions are stated, practical
recommendations are provided on best practice and guidelines for estimating the measurement
uncertainty are provided for each protocol-related component of the measurement uncertainty budget.
The state of the art for measurement of water-leaving radiance is summarized, future perspectives
are outlined, and the question of which method is best adapted to various circumstances (water type,
wavelength) is discussed. This review is based on practice and papers of the aquatic optics community
for the validation of water reflectance estimated from satellite data but can be relevant also
for other applications such as the development or validation of algorithms for remote-sensing
estimation of water constituents including chlorophyll a2 concentration, inherent optical properties
and related products.
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1. Introduction

The objective of this paper is to review the state of the art of protocols for the measurement of
water-leaving radiance, as used for the validation of satellite remote-sensing data over water.

1.1. The Need for Fiducial Reference Measurements for Satellite Validation

Satellite remote-sensing data is now used routinely for many applications, including monitoring
of oceanic phytoplankton in the context of global climate change, detection of harmful algae blooms in
coastal and inland waters, management of sediment transport in coastal water, estuaries and ports,
the optimization and monitoring of dredging operations, etc. [1]. To be able to trust and use the
remote-sensing data, these must be validated, usually by “matchup” comparison of simultaneous
measurements by satellite and in situ. The terminology of “fiducial reference measurements (FRM)”
was introduced to establish the requirements on the in situ measurements that can be trusted for
use in such validation. Using the definition proposed in the context of sea surface temperature
measurements [2], the defining mandatory characteristics of a FRM are:

e An uncertainty budget for all FRM instruments and derived measurements is available and
maintained, traceable where appropriate to the International System of Units/Systéme International
d’unités (SI), ideally through a national metrology institute.

e FRM measurement protocols and community-wide management practices (measurement,
processing, archive, documents, etc.) are defined and adhered to

e FRM measurements have documented evidence of SI traceability and are validated by
intercomparison of instruments under operational-like conditions.

e FRM measurements are independent from the satellite retrieval process.

The second term above, given in bold, situates the current review, which should provide such
a definition of measurement protocols for the water-leaving radiance measurement.

1.2. Scope and Definitions

This review is focused on measurements of the water-leaving radiance as necessary for the
validation of satellite data products for water reflectance at the bottom of the atmosphere. In the
present review, the terminology of “remote-sensing reflectance”, Rys, is used where

Lo (A,0,9)

BT

M

where ES*(/\) is the spectral downward plane irradiance, also called “above-water downwelling
irradiance”, and Ly (A, 6, @) is the water-leaving radiance, defined, e.g., see [3], as the component of
above-water directional upwelling radiance that has been transmitted across the water—air interface in
the upward direction measured by the sensor and defined by viewing nadir angle 0 and azimuth angle
@. The conventions used for these angles are defined in Figure 1. In other words, and as illustrated in
Figure 2, Ly, is the above-water directional upwelling radiance, L3, just above the air-water interface,
after removal of radiance from air-water interface reflection, L,:

Ly =L -L, )

The latter term is called hereafter “skyglint” but may include also sunglint reflected from
wave facets.
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Figure 1. Nadir and azimuth viewing angle conventions illustrated for a reference system centred
on the water surface (black dot). (a) Viewing nadir angle, 6, is measured from downward vertical
axis: upward radiances are viewed at 6 < /2, downward radiances (from sky and sun) are viewed
at 0 > /2. (b) Azimuth viewing angle, ¢, and relative azimuth viewing angle, A¢, are measured
for viewing direction clockwise from North and sun respectively: radiance viewed by a radiometer
pointing towards North has azimuth 0 and radiance viewed by a radiometer pointing towards and
away from sun have relative azimuth 0 and 7 respectively.

Ly is generally measured for nadir viewing geometry by under water or on water approaches
(see Sections 2, 3 and 5) and generally measured for an off-nadir geometry by above-water approaches
(see Section 4). When measured for (or extrapolated by a suitable model to) the nadir viewing geometry,
the term nadir water-leaving radiance will be used where Ly, (A) = Ly (A, 0 = 0°).

All radiometric quantities in this review are assumed to vary spectrally but for brevity the
dependence on wavelength, A, is generally omitted in the terminology.

-
L,

Figure 2. Illustration of definitions of water-leaving radiance, L;,, above and below water upwelling

radiances, L)" and L9, above-water downwelling (sky) radiance in the specular reflection
direction, L;, above-water upwelling radiance from reflection at the air-water interface (“skyglint”), L;,
and downwelling irradiance, ng See also [4]. The widths of the arrows for Eg+ represent the zenith
cosine weighting for the different incident angles.
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The validation of R;s thus requires simultaneous measurement of two parameters: Eg+ (A) and
Ly (A, 6,¢), although an alternative approach is to validate only Ly (A, 0, ¢). A companion paper [5]
focuses on measurement of Eg+ (A). The present review focuses on measurement of Ly (A, 0,¢),
reviewing the state of the art of measurement protocols in the FRM context, particularly as regards
components of the measurement uncertainty budget relating to the measurement protocol.

The focus here is on aquatic applications, including the full range and diversity of water bodies
from deep oceans through coastal and estuarine waters to ports and inland lakes.

Measurements of R,s and hence Ly, (A, 6, @) are also relevant outside the satellite validation context,
for example when simultaneous in situ measurements are made of R,s and in-water properties such
as chlorophyll a concentration or inherent optical properties (IOPs) (without simultaneous satellite
data) for algorithm calibration/validation purposes [6] or when in situ R,s is used on its own for
monitoring [7]. These applications are not specifically covered here, although many considerations of
the measurement protocols described here are valid for all such applications.

Using the terminology of the International Standards Organisation (ISO, 2007) the spectral range
of primary interest here is the visible (380 nm to 760 nm) and the lower wavelength part of the
near infrared (760 nm to 1400 nm) ranges [8]. The considerations for measurement of L, given here
should be valid also for the near ultraviolet (300 nm to 400 nm) and middle infrared (1400 nm to
3000 nm), although the importance of the various uncertainty sources may be different because of
the different intensity and angular distribution of downwelling irradiance and upwelling radiance
and the instrumentation (radiance sensor detector and fore-optics) may have different properties in
these ranges. Although L, is measurably non-zero in the range 1000 nm to 1100 nm in extremely
turbid waters [9], L, will be effectively negligible for the longer near infrared from 1100 nm to 1400 nm
and the middle infrared (1400 nm to 3000 nm) wavelengths because of the very high pure water
absorption at these wavelengths. The need for L, measurements in the range 1100 nm to 3000 nm
is very limited, because satellite R;s data will typically be set to zero during atmospheric correction.
However, there may be some interest in this range for quality control of above-water L, measurements,
with non-zero measurement indicating a data quality problem, e.g., skyglint or sunglint contamination
or floating material, for the whole spectrum. Also, there may be some interest in the range 1100 nm
to 3000 nm for applications such as measurement of floating aquatic vegetation, although this is
not strictly speaking L;, and should be measured only using above-water radiometry and without
a skyglint/sunglint correction for the percentage of surface covered by vegetation [10].

The protocols described here are relevant for validation of a vast range of optical satellites including
the dedicated medium resolution “ocean colour” missions, such as AQUA/MODIS, Sentinel-3/OLCI,
JPSS/VIIRS, etc., but also the operational high resolution missions such as Landsat-8/OLI and
Sentinel-2/MSI, as well any other optical mission from which water reflectance can be derived,
including the geostationary COMS/GOCI-1 and MSG/SEVIRI, the extremely high resolution Pléiades
and PlanetDove satellite constellations, airborne data, etc.

The current document does not try to identify a “best” protocol, nor does it aim to prescribe
mandatory requirements on specific aspects of a measurement protocol such as “best nadir and azimuth
angles for above-water radiometry” or “minimum distance for ship shadow avoidance”. While such
prescriptions have great value in encouraging convergence of methods and in challenging scientists to
make good measurements, the diversity of aquatic and atmospheric conditions where validation is
required, the diversity of radiometers and platforms and the corresponding diversity of measurement
protocols suggests that more flexibility is needed. This flexibility is acceptable in the FRM context
provided that each measurement is accompanied by a SI-traceable uncertainty budget that is (a) based
on a full analysis of the protocol and (b) that is itself validated, e.g., by measurement intercomparison
exercises [11-13] or by optical closure with inherent optical property measurements and radiative
transfer modelling [14,15].

The present review aims to provide an overview of all relevant protocols, including guidelines
for radiometer deployment and quality control of data and an overview of elements that should be
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considered in the complete uncertainty analysis of a measurement protocol. The approach is structured
as follows: for each aspect of the measurement protocol contributing to measurement uncertainty
the ideal situation is summarized in a single sentence in bold face, e.g., “The radiance sensor should
be vertical” when making underwater radiance measurements. This is followed by a discussion
of techniques to achieve or monitor this (e.g., slow descent free-fall platforms, measurement of tilt,
removal of tilted data), practical considerations and problems (e.g., need for multiple deployments to
reduce uncertainties for fast free-fall deployments) and approaches to estimate uncertainty when this
ideal situation is not achieved (e.g., model studies, experiments).

For a general treatment of uncertainties in measurements, including a recommended terminology
(e.g., “expanded uncertainty”) and generic methods for estimating each component of uncertainty
and combining uncertainties to achieve a total uncertainty the reader is referred to the Guide to the
Expression of Uncertainty in Measurement (GUM) of the ISO [16].

The present review covers only aspects of the measurement relating to the protocol, including
radiometer deployment, data acquisition and processing aspects but excluding any uncertainties arising
from radiometer imperfections, such as calibration (including immersion coefficients for underwater
radiometry), thermal sensitivity, spectral response (straylight/out of band effects) and spectral
interpolation, non-linearity and angular response and polarization sensitivity. The decomposition
of measurements into “protocols” (deployment, data acquisition and processing methods) and
“radiometers” is adopted here in order to conveniently represent the wide diversity of possible
combinations of methods and radiometers in a synthetic and generic way. However, itis fully recognised
that “protocol” and “radiometer” must be coupled for the assessment of the uncertainty of any specific
measurement. For example, the uncertainty associated with the skyglint correction in above-water
radiometry or the uncertainty associated with wave-focusing effects in underwater radiometry depend
on the speed (integration time) of the radiometer used (as well as the number of replicate measurements
and the temporal processing and quality control processes). These radiometer-related aspects deserve
a review paper of their own—the reader is referred to Volume II of the National Aeronautics and Space
Administration (NASA) Ocean Optics Protocols [17] and Section 3 of [18] and Chapters 2 and 3 of [19].

The present review is limited in scope to the measurement of L, (A, 6, @) in a single viewing
geometry and does not discuss bidirectional reflectance distribution function (BRDF) corrections that
can be applied to data to facilitate in situ vs. satellite comparisons. For example, a BRDF correction
may be applied to the satellite data (and to off-nadir above-water in situ measurements) to estimate the
nadir-viewing water-leaving radiance from the off-nadir viewing geometry. Alternatively, a BRDF
correction may be applied to the in situ measurement to estimate water-leaving radiance in the satellite
viewing geometry. This and other topics relating to the use of Ly (A, 0, ¢) measurements for satellite
validation, including the impact of the different space and time scales [20,21], should be reviewed in
a separate paper. The measurement of Eg+ (A), as needed to calculate Rys, and as needed for temporal
correction and/or quality control of Ly (A, 6, ¢) in some protocols is reviewed in [5].

In the satellite validation context covered by this review, the focus is on clear sky conditions.
There is no clear consensus regarding an objective definition of “clear sky” conditions, although Web
Appendix 1 of [22] proposes for moderate sun zenith angles the test L;/ ESJr (750 nm) < 0.05 where Ly
was sky radiance at 135° relative viewing azimuth to sun and 140° viewing nadir angle. This test will
detect clouds in front of the sun because of the consequent increase in 1/ Eg+ and will detect clouds in
the specified sky-viewing direction because clouds have greater L; than blue sky. A more complete
test for “clear sky” conditions could involve use of hemispherical camera photos but would need
automated image analysis for an objective test.

1.3. Previous Protocol Reviews

Most of the pre-2004 in situ measurements of water reflectance were made for the purpose of
oceanic applications and most aquatic optics investigators base their measurement protocol in some
way on the NASA Ocean Optics Protocols [17] and the references contained within that multi-volume
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publication. While the methods for measurement of L;, from underwater radiometry using fixed-depth
measurements or vertical profiles were already well established at the time of that protocol collection,
there has been considerable evolution of methods for above-water radiometry and development of
the “skylight-blocked approach (SBA)”. Current practices have also been affected by technological
evolutions since 2004 including:

e More frequent use of unsupervised measurements for validation, e.g., AERONET-OC [23] and
Bio-Argo [24], instead of shipborne supervised measurements;

e  greater need for validation measurements in coastal and inland waters rather than the prior focus
on oceanic waters;

e reduction in cost and size of radiometers, e.g., facilitating multi-sensor above-water radiometry
and reducing self-shading problems for underwater radiometry; and

e increased availability of hyperspectral radiometers.

A draft of new Protocols for Satellite Ocean Color Data Validation [19] has been released within the
framework of the International Ocean Colour Coordinating Group (IOCCG), providing many updates
on the previous NASA-2004 collection.

1.4. Overview of Methods and Overview of This Paper

Protocols for measurement of L;, are grouped into four broad families of methods:

e Underwater radiometry using fixed-depth measurements (“underwater fixed depths”)

e  Underwater radiometry using vertical profiles (“underwater profiling”)

e  Above-water radiometry with sky radiance measurement and skyglint removal (“above-water”)
e  On-water radiometry with skylight blocked (“skylight-blocked”)

For each family of method, the measurement equation is defined and the measurement parameters are
briefly described in Sections 2-5 respectively. The elements that should be included for estimation
of total protocol-related measurement uncertainty are discussed with some key considerations,
guidelines and recommendations. The “protocol-related” measurement uncertainty includes both
known imperfections in the protocol (e.g., models for reflectivity of the air-water interface) and
deployment-related imperfections (e.g., tilting of sensors). Finally, the question of which protocol is
best adapted to which water types and wavelengths is considered and some directions for probable
future evolution of protocols are outlined in Section 6.

2. Underwater Radiometry—Fixed-Depth Measurements

2.1. Measurement Equation

In fixed-depth underwater radiometry, as typified by BOUSSOLE [25,26] and MOBY [27-29],
radiometers are deployed underwater and attached to permanent floating structures, to measure nadir
upwelling radiance, Ly, (z), at two or more depths, z = z1, zy, .... —see Figure 3. A further measurement
is made above water of downwelling irradiance, E2+, to allow for calculation of R,s via Equation (1)
and to monitor for possible variation of illumination conditions during the measurement. In the case
of MOBY these Ly, (z) measurements are made with z; = 1m, z; = 5 m and z3 = 9 m, while the
BOUSSOLE system makes measurements at z; = 4 m, and z; = 9 m. Strictly speaking, these are fixed
nominal depths because actual depth varies with tilt of structures and waves—see Section 2.2.5.
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Figure 3. Schematic of fixed-depth underwater measurements.

The nadir water-leaving radiance, Ly, is calculated by first estimating the nadir upwelling
radiance just beneath the water surface, Ly, (07), by extrapolating from, preferably, the two shallowest
depth measurements z; and z, assuming that the depth variation of L,,(z) between the surface,
z =0, and z = 2, is exponential with constant diffuse attenuation coefficient for upwelling radiance,
Kpy. Thus, using the convention that depths beneath the water surface are considered as positive
(but retaining the notation 0~ for radiance just beneath the water surface),

Lun(07) = Lyn(z1, t1)exp[Kr,z1] 3)

with,

Ky =

1 [L,m(zl,tl) Eng(tz)} w

-1 Lun (ZZ/ tz) Eng(tl)
where E;H(tl) and Eg*(tz) represent the downwelling irradiance measured at times f; and fp,

corresponding to the times of measurement of Ly, (z1) and Ly, (z2). If these radiances are measured at
precisely the same time, as is the case for most such implementations, then Equation (4) simplifies to:

1 ln[Lun(Zl)]

T 2-2z1 | Lun(22)

K ®)
Finally, the water-leaving radiance is obtained from Ly, (0~) by propagating the latter across the

water-air interface using,
Tr _
Luwn = —5Lun (07) 6)
Ny
where T is the Fresnel transmittance of radiance from water to air and 7, is the refractive index of water.
The refractive index of air, 1,4, is here assumed equal to unity. Tr, which depends also on 1, can be

easily calculated from Fresnel’s equations in the case of a flat water—air interface, e.g., [3] chapter 4.2,
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and has a typical value of 0.975 at normal incidence for oceanic water. T/n? takes a typical value of
0.543 for oceanic water [30]. In the case of a wave-roughened interface, by combining the reciprocity
condition between radiance reflectance and transmittance coefficients [31] and the simulations of Figure
18 of [32], it was established that there is negligible (much less than 1%) difference for Tr between a flat
interface and a wave-roughened interface for wind speeds up to 20 m/s (neglecting the whitecaps and
breaking waves that occur already at wind speeds much less than 20 m/s) [33]. However, for a more
precise calculation of Tr/n2 it is necessary to take account of wavelength, salinity and temperature
variations of the refractive index, 1y, [34], both for oceanic waters [33] and for inland waters.

The choice of depth, z;, for the shallowest measurement is determined by the competing interests
of a shallow depth to reduce errors due to propagation to the surface and reducing the chances
of the shallow depth measurement broaching the surface. This choice is then dependent on the
sea-state expected at the measurement location. The choice of depth, z;, for the second measurement
is likewise a compromise between increasing z, — z;, which reduces the uncertainty in the derived
K, the possibility of an inhomogeneous water column over the measurement depth thus not being
representative of K, from z; to the surface, the natural variation in Kj,, due to inelastic processes [35],
possible increased signal to noise because Kp,, is different at each wavelength, and an increase in overall
length of the structure.

In addition to the time variation of illumination conditions due to time-varying sun zenith angle
and diffuse atmospheric transmission (aerosols, clouds) which is accounted for in ESJr () and Eg* (t2),
it is necessary to account for the temporal variation of underwater radiances Ly (z1) and Ly, (z2)
associated with waves at the air-water interface. Wave focusing and defocusing effects [36-39] and
wave shadowing [40] may have very fast time scales, less than 1 s, and very short length scales,
less than 1 cm, giving a time-varying 3D light field. These effects are reduced by averaging for L;;(z1)
and Ly (zp) over a large number of measurements and making the extrapolation to depth 0~ with

the time-averaged values Ly, (z1) and Ly, (z) or Lun(zl)/Eg*(tl) and L, (zz)/Eng(tz) (performing
time-averaging on each parameter before taking the ratio). The probability density functions for
Eg* (t1) and Ly (z,t) are skewed near the surface and approach normal distributions with depth [39,41].
For BOUSSOLE data, median averaging is used [26]. For MOBY mean averaging is used as defined in
p21 of [28].

Athigh wind speed and wave height various problems may occur affecting measurement quality or
usability. For example, whitecaps and/or breaking waves may affect the water-air Fresnel transmittance.
Tilt may become high. Depth measurement may become uncertain or sensors may even emerge from
water. Such conditions are usually excluded from satellite data products and validation analyses
anyway because the air-water interface correction of satellite data is also not suited for high whitecap
coverage and/or breaking wave conditions. There is no clear consensus on acceptable wind speed for
the L, measurements, and this will clearly be dependent on the specific deployment equipment. A limit
of 10 m/s would give an estimated whitecap coverage of 1% for fully-developed wind waves [42].

2.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

2.2.1. Non-Exponential Variation of Upwelling Radiance with Depth

The vertical variation of upwelling radiance between the lowest measurement depth and the
air-water interface should be known

The essential assumption of exponential variation of Ly, (z) used to extrapolate measurements
from two fixed depths to just beneath the water surface is only an approximation of reality. Firstly,
the water inherent optical properties themselves may vary with depth [43], for example because
of vertical variability related to thermal stratification including a “Deep Chlorophyll Maximum”,
or related to resuspended or river plume particles in coastal waters. Secondly, inelastic processes such
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as Raman scattering and fluorescence [35] cause non-exponential variation of radiance, particularly in
the red and near infrared for Raman scattering. Thirdly, while for a homogeneous aquatic medium the
attenuation with distance of a collimated beam of light can indeed be expected to be exponential the
same does not hold for a diffuse light field. The angular distribution of upwelling light varies with
depth, e.g., [44], and K}, depends on the angular distribution of light and so may be expected to vary
with depth even for a homogeneous water column and without inelastic scattering—see Figures 9.5
and 9.6 of [3].

If a more appropriate non-exponential functional form can be found to represent the vertical
variation of radiance with depth, e.g., by characterising vertical variability from profile measurements
or from radiative transfer modelling [45], it is possible to modify Equation (3) to improve accuracy of
the extrapolation, as suggested by using Case 1 models in Appendix A of [26] and [46].

The difficulties of non-exponential variation of upwelling radiance with depth become greater in
waters or at wavelengths where the diffuse attenuation coefficient is high compared to the reciprocal of
the measurement depths, e.g., in turbid waters and/or at red and near infrared wavelengths.

The uncertainty estimate associated with Ky, can be validated by measuring K;,, at high vertical
resolution and close to the surface, e.g., from occasional shipborne campaigns.

2.2.2. Tilt Effects
The radiance sensors should be deployed vertically

Non-verticality of radiometers, e.g., caused by wave- or current-tilting of floating structures,
will give uncertainty in the measurements of both Eg+ and Ly, (z) because of the anisotropic nature
of the down- and up-welling light fields respectively. Therefore, it is necessary to measure the tilt of
radiometers using fast response inclinometers and perform appropriate filtering of non-vertical data
and/or averaging of data to reduce tilt effects.

The impact of tilt on ES+ measurements is discussed in [5].

Tilt can also affect the effective underwater radiance measurement depths, z;, which should
therefore be measured continuously, e.g., using pressure sensors close to the optical sensors.

Obviously, minimisation of tilt can be a consideration in the design or in the location of validation
measurement structures. As an example, the BOUSSOLE structure was designed to have low sensitivity
to swell. The mean tilt of the buoy was measured as 4° (with 4° of pitching) for a 4.6 m swell of period
5.2 s [25] and data is rejected for tilt greater than 10° [26].

2.2.3. Self-Shading and/or Reflection from Radiometer and/or Superstructure
The light field should not be perturbed by the measurement radiometer and platform

In practice, the light field that is being measured is itself perturbed by the presence of solid objects
such as the radiometers and the superstructure used to mount them. These perturbations are most
pronounced when the water volume being measured (roughly defined horizontally by radiometer
field of view and vertically by the diffuse attenuation coefficient, K} ,,) is in some way shadowed from
direct sun, although shadowing of downwelling skylight and side/back-reflection of down/upwelling
light also contribute to optical perturbations.

Shading can lead to either under- or over-estimation of Kj,, depending on relative impacts at the
depths z; and z».

As regards the radiometers, self-shading can be minimised by using a sensor with fore-optics of
small diameter compared to the mean free path of photons. This requirement becomes more challenging
at longer wavelengths, such as in the near-infrared where the water absorption coefficient is high.
A partial correction for self-shading effects for a radiometer with idealised geometry was proposed [47]
for a concentric sensor, tested experimentally [48] and further generalized, including shallow water
effects [49]. This correction requires measurement or estimation of IOPs.
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As regards the superstructure, self-shading can be minimised by limiting the cross-section of the
structure above the radiometers, e.g., by a sub-surface buoy [25] rather than surface buoy, and by
increasing the distance between structure and radiometer, e.g., by the use of horizontal arms. The use
of multiple redundant radiometers at the same depth but differently affected by superstructure
and/or the measurement of superstructure azimuth and the identification/correction [50] of possible
superstructure effects can also reduce superstructure shading uncertainty and/or be used to validate
uncertainty estimates.

2.2.4. Bio-Fouling
The fore-optics of the radiance sensors should be kept clean

In addition to sensitivity changes inherent to the radiometer, modification of the transmissivity
of the fore-optics can occur because of growth of algal films, particularly for long-term underwater
deployments. Such bio-fouling can be mitigated: (a) by the use of shutters and/or wipers (provided
the latter do not themselves scratch optical surfaces), (b) by use of copper surfaces and/or release
of anti-fouling compounds close to the optical surface, e.g., p15 of [28], or by ultraviolet (UV-C)
irradiation [51] (c) by limiting the duration of deployments between maintenance [26], (d) by monitoring
optical surfaces in some way;, e.g., occasional diver-operated underwater calibration lamps, e.g., p15
of [28], and (e) by regular diver cleaning of optics during the deployment.

In general, downward facing-sensors used to measure L, are much less prone to bio-fouling than
upward-facing sensors used to measure E 4 [52].

An accumulation of bubbles on the horizontal surface of the L, fore-optics would also affect data
and radiometers should be designed to avoid trapping of bubbles, e.g., by removal of any concave
shields or collimators used for some above-water radiance sensors.

Fouling of the above-water upward-facing Eg+ sensor is described in [5].

Residual uncertainty related to bio-fouling (taking account of any biofouling corrections, e.g., linear
drift) can be estimated by comparing post-deployment calibrations before and after cleaning and by
comparing pre-/post-cleaning operations by divers using a portable calibration source or by using L,
time series in stable conditions [53].

2.2.5. Depth Measurement
The depth of radiance measurements should be accurately known

The measurement equation implies that the depth of measurement is accurately known. For large
and permanent structures such as MOBY and BOUSSOLE, measurement of depth can be achieved
quite precisely using pressure sensors (including a simultaneous above-water measurement of
atmospheric pressure [54]) accounting for any time variation because of tilt and wave and current
effects. If fixed-depth measurements are used at shorter vertical length scales, e.g., in shallow lakes or
for measurement in high attenuation waters or wavelengths, depth measurements should be made
sufficiently accurate so as to not contribute significantly to overall measurement uncertainty.

2.2.6. Fresnel Transmittance
The Fresnel transmittance for upwelling radiance should be accurately calculated

The Fresnel transmittance, Tr, used to propagate upwelling nadir radiance across the water surface
in Equation (6), is often assumed to have a constant value of 0.543 in sea water, but does vary with
wavelength, salinity and temperature via the index of refraction of water—see also Section 2.1 and [33]
where improvements on use of a constant value and uncertainties associated with Tr are discussed.
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2.2.7. Temporal Fluctuations
Temporal fluctuations associated with surface waves should be removed

Measurements are averaged over a certain interval of time (see Section 2.1) to remove as far
as possible the fast variations associated with wave focusing/defocusing effects. Simulations can be
performed [39,41] to assess the effectiveness of different averaging approaches/time intervals and any
associated residual uncertainty.

If measurements from all sensors are not simultaneous the corresponding time corrections should
be made and residual uncertainty estimated.

2.3. Variants on the Fixed-Depth Underwater Radiometric Method

Section 2 has been written primarily for MOBY/BOUSSOLE-style systems where radiometers
are deployed at fixed underwater depths attached to a structure tethered to the sea bottom
in an approximately constant geographical location (notwithstanding possible small horizontal
movements associated with currents). Variants on this method, which are based on the same essential
measurement equation, are briefly discussed here.

While the MOBY/BOUSSOLE superstructures are designed with small optical cross-section to
minimise optical perturbations, buoys/platforms designed for other purposes, e.g., hydrographic
measurements or navigation-related structures, may also be used for underwater radiometric
measurements. The essential measurement equation and checklist of elements to be included in
the uncertainty budget remain the same, although measurement uncertainties associated with
superstructure shading will need to be very carefully assessed and will generally be much
more significant.

Fixed-depth measurements may also be made from ships, e.g., when using radiometers with
too slow a response time for fast vertical profiling. Again, the essential measurement equation and
checklist of elements to be included in the uncertainty budget remain the same, although measurement
uncertainties associated with ship shading/reflection will need to be very carefully assessed and will
generally be much more significant unless the radiometers are somehow deployed at a sufficient
distance from the ship.

At the time of writing, there are no known cases of multiple fixed-depth radiometric validation
measurements being made from a horizontally moving platform. In general, horizontally moving
platforms [24] (BioArgo, PROVAL, HARPOONS/Waveglider — see disclaimer at end before references)
can also move vertically and so use a measurement technique based on high vertical resolution profiling,
as described in Section 3.

The tethered attenuation chain colour sensors (TACCS) [55] is a variant on the fixed-depth
measurement, where a single underwater L,; measurement, made at 0.5 m depth, is supplemented by
a vertical chain of four downwelling irradiance sensors measuring E;(z) at multiple depths, in addition
ng measurement. The diffuse attenuation coefficient, Kg,, that is derived from
these E;(z) measurements is then used as an approximation of the K, that is needed to extrapolate
Lyn(—0.5m) to L, (07). In one implementation [12] the E;(z) measurements are made at a lower
spectral resolution that the L,, measurements, and Kg; must, therefore, be interpolated/extrapolated
spectrally. In other respects this variant on the fixed-depth underwater radiometry method has the
same sources of uncertainty as listed in Section 2.2, except that further uncertainties must be assessed
relating to the modelling of Ky, from Kg;, and the spectral interpolation/extrapolation of Kg;.

In some implementations a single measurement of upwelling radiance is made close to the
air-water interface [56]. The K, required to extrapolate to the surface is then not measured but is
either assumed zero or estimated using a model which takes the L, spectrum as input (potentially
repeated iteratively), giving a measurement uncertainty in both cases. In the optical floating system [57],
measurements were made within 2 cm of the surface in very calm conditions. Vertical extrapolation of
single depth near-surface measurements are discussed in Section 3E of [35].

to the usual above-water E

77



Remote Sens. 2019, 11, 2198

3. Underwater Radiometry—Vertical Profiles

Water-leaving radiance can also be measured using underwater radiometry based on vertical
profiling—see Figure 4. This method has frequently been used in supervised deployments from
ships [58] and can also be made from fixed platforms [43]. Theoretically, vertical profiling from a fixed
platform could also be automated and unsupervised, although in practice long-term deployments of
radiometers with moving underwater parts are vulnerable to mechanical failures. As an alternative,
unsupervised vertical profiles can be carried out from horizontally drifting platforms or “floats” [59,60],
as further described in Section 3.3.
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Figure 4. Schematic of underwater vertical profile measurements. This sketch shows deployment
typical of a free-fall radiometer tethered to a ship, although the method is generic and does not need
to be ship-tethered, e.g., could be tethered to a fixed offshore platform or moored buoy, or could be
untethered and horizontally drifting, while profiling.

The first vertical profile radiometric measurements were generally made from winches attached to
ships [61]. However, it is clearly important to avoid as far as possible optical (shadow/reflection) [62]
and hydrographic perturbations (ship wake, ship hull and propeller-induced mixing, bow wave, etc.)
from the ship as well as vertical motion of optical sensors due to ship motion. It has been recommended
to make measurements from the stern of a ship with the sun’s relative bearing aft of the beam at
a minimum distance of 1.5/Kj,, from the ship or at greater minimum distance when deploying off the
beam of a large vessel—see Section 2.2, p8 of [63].

A popular method for getting radiometers away from ship perturbations is to float radiometers
away a few tens of metres and then profile vertically using a specially-designed rocket-shaped free-fall
platform [64]. More recently a new “kite” free-fall design allows slower profiling, closer to the water
surface [54]. Remotely operated vehicles can also be used [65].

In view of such improvements in deployment hardware that have become commercially available
over the last 15 years it is likely that fiducial reference measurements will generally not be made from
shipborne winch deployments, although this is not formally precluded provided that the measurement
is supported by a careful uncertainty analysis covering all perturbations specific to the ship/deployment
method/water type combination, including, for example, measurements made at different distances
from the ship and/or 3D optical model studies.
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Vertical profiles can also be made from offshore structures, including fixed platforms,
e.g., the WISPER system on the Aqua Alta Oceanographic Tower (AAOT) [43], or moored buoys with
a vertical wire-mounted package. These structures have the advantage over shipborne winches of
reduced tilt of radiometers and reduced hydrodynamic perturbations, although optical perturbations
still need to be evaluated, e.g., by measurements made at different distances from the platform [66]
and/or 3D optical model studies [67].

3.1. Measurement Equation

The fundamental measurement equation is similar to that used for fixed-depth measurements,
except that measurements are now available for a range of depths z; < z < z; for estimation of the
vertical variation of L;,(z).

By definition of Ky, the diffuse attenuation coefficient for Lj;;:

Lun (Z/ tO) = Lyn (07/ t())li‘_ fﬂ Kuu(@)dz! (7)

where z is positive underwater and increases with depth beneath the surface (but retaining the notation
0~ for radiance just beneath the water surface) and ty is the time to which measurements are referred.
This gives, after natural logarithm transformation and reorganisation:

z

In[Lun(z, to)] = In[Lun(07, t0)] — fKLu(z’)dz’ 8)
0

If it is assumed that Ky, is constant with depth over the depth range of measurements and up to
the water surface, then this simplifies to:

ln[Lun (Z, to)} = ll’l[le (07, to)] - Kz )

Lyun (07, to) is then obtained from vertical profile measurements as the exponential of the intercept
of a linear regression of In[L,,(z, )] against z over a specified depth range.

Since measurements at different depths are made at slightly different times, ¢, the radiance
measurements are first corrected for any variations in above-water downwelling irradiance by:

EY* (o)
Lun (Z/ tO) = Lun (Z/ t) d

ESH (1)

(10)

Finally, the water-leaving radiance is obtained from L, (07, ty) by propagating the latter across
the water-air interface as in Equation (6).

A number of deployment and data-processing factors influence the quality of L, (07, to) derived
from measurements of Ly, (z,t):

e  Measurements should be made as close as possible to the air-water interface to minimise
the uncertainties associated with extrapolation from depth, particularly if there are vertical
gradients of inherent optical properties or for wavelengths/waters with high vertical attenuation.
Very near-surface measurements are complicated by waves, which affect radiometer tilt and
vertical positioning as well as the radiance field itself (focusing/defocusing). To deal with this,
new profiling platforms have been designed for very slow and stable sampling close to the
surface [54].

e  Sufficient measurements are needed for each depth (interval) to ensure that wave focusing and
defocusing effects can be removed, implying that profiling speed should be sufficiently slow,
adding to the time required to make a cast, a practical consideration, and the possibility of
temporal variation of illumination conditions, a data quality consideration.
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e The vertical profiling speed should be matched to the acquisition rate of the radiometers to ensure
that the depth z of each measurement can be determined with sufficient accuracy.

e  The depth range z; < z < z; chosen for data processing is “the key element in extracting accurate
subsurface data from in-water profiles” [68]. z; should be chosen sufficiently large to avoid
problems of near-surface tilt, wave focusing/defocusing and bubbles, but sufficiently small to
limit uncertainties associated with extrapolation to the surface, particularly for high attenuation
waters/wavelengths. Any depth interval with significant ship/superstructure shadowing must
also be avoided. In practice, the choice of depth range is generally made subjectively [11] because
of the difficulty to automate such thinking.

e  The depth range z; < z < 25 used in data processing can be wavelength-dependent (unlike for the
fixed-depth method of Section 2), e.g., using optical depth to set z, differently at each wavelength.

e Different mathematical methods used to perform the regression analysis for Equation (9) and
different methods for filtering outliers [69] may give quite different results. Such considerations
were analysed in detail in the Round Robin experiments documented by [11].

e  For measurements with significant temporal variability of ES* (t), some time filtering of ES* (t)
may be needed before application of Equation (10). For example, ES* (to) may be chosen as the
median of Eg+ (t) over the measurement interval or, for ship-induced periodic variability, ESJr (t)
may be first linearly fitted as function of t.

For profiling systems where the upcast is made by applying tension to a wire, only downcast
(“free-fall”) data is used to avoid irregular motion and high tilt.

3.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described here for the case of a profiling system
that is supposed to be fixed, or almost fixed, in horizontal space, e.g., tethered to a ship or an offshore
platform. Additional considerations to account for significant horizontal movements, e.g., from glider
platforms, are summarised in Section 3.3.

3.2.1. Non-Exponential Variation of Upwelling Radiance with Depth

The vertical variation of upwelling radiance between the highest measurement depth and the
air-water interface should be known

The essential assumption of exponential variation of L,y (z) from the measurement depth range
z1 < z < 7p tojust beneath the air-water interface is clearly an approximation of reality. This assumption
will cause uncertainties in conditions of near-surface optical stratification, inelastic scattering
(Raman, fluorescence) and variability of the angular distribution of upwelling radiance, as already
described in Section 2.2.1 for fixed-depth radiometry.

The uncertainty associated with non-exponential variation of Ly, (z) can be assessed for the
measurement range z; < z < zp by considering the goodness-of-fit of Equation (8), after suitable
filtering of temporal variability and taking account of realistic uncertainties. For 0 < z < z;, between the
measurement range and the surface, potential non-exponential variation of L, (z) can be assessed by
model studies [45]. If this non-exponential variation is already considered in the fitting methodology,
then the uncertainty is reduced to the residual uncertainty associated with the difference between the
true non-exponential variation of L, (z) and the estimated non-exponential variation.

Clearly z; should be kept as shallow as possible, within constraints of deployment,
tilt contamination and temporal variability, particularly if there may be near-surface stratification of
the water column.
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3.2.2. Tilt Effects
The radiance sensor should be deployed vertically

Non-verticality of radiometers, e.g., caused by wave-tilting of free-fall platforms or ship
winch-deployed frames, gives uncertainty in the measurements of L, (z, t) because of the anisotropic
nature of upwelling light fields. It is, therefore, necessary to measure the tilt of radiometers using fast
response inclinometers and perform appropriate filtering of non-vertical data and/or averaging of data
to reduce tilt effects [69].

The uncertainty associated with tilt effects can be estimated by reprocessing of oversampled
vertical profile measurements with different thresholds for removal of non-vertical data and by 3D
optical model simulations.

The impact of tilt on Eg* measurements is discussed in [5].

Obviously, minimisation of tilt should be a consideration in the design of deployment hardware.
Vertical profiles carried out from fixed platforms suffer less from such tilt effects. The “rocket-shaped”
free fall platforms may suffer from high tilt, particularly in near-surface waters and high wave
conditions. The new designs of “kite-shaped” profilers [70] and autonomous profiling floats [60] have
significantly reduced tilt.

3.2.3. Self-Shading from Radiometers and/or Superstructure
The light field should not be perturbed by the measurement radiometers and platform

In practice, the light field that is being measured is itself perturbed by the presence of
solid objects such as the radiometers and the superstructure used to mount them, as discussed
previously in Section 2.2.3 for fixed-depth underwater radiometry. For free-fall radiometer platforms,
the considerations and corrections discussed in Section 2.2.3 as regards self-shading from the radiometer
collector and from the mounting frame are relevant also for vertical profiling. For ship-tethered
free-falling radiometers with an off-centre L, sensor, azimuthal rotation should be controlled to have
the L, sensor on the sunny side.

Redundant deployment of two sensors at the same depth but on different sides of a profiling
platform can help identify and remove the data worst affected by platform shading. Knowledge of
platform azimuth with respect to sun can help assess such effects [60].

For ship- or fixed platform-deployed vertical profiling radiometers, superstructure shading/reflection
effects may be considerable and should be carefully limited, by maximising horizontal distance from
the structure. Uncertainties should be estimated, e.g., by radiative transfer modelling [67,71] and/or by
in situ measurements at different distances from the structure.

3.2.4. Bio-Fouling
The fore-optics of the radiance sensor should be kept clean

Supervised underwater radiometric measurements generally do not suffer from bio-fouling
provided that fore-optics are kept clean between deployments.

Fouling of the above-water upward-facing Eg+ sensor is described in [5].

Unsupervised fixed location vertical profiling measurements are rare but would suffer from
similar problems to those described in Section 2.2.4 for fixed-depth measurements.

Horizontally drifting vertical profiling systems (Section 3.3) may arrange to spend most time
at great depth to minimise bio-fouling [24]. Residual bio-fouling uncertainties (after any biofouling
correction, e.g. linear drift) can be estimated by comparing pre- and post-deployment calibrations,
although recovery of horizontally drifting systems is not always possible.
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3.2.5. Depth Measurement
The depth of radiance measurements should be accurately known

The measurement equation implies that the depth of measurement is precisely known by a fast
response and appropriately calibrated pressure sensor located close to the optical sensor. Any permanent
vertical shift between depth sensor and optical sensor must be corrected and any tilt-induced vertical
difference between depth and optical measurements must be included in the uncertainty estimate.
Accurate measurement of depth and associated uncertainties is needed, including referencing to surface
atmospheric pressure at the moment of profiling (pressure “taring”) and temperature-sensitivity of
pressure transducers—see Section 5.2 of [54].

3.2.6. Fresnel Transmittance
The Fresnel transmittance for upwelling radiance should be accurately calculated

As in Section 2.2.6.

3.2.7. Temporal Fluctuations
Temporal fluctuations associated with surface waves should be removed

The removal of temporal fluctuations in Ly,(zt), e.g., from wave focusing/defocusing is
complicated for vertical profile measurements because both the light field and the measurement depth,
z, vary with t, and because measurements may be affected by both natural variability (wave effects,
water variability) and by deployment-related variability (e.g., tilt and vertical wave motions).

If all other factors (above-water illumination, water optical properties) are assumed invariant
in time during the measurements, or suitably corrected, and Ly, (z,t) is assumed to be tilt-free after
filtering, then natural variability caused by wave effects [72] can be minimised by performing sufficient
measurements to allow adequate averaging. This can be achieved by slow profiling [54,73] or, if this is
not possible, by multicasting [68].

The uncertainty associated with all sources of temporal fluctuations must be estimated,
e.g., by testing alternative data processing options on oversampled measurements and by 4D optical
simulations [45]. Uncertainty estimates should be validated, e.g., by measurement intercomparison
exercises [12].

3.3. Variants on the Vertical Profiling Underwater Radiometric Method

Following on from the success of the Argo float network designed for physical oceanography,
a number of horizontally-drifting vertical-profiling radiometer platforms have been designed for
long-term unsupervised measurement of optical properties [24,59,60]. Such floats, when suitably
networked, allow for much better spatial coverage of the oceans (but not shallow seas or inland
waters). Typically, the radiometer will park at great depth during most of the day and night (to reduce
bio-fouling) and perform one or more vertical profiles per day (rising at about 4 cm/s to 10 cm/s or
slower), potentially timed to match the acquisition times of specific ocean colour sensors. Such systems
can also combine vertical profiling with near-surface fixed-depth ”drifting buoy” measurements,
thus falling within both Sections 2 and 3 of this document and allowing the vertical profile K,
measurements to be used for the near-surface single fixed-depth measurements.

The essential measurement equation and sources of uncertainty for such measurements are the
same as for other vertically profiling radiometers. As for all unsupervised measurements, biofouling,
particularly for the upward-facing Eg+ measurement [5], may be a significant source of uncertainty,
especially if the radiometer cannot be recovered for post-deployment calibration. On the other hand,
the possibility of diving deep limits exposure to biofouling.

In contrast to vertical profile measurements made from ships or fixed offshore structures, drifting
floats generally do not have a permanent above-water radiometer for Eg+(t) and so there will be
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an additional uncertainty associated with possible time variation of illumination conditions during the
vertical profile, although the latter may also be reduced by analysis of the E  (z, t) profile data [74].

Floats can also accommodate radiometers on horizontal arms and redundant radiometers to
provide additional constraints on sensor drift and shading by platform [60].

4. Above-Water Radiometry with Sky Radiance Measurement and Skyglint Removal

4.1. Measurement Equation

In above-water radiometry one or two radiometers are deployed above water from a ship or fixed
structure to measure (a) upwelling radiance, L, (0", 05, Ap), at a suitable viewing nadir angle, 9, < 90°,
and viewing azimuth angle relative to sun, Ag, and (b) downward (sky) radiance, L; (0", 180° — 0, Ag),
in the “mirror” direction which reflects at the air-water interface into the water-viewing direction—see
Figure 5.

E4(0+)

| 180°-6,

Figure 5. Schematic of above-water radiometry with measurement of sky radiance, L;, and removal
of skyglint radiance, L. Dashed arrows indicate that contributions to the skylight reflected at the
air-water interface come from directions that are not directly measured by the L; radiance sensor,
including possible contributions from the direct sunglint direction.

Then the water-leaving radiance in the water-viewing direction is estimated from the
measurement equation:

L (00, Ap) = L, (07, 00, Ap) = L (60, Ap) 11)

where the skyglint radiance, L,, which cannot be measured directly, is typically estimated as a multiple
of the downwelling sky radiance, Ly, by

Lr(60, Ap) = prLs(0", 180° - 6, Ap) (12)

where pr is a coefficient that represents the fraction of incident skylight that is reflected back towards the
water-viewing sensor at the air-water interface and is the Fresnel reflectance coefficient for a flat water
surface, or is called here the “effective Fresnel reflectance coefficient” for a roughened water surface.
The second part of this measurement Equation (12), which forms the basis of this protocol,
is adopted as a pragmatic way of estimating and removing the upwelling radiance that originates
from reflection at the air-water interface. However, it is well understood that such radiance may
originate from portions of the sky dome other than the portion that is actually measured, as defined
by (180° — 6,, Ap) and the field of view of the L; radiometer. L, may include reflection of direct sun
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glint—see Figures 1 and 2 of [75] and Equation (1) of [76]. This is discussed further in Section 4.2.1.
In reality, the right hand side of (12) is an approximation of the convolution of sky radiances for
the full hemisphere with the wave slope statistics, defining the probability of encountering a part of
the air-water interface that reflects specularly into the direction (60, A@), and the Fresnel reflectance
coefficient for the corresponding incidence angle—see Chapter 4 and Equation (4.3) of [3] or Equation (3)
of [77] for a complete description.

In the case of a flat water surface with only specular reflection processes (i.e., no whitecaps or
other diffuse reflection processes) and with unpolarised downwelling light, and for an infinitesimally
small sensor field of view, pr is simply given by the Fresnel reflectance equation and is plotted in

Figure 6:
_ 1|[sin(6,-6) 2 tan(0y — 6;) 2
pr(0o) = E{Lin(ev " Qt)] + [m”(ev " et)] } (13)

where 0y is the viewing nadir angle (“above-water incidence angle”) and 0; is the angle of light
transmitted to below water after refraction:

0 = 180° — sin™1(sin6y /1) (14)

where 11, is the index of refraction of water with respect to air and is often approximated by the value
1.34 but does also vary with salinity, temperature and wavelength [3].
For nadir-viewing, 8, = 0, and Equation (13) is replaced by:

nw—l)2
ny + 1

pr(0) = ( (15)
The nadir viewing angle variation of pr is illustrated for this flat-water surface and for modelled

wavy water surfaces in Figure 6.
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Figure 6. Effective Fresnel reflectance coefficient, pr, as function of viewing nadir angle, 8,, for the flat
water case (Fresnel reflectance given by Equation (13)) and for a wind-roughened surface, modelled [75]
at 10° intervals for A = 550 nm, 6y = 30°, and various wind speeds, W, for L, with relative viewing
azimuth angles, Agy.

In reality:

e The water surface is not flat but is a wavy surface [32] implying that (a) the portion of sky reflected
into the water-viewing direction may come from directions other than L; (0", 180° — 0y, Ap) [75],
and that (b) the incidence angle required for calculation of the Fresnel coefficient is different from

84



Remote Sens. 2019, 11, 2198

0y, with spatial variation of the incidence angle within the sensor field of view that increases with
wave inclination.

e  The downwelling light is not unpolarised, but, particularly for the molecularly scattered “Rayleigh”
component at 90° scattering angle from the sun, may be strongly polarised [78].

e Some radiometers have a field of view that can be quite significant, e.g., >10°, meaning that the
measurements L9 (07, 0, Ap) and Ly(0",180° — 0y, Ap) are weighted averages over a range of
viewing angles (0, Ag) and the model for pr may need to account for different incidence angles
even for a flat water surface.

These considerations are dealt with in detail in the following Sections and their references.

As regards the classification of methods for measuring Ly, it is suggested here to drop the
Method1/2/3 above-water radiometry classification used in the NASA Ocean Optics 2003 protocols [79]
mainly for the ES* measurement and in future classify the above-water L,, measurements according to
viewing geometry, measuring radiance with:

e  Viewing nadir angle, e.g., 8, = 0° (pointing towards nadir) or 8, = 40° or “other”.
e  Viewing relative azimuth angle to sun for off-nadir measurements, e.g., Ap = 90° or Ap = 135°
or “other”.

and
e The method used to estimate skylight reflected at the air-water interface.

In general nadir-viewing is avoided because of the high uncertainties associated with skyglint
removal in geometries close to sunglint [75] and because of difficulties in avoiding optical perturbation
from the ship/platform. However, there may be situations where nadir-viewing can be acceptable
(e.g., mirror-flat lakes, sensors deployed well above water surface from an optically small structure,
high sun zenith angle) provided that uncertainties are careful assessed and validated.

The measurement of polarized upwelling radiance [80,81] is considered as a variant of the
above-water L, method — see Section 4.3.

In view of the quite different measurement uncertainties, the skylight-blocked approach
(SBA) [76,82] is treated in the separate Section 5.

Temporal Processing of Radiance Measurements

Measurement of both sky radiance and water radiance involves time integration for each
individual measurement and replicate measurements which are subsequently processed to yield a single
value for L_u(0+, 6y, Ap) and L_d(0+, 180° — 0y, Ap) where the overbar represents the multitemporal
measurement, typically called “time-average”, although the temporal processing may be different from
a mean average and will generally involve prior outlier removal or time series based quality control.

The integration time depends on the radiometer concept and the brightness of the target.
Filter-wheel radiometers generally measure fast, typically at many hertz, whereas spectrometer-based
systems may be fast, e.g., 8 ms to 32 ms, for bright targets such as the sky, but much slower,
e.g., integration time of 1 s to 4 s, for darker targets such as water.

For the sky radiance measurement, L_d(0+, 180° — 0y, Ap), a small number of replicate
measurements should be sufficient. If the sky conditions are good (clear blue sky) then 3 to 5
replicates should be sufficient to establish this and provide a mean average and standard deviation for
this parameter. If the sky conditions are not good (e.g., scattered clouds and/or partially obscured sun)
then this will also be immediately apparent from even a low, e.g., 3 to 5, number of replicates either in
the standard deviation or in the magnitude of L;/ E2+ at 750 nm, which will be much higher than that
of an ideal sky model, see Web Appendix 1 of [22].

For the water radiance measurement, L_u(0+, 6y, Ap), a much larger number of replicate
measurements is needed because of the rapid and large temporal variations associated with surface

85



Remote Sens. 2019, 11, 2198

gravity waves. These variations include the darkening/brightening effect of large surface gravity waves
oriented towards/away from the sensor (because of air-water interface reflectance differences and/or
reflection of brighter/darker portions of the sky) as well as the very bright, small and fast sunglint
“flashes” from specular reflectance of direct sun at suitably oriented capillary wave facets, particularly
when viewing at low 0, — 0y, low Ap and for high wave amplitudes. The temporal processing of
L,(0%, 65, Ap) measurements should also depend on the integration time of each measurement and
may be linked to the method for estimation of pr. For example, a temporal processing method has
been used for a rapidly sampling, small field of view radiometer that retains the minimal values
of L, (0%, 0y, Ap) over a number of replicates and uses a flat sea model for pr using the principle
that sunglint flashes and brighter waves can be resolved and eliminated by the minimum filter [83].
A different approach was suggested [75] for the case effectively of a slowly sampling radiometer
where the contributions of different wave facets cannot be isolated but are effectively averaged in time
(and possibly space, depending on the field of view and distance from the water surface) for each
individual L, (0", 0y, Ap) measurement. In the latter case a quite different value of pr may be required
from that of the flat water surface model of Equation (13)—see Figure 2 of [84].

4.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

4.2.1. Estimation of Reflected Skylight
Upwelling radiance from reflection at the air-water interface (skyglint/sunglint) should be removed

The most critical aspect of above-water measurements of L lies in the removal of skylight
reflected at the air-water interface, represented by the coefficient pr in Equation (11). For waters or
wavelengths where R,s is low, the right-hand side of (11) can be the difference of two values which
are much larger than the left hand side. For example, in clear waters in the near infrared, L, may
be negligibly small whereas L, (0", 6, Ap) and prL; (0", 180° — 6, Ap) are not. Any uncertainty in
pr is then greatly amplified when taking the difference. It is important to note that the uncertainty
on prLy (07, 180° — 6,, Ag) is an absolute uncertainty for L;, [22] that is unrelated to the value of Ly,
itself and so becomes more important in relative terms as L;, decreases. This is in contrast to most
radiometer-related uncertainties (calibration, EBJr cosine response, radiometer thermal sensitivity,
etc.) which are relative uncertainties that can be expressed as a percentage of the desired parameter,
Ly or Ryg.

In view of the importance of estimating L, or the product prLs (0", 180° — 0y, Ap) there is quite
large diversity of approaches. In the crudest approach, pr is simply taken from the flat sea Equation (13)
and therefore generates large uncertainties that may be strongly positively biased for L,,. For waters
with low red or near infrared reflectance, a further “residual” correction may be applied [85], assuming
that L, = 0 for a suitable wavelength, Ao, and that L,(0,, Ap) has spectral variation given by
Ly(0F, 180° — 6y, Ap).

Such an approach may also be used in highly absorbing waters at both ultraviolet and near
infrared wavelengths to provide two fixed points at each extreme of the spectrum for a full spectrum
construction of L,(0,, Ag) [86].

For brighter waters, a wavelength Ay with negligible L, may not exist and, in an approach
analogous to turbid water aerosol correction algorithms, a “turbid water” residual correction was
proposed [87] based on measurements at 715 nm and 735 nm. This approach was generalised for
any pair of near infrared wavelength [88], but was suggested for use in quality control/uncertainty
estimation rather than data correction.

Scalar radiative transfer simulations were carried out [75] to establish pr as function of sun and
viewing geometry (6, 0,, Ap,) and wind speed at a height of 10 m above the water, W, assuming
a Cox-Munk relationship [89] between surface wave field and wind speed. In general, the directionality
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of the wave field (in particular the azimuth angle between wind direction and sun) is not accounted
for when applying such corrections, although variability with wind direction has been observed [89]
and this directionality may affect data [40]. In the case of fetch-limited inland waters W will typically
be set to zero or a small value, since the Cox-Munk relationship will not apply. Similarly in overcast
conditions (not very relevant for satellite validation) the dependence on surface wave field and/or
W is also less strong and a constant value of pr = 0.028 has been proposed [75]. The table of values
calculated for pr as function of (6, 0y, Ap,) and W is provided for download at [90], together with
an updated table including polarisation effects [91], as described below.

It has been noted [76] that, since contributions to L,( 6,, Ap) arise from different portions of the
sky (including direct sun) when the surface is not perfectly flat, these will have different spectral shapes
from the L;(0", 180° — 0,, Ap) that is measured. This effect is not accounted for in the simulations
of [75] where the model assumes the same colour of the sky in all directions.

Sky radiance measured over small inland waters may include a component of light which has
been scattered by land and then further backscattered in the atmosphere, giving, near vegetated land,
a stronger near infrared contribution than typical oceanic skies [92].

For measurements made in inland waters very close to trees or in the vicinity of steep mountains,
the sky radiance measurement may even include directly light from objects that are not sky—such
problems could be mitigated by choosing the most favourable of the two possible relative azimuth
angles (left or right of sun) although it will clearly be very challenging to make good measurements in
such circumstances of highly anisotropic downwelling “skydome” hemisphere.

It has been shown that pr is, in reality, significantly lower than that in the simulations of [75]
because the downward radiance is not unpolarized [93]. This effect is particularly strong when
viewing near the Brewster angle of about 53°. Further simulations do take account of such polarisation
effects [91,94] and the impact of aerosols, showing the further dependency of pr on aerosol optical
thickness [95]. Other simulations take account of polarisation effects and also demonstrate that quite
different mean surface slopes and hence quite different surface reflectance factors can arise from a single
wind speed [40].

In one study, also taking account of polarization, the sunglint and skyglint components of
light reflected at the air-water interface are treated separately [77]. In that formulation, the reflected
light is still modelled as a multiple of the measured incident skylight in the sky-viewing direction,
Ls(07, 180° — 0y, Ag), but the air-water interface reflection coefficient, pr, is split into two reflection
coefficients, psun(/\), and Psky(/\) representing respectively the sunglint and skyglint contributions.
Although these coefficients are considered as “spectrally varying” in that paper it is noted that this
“spectral variation” is a model to correct for the fact that the L; (0", 180° — 6,, Ap) measurement is not
representative of the spectral variation of sky radiances from all portions of sky (including direct sun)
that are reflected towards the water-viewing sensor. The true spectral variation of the flat sea Fresnel
coefficient, because of salinity and temperature related variation of the refractive index of water, is less
significant (but also accounted for in that study). Using this decomposition of L,(6,, Ap) into skyglint
and direct sunglint components [77], the spectral variation of the latter follows the spectral radiance of
the direct sun radiance, which is clearly different from the measured sky radiance L; (0", 180° — 05, Ag)
and may be closer in spectral variation to that of the measured downwelling irradiance, Eg*.

The effective air-water interface reflection coefficient, pr, has been modelled for a continuum of
viewing nadir and azimuth angles, sun zenith angles and wind speeds [84]. The impact of aerosol
optical thickness on pr was demonstrated and it was recommended that above-water radiometric
measurements be accompanied by measurements of aerosol optical thickness.

In a way that is analogous with the development of full spectrum coupled ocean-atmosphere
modelling in satellite data atmospheric correction algorithms, more complex schemes have been
proposed for taking account of the expected spectral shapes of L, and prLy(07,180° — 6,, Ap).
e.g. [96].
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For hyperspectral measurements it has been proposed [97] to use the fact that R, can be expected
to be spectrally quite smooth whereas both L, (0", 6,, Ap) and ppL; (0", 180° — 6,, Ag) are affected
by atmospheric absorption features. Thus pr can be constrained or estimated as the value that will
yield a spectrally smooth Rys.

While there have been many recent and diverse developments for the removal of skyglint in data
post-processing, the acquisition geometry of 0, = 40° viewing angle for the water and 180° — 0, = 140°
viewing angle for the sky observations, as proposed in [75] and endorsed by [79], remains a very
robust and practical approach: viewing angles below 40° are more often associated with the impact
of sunglint effects [84], while at viewing angles larger than 40° the reflectance coefficient becomes
more sensitive to the small changes of the viewing angle as clearly follows from Figure 6. In addition,
for moderate wind speeds the impact of aerosol optical thickness and polarization on the reflectance
coefficient is typically smaller than for other viewing angles [84]. The azimuth angle for the water and
sky observations should be closely monitored and should be the same for both measurements because
of the significant azimuthal gradient of the sky radiance [84].

Using a hyperspectral imaging camera, relative uncertainties for L, have been estimated arising
from L, correction for the spectral range 450 nm to 900 nm and for viewing angles 20° to 60° as
a function of wind speed [84]. These uncertainties are most critical at blue wavelengths for waters with
low blue reflectance, typical of coastal waters, where L, /Ly, is greatest. That study [84] also showed
that both water and sky radiance measurements are not sensitive to the field of view (FOV) of the
optics for FOV between 4° and 31.2° for measurements made at between 6 m and 8 m above water
level with integration time 20 ms to 50 ms for a wind speed of 5.6 m/s.

If L, and L; are measured with different radiometers, e.g., as in the implementation of [22], then the
differences between the radiometer sensitivities as a function of wavelength will add some measurement
uncertainty for the spectrally-binned L, —this is often visible in hyperspectral measurements where
narrow and strong atmospheric absorption features, such as oxygen absorption near 762 nm, lead to
“blips” in Ly or Rys spectra.

In view of the wide diversity of approaches for estimation of pr [98] and continued research into
methodological improvements, the present document does not intend to prescribe a single protocol
for estimating L,( 6y, Ap) or pr in FRM measurements. In fact, for most data acquisition protocols,
different methods for estimating pr or L;( 0y, Ap) can be applied in post-processing and could be
applied to historical data. Rather the approach of the current document is merely to insist that the
uncertainties of any approach be thoroughly estimated and validated.

One method for estimation of uncertainties associated with L,(0,, Ap) removal is to consider
the spectral consistency of Rys(0y, A@) in the near infrared. For clear waters and at sufficiently long
wavelength R,s can be assumed zero and any offset in measurements can be used as an estimator
of total measurement uncertainty, provided this information has not already been used to perform
a “residual correction” of data—this approach was suggested by [99], although in their study the
uncertainty was expected to come more from ship perturbations (Section 4.2.3) than from L,(0,, Ap)
removal. The approach was extended [88] for moderately turbid waters, where R;s is non-zero in
the near infrared, but adopts a spectral shape determined primarily by the pure water absorption
coefficient [22].

4.2.2. Tilt and Heading Effects

Radiance measurements should be made at exactly the prescribed viewing nadir and relative
azimuth angles

The uncertainty in the pointing angle of radiometers used for measuring both L, (0", 0, Ap) and
Ly(0", 180° — 65, Ap) must be propagated through to give an uncertainty for Ly, (0, Ap).

When operating from boats inaccuracies in pointing angle may arise from (a) the initial setup and
levelling of radiometers for the “at rest” balancing of the boat, and any resetting that is required during
a campaign, e.g., because of changes in boat balance (ballasting, fuel and water tanks, deployment
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of equipment overboard by crane, etc.) and; (b) pitch and roll, which may easily reach 10° or more
in heavy sea states or for small boats. Above-water radiometry from most fixed platforms is not
significantly affected by wave- or wind-induced tilt and angular accuracy of <1° is easily achieved
with a rigid structure, but can be exceeded for a flexible mast.

The impact of tilt can be estimated and reduced by: (a) measuring the inclination of the radiometers
or the mounting platform/ship with a fast response well-calibrated inclinometer and removing all
data where tilt exceeds a user-defined threshold; and (b) calculating the mean average and standard
deviation of a time series of replicate measurements.

For the L,(0", 0,, Ap) measurement, tilt, particularly any setup angle error, will affect the
effective angle of data for L, (65, Ag) and hence any bidirectional corrections that may subsequently be
applied to reproject data to nadir-viewing or to the satellite-viewing geometry. However, the related
uncertainties will generally be low provided that data are sufficiently tilt-thresholded before processing.
Tilt will also affect the effective incidence angle for calculation of the effective Fresnel reflectance,
particularly for high wave conditions and when viewing at high viewing nadir angle such as >40°.

While pointing away from the sun azimuth minimizes the azimuthal variation of effective Fresnel
reflectance, the deviation between nominal A@ and actual A provides an additional source of
uncertainty. The actual Ag should therefore be measured, typically using a magnetic compass and
modelled sun azimuth angle for shipborne measurements. For unsupervised deployments a reference
azimuth is generally set during installation by sun-pointing and is regularly checked.

For the L;(0", 180° — 6,, Ap) measurement, tilt will result in a different portion of the sky
being measured from the sky that is effectively reflected by the air-water interface into the
water-viewing sensor.

4.2.3. Self-Shading from Radiometers and/or Superstructure
The light field should not be perturbed by the measurement platform

Measurements from boat- and platform-mounted water-viewing radiometers may be contaminated
by optical perturbations from the boat/platform. These perturbations are most pronounced when
the water volume being measured is in some way shadowed from direct sun, although shadowing
of downwelling skylight and reflection of downwelling light from structures also contribute to
optical perturbations.

For the above-water optical perturbations to E;, one can imagine operating a fish-eye camera
pointing vertically upwards from the water surface at the centre of the radiometer field of view—see
Figures 2 and 3 of [5] except that, in the context of impact on the L;, measurement, the location for
such photos is the water surface target. Anything in the hemispherical picture that is not the sun/sky
represents an optical perturbation, that will be wavelength-dependent and may be either positive or
negative, e.g., blue sky replaced by part of the ship. This effect is most important for objects close to
zenith because of their greater contribution to the cosine-weighted integral of E; (see Equation 2 of [5]),
for objects close to the sun where sky radiance is greatest and for objects which occupy a large solid
angle of the sky.

The ship/platform may also throw a shadow (or reflections) that affect the underwater light
field and hence Ly (6,, Ap), particularly in clear waters and/or for wavelengths with low diffuse
attenuation coefficient.

Optical perturbations from the ship/platform are generally reduced in the system design by:

1.  Mounting the water-viewing radiometer as high as possible, e.g., on a telescopic mast [100,101];

2. Choosing the radiometer mounting position to limit optical perturbations, e.g., at the prow of
a ship, facing forward [22,102] or at a corner of a fixed offshore platform [103];

3. Viewing at a moderate nadir angle, because low nadir angle viewing generally implies that the
ship/platform will be closer to the water target and will occupy a larger solid angle of the sky as
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seen from the water surface (but too large nadir angle will increase uncertainties associated with
effective Fresnel reflectance calculation); and

4.  Considering the viewing azimuth angle as a compromise between avoiding sunglint (need high
Ag—see Section 4.2.1) and avoiding direct shadow (need not too high Agy).

Finally, the ship/platform may also affect the surface roughness and effective pr described in Section 4.2.1
by wind-shadowing so that the measured wind speed no longer represents the wave field producing
sunglint/skyglint.

Optical perturbations caused by the radiometers themselves are generally not a problem unless
the radiometers are operated very close to the water surface, e.g., within 1 m.

Uncertainties associated with optical perturbations can be assessed by 3D optical simulations [67],
by making measurements at different distances from the ship/platform and/or by very high resolution
satellite/aircraft/drone measurements.

4.2.4. Bio-Fouling and Other Fore-Optics Contamination
The fore-optics of the radiance sensor(s) should be kept clean

In addition to sensitivity changes inherent to the radiometer, modification of the transmissivity of
the fore-optics can occur because of deposition of atmospheric particles and/or water (rain, salty sea
spray) and/or bio-fouling from animals (spiders, insects, birds, etc.) on the fore-optics or associated
collimator tubes.

Such contamination can be easily avoided by regular checking and cleaning of the fore-optics in
supervised deployments, but may be problematic for long-term unsupervised deployments, particularly
for the upward facing L d(0+’ 6y, Ap) sensor. Sea spray can leave a salty deposit on fore-optics and can
be reduced by mounting sensors sufficiently high above the sea surface.

For long-term unsupervised deployments fore-optics contamination can be significantly reduced
by parking the radiometer facing downwards (e.g., CIMEL/Seaprism approach) when not measuring
and during periods of rain, as detected by a humidity sensor. Collimator tubes or other concave
shielding of the fore-optics may also help reduce fore-optics contamination, e.g., from sea spray,
but may provide attractive shelter to spiders and insects.

The uncertainty related to bio-fouling and other foreoptics contamination can be estimated by
comparing post-deployment calibrations before and after cleaning.

4.2.5. Temporal Fluctuations
Temporal fluctuations associated with surface waves should be removed

Measurements are averaged over a certain interval of time to remove as far as possible the
temporal variations associated with surface gravity waves—see Section 4.2.1. Variations in illumination
conditions, e.g., clouds/haze passing near the sun, or in cloudiness of the portion of sky that reflects
into the water-viewing sensor, can be detected in time series of replicates and the associated data can
be rejected if a user-defined threshold of variation is reached.

If L d(0+’ 180° — 0y, Ap) and L, (0", 05, Ap) are measured with the same radiometer then
illumination changes between these two measurement times should be monitored, e.g., via continuous
E,(0%) measurements.

Uncertainties associated with any temporal fluctuations of illumination conditions (both the direct
sun and the sky in the sky-viewing direction) that pass the time series quality control can be quantified
by simple model simulations.
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4.2.6. Bidirectional Effects
The viewing geometry (nadir and relative azimuth angle to sun) should be accurately known

The difference between satellite and in situ viewing directions and associated BRDF corrections,
as mentioned in Section 1.2 is outside the scope of the present study and warrants a study of its
own, although it is noted here that off-nadir angles, e.g., 0, = 40°, are generally used in above-water
radiometry. BRDF corrections from off-nadir to nadir-viewing geometries are more significant in
optically shallow waters.

4.2.7. Atmospheric Scattering between Water and Sensor
The atmospheric path length for scattering between water and sensor should be negligible

Atmospheric scattering (or absorption) can occur between the water surface and the radiance
sensor introducing an error in the L, measurement. In practice this is often ignored because the
deployment height is typically only a few metres. However, for completeness in the FRM context
and particularly when deployments are made from high masts (to avoid superstructure and shading
effects), the uncertainty associated with atmospheric scattering between water and sensor should
be estimated.

4.3. Variants on the Above-Water Radiometric Method

In addition to the various viewing geometries that have been used for above-water
radiometry, one important protocol variant was introduced [80] and further developed [81],
for the SIMBAD/SIMBADA radiometers with a vertically polarising filter placed as fore-optics
and a measurement protocol with 6, = 45° and A¢ = 135°. This design allows dramatic reduction
of the magnitude of L,(6,, Ap) and hence associated uncertainties, provided that the polarising
filter can be adequately calibrated and the residual polarised component of reflected skyglint can be
adequately modelled.

Above-water measurements could also be made for multiple nadir and azimuth angles, e.g., from
a robotic pointing system or from an imaging camera system [104].

It is entirely feasible to combine both polarised and unpolarised measurements of L, (07, 64, Ap),
e.g., in a filter-wheel radiometer or by mounting in parallel radiometers with and without polarising
filters [105]. The main component of skyglint can be effectively removed for a range of viewing angles
by use of a vertical polarizer [106]. However, small background noise still exists because of different
orientations of the wave facets and the sunglint is not well removed by a vertical polariser because
polarization is in a different plane. The partial polarization of L, itself needs to be considered in
such techniques.

Theoretically above-water radiometric measurements could be made for satellite validation
from low altitude airborne platforms such as tethered balloons or drones, which would have
advantages in terms of reducing optical perturbation by increasing distance from the water surface.
However, in practice, the control of viewing geometry (platform stability) and logistical considerations
(power supply, cleaning, maintenance) seems to preclude significant use of such platforms for
unsupervised measurements at present.

5. Skylight-Blocked Approach

5.1. Measurement Equation

In view of the potentially large uncertainties which may arise from the skyglint correction of
above-water radiometry (Section 4.2.1), the SBA was suggested [76,107,108] and further developed [82].
In this approach the upwelling radiance measurement is made with a radiance sensor to which
an extension cone or cylinder is added so that the tip of the cone/cylinder lies fully beneath the
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air-water interface but the sensor fore-optics remains in air—see Figure 7. A photograph of an actual
deployment can be found in Figure 2 of [82].

E,(0+)

&+

L, (0+)

Figure 7. Schematic of above-water radiometry with skylight-blocked approach. Note that the
radiometer fore-optics are in air, but the radiometer body is extended with a cone or shield (black lines)
that extends below the water surface, ensuring blocking of skylight reflection.

With this approach there should be no skyglint reflected at the air-water interface and the
measurement equation is simply given by:

L (00, Ap) = L,(07, 05, Ap) (16)

This measurement can be made for the nadir-viewing direction, 6, = 0, typically from a buoy
which is floated away from a ship or tethered to a mooring, but other configurations are possible
(see Section 5.3).

Measurement of water radiance involves time integration for each individual measurement and
replicate measurements which are subsequently processed to yield a single value for L, (0%, 6,, Ap)
where the overbar denotes the multitemporal measurement, typically called “time-average”, although
the temporal processing may be different from a mean average.

The integration time depends on the radiometer design and the brightness of the target. Filter-wheel
radiometers generally measure fast, typically at many hertz, whereas spectrometer-based systems may
be much slower, e.g., integration time of 1 s to 4 s, for dark targets such as water.

5.2. Protocol-Dependent Sources of Uncertainty

The protocol-related sources of uncertainty are described in the following subsections.

5.2.1. Self-Shading from Radiometers and/or Superstructure

The underwater light field should not be perturbed by the measurement radiometer, sky-blocking
cone and platform

The skylight blocking cone/shield is designed to fully block all downward radiance at the air-water
interface so that the reflection of skylight from the air-water interface is zero with zero uncertainty
provided that there are no internal reflections within the cone and from the sensor fore-optics. However,
in practice the cone/shield and radiometer will also block sun and skylight illuminating the water
volume that is being measured. This (spectrally-dependent) uncertainty, also called self-shading,
needs to be evaluated and will depend on:

e  Diameter of the cone/shield (preferably small);
e Angular variation of downwelling radiance (preferably high sun zenith angle);
e  Inherent optical properties of the water (preferably low absorption);
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e  Distance of the cone beneath the air-water interface (preferably very small compared to a vertical
attenuation length scale).

The first three parameters are similar as for the process of radiometer self-shading for underwater
radiometry [47]. Minimisation of the distance of the cone beneath the air-water interface depends on
surface wave height and stability of the deployment platform and should be measured or estimated.
Outliers caused by waves can be removed during data processing.

The uncertainties associated with self-shading using this protocol have been estimated by [109],
who propose also a scheme for correcting for these effects.

Further contamination of measurements may arise from optical perturbations from the deployment
platform, typically a buoy floated away from a ship to a distance sufficient to ensure no optical
contamination from the ship itself. Clearly the water volume being measured should not be in the
direct sun shadow of any deployment platform (buoy). This can be achieved by duplicate radiometers
on opposite sides of a buoy, one of which will always be outside the direct sun shadow. Measurement
of the azimuthal rotation of the deployment structure with respect to sun will facilitate estimation
of the uncertainty relating to optical contaminations. Figure 4 of [109] shows, from 3D Monte Carlo
simulations of the structure, that azimuthal dependence of self-shading is low provided that direct sun
shadow is avoided.

Even if outside the direct sun shadow the deployment structure will to some extent modify the
downwelling radiance field illuminating the water volume. Consequent uncertainties can be estimated,
as for the other methods (Section 2.2.2), by 3D optical modelling, by high-resolution imagery (e.g., from
drone-mounted cameras) or by experiments with radiometers held at different distance from the
deployment structure.

5.2.2. Tilt Effects
The radiance sensor should be deployed vertically

Any variation in the pointing angle of the radiometer (“tilt”) must be considered to give
an uncertainty for Ly, as for fixed-depth underwater measurements—Section 2.2.2.—but using here the
above-water angular variability of L;,. Typically a tilt threshold will be set for acceptable measurements
and the associated uncertainty can be assessed from model simulations.

5.2.3. Bio-Fouling and Other Fore-Optics Contamination
The fore-optics of the radiance sensor should be kept clean

Since this protocol involves a downward-facing sensor with shadowed fore-optics, bio-fouling
from algae is not expected to be a major problem, even for unsupervised deployment—see also
Section 2.2.4 for fixed-depth underwater radiometry.

More problematic may be the possibility of water droplets reaching the fore-optics, which is
supposed to be in air. For seaborne deployments, salt water reaching the fore-optics may leave a salty
deposit. This can be particularly problematic in high sea state, but can be limited by choice of a stable
deployment platform [82] and a sufficiently long and air-tight cone/shield (subject to radiometer field
of view constraints). In addition, for supervised deployments, a small brush can be used to clean the
fore-optics regularly.

The uncertainty related to any foreoptics contamination can be estimated by comparing
post-deployment calibrations before and after cleaning.

5.2.4. Temporal Fluctuations
Temporal fluctuations associated with surface waves should be removed

Measurements are averaged (after quality control) over a certain interval of time to remove as far
as possible the fast variations associated with natural variability (wave focusing/defocusing—see also
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Section 2.2.7), and with surface gravity waves, which may affect the depth of water in the shield/cone
(Section 5.2.1).

Variations in illumination conditions, e.g., clouds/haze passing near the sun, can be detected in
time series of Ly, / E2+ or E2+ and the associated data can be rejected if a user-defined threshold of
variation is reached. Uncertainties associated with any rapid fluctuations of illumination conditions
that pass the time series quality control can be quantified by simple model simulations.

5.3. Variants on the Skylight-Blocked Approach

The SBA protocol could be used with various radiometers, shields/cones and deployment methods
(buoys, etc.). The preceding subsections are thought to be sufficiently generic to cover these variants.

6. Conclusions

6.1. Summary of the State of the Art

This paper reviews the current state of the art of protocols for the measurement of
water-leaving radiance for validation of satellite remote-sensing data over water in the FRM context.
This review focusses particularly on protocol-related elements of the measurement uncertainty budget.
These aspects of the protocol are discussed with reference to documented studies and guidelines are
provided on how to estimate such uncertainties, e.g., design of experiments and/or model studies.

Four basic measurement protocols have been identified:

e Underwater radiometry using fixed-depth measurements (“underwater fixed depths”);

e Underwater radiometry using vertical profiles (“underwater profiling”);

e Above-water radiometry with sky radiance measurement and skyglint removal (“above-water”); and
e On-water radiometry with optical blocking of skylight (“skylight-blocked”).

These protocols are summarized in Table 1 as regards equipment, protocol maturity, automation
aspects, and challenging waters/wavelengths.

In this review we have tried to cover a very wide range of potential environmental conditions
and a rather generic consideration of the four basic protocol families. For example, the MOBY and
BOUSSOLE systems are obvious models for the underwater fixed-depth method and are both operating
from floating platforms in deep, oligotrophic “case 1” waters with high performance and high cost
infrastructure and instrumentation. However, the fixed-depth protocol can be applied in very different
circumstances such as in very shallow inland waters (with much closer vertical spacing of radiometers)
or from fixed platforms (with negligible tilt). Similarly, the AERONET-OC system is an obvious model
for above-water radiometry and is characterised by fixed, offshore platforms with negligible tilt and
no azimuthal rotation (of the platform itself). However, the above-water protocol can be applied in
very different circumstances, e.g., from ships, or even small boats, with tilt and azimuthal rotation.
The overview of protocol-related uncertainties given in Table 2, therefore, refers to the generic protocol
rather than to any of these specific implementations.
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6.2. Underwater or Above-Water Measurement?

So which is the best approach to use? A newcomer to the field of water radiance measurements
will typically be confronted with important decisions for:

e  purchasing radiometers and associated equipment;

e purchasing, renting or arranging access to a deployment platform such as a fixed structure
(offshore platform, jetty, pier, buoy, etc.), a ship (research vessel, small boat, passenger ferry
“ship of opportunity”, etc.), a drifting underwater platform, or even a low-altitude airborne vehicle
(tethered balloon, drone, etc.); and

e  training and financially supporting staff to make the measurements (if supervised) or to setup and
maintain and monitor the measurement system (if unsupervised), including radiometer checks,
calibration and characterisation and data processing, quality control, archiving and distribution.

The choice of protocol will affect both the quality and quantity of data and the setting and
running costs of acquiring data. The choice of protocol will obviously be driven by the objectives of the
measurement program and the environmental conditions (type of water: brightness, colour, depth,
vertical homogeneity) as well as by any cost constraints and/or cost-sharing opportunities (such as the
existence of platforms or other measurement programs).

The main fundamental differences in data quality that can be expected between the two underwater
methods and the above-water (skyglint corrected) method, in their most generic implementations,
can be related to the need for vertical extrapolation in the underwater methods and the need for
skyglint correction in the above-water method:

e  Uncertainties associated with vertical extrapolation in underwater methods will be highest for
situations (water types, wavelengths) where the diffuse attenuation coefficient length scale, 1/Kp,,
is small compared to the depth of the highest usable upwelling radiance measurement, z;. Thus,
the requirement for underwater measurements close to the surface becomes more and more
demanding for waters/wavelengths with high Kj,, including blue wavelengths in waters with
high coloured dissolved organic matter (CDOM) or high non-algae particle (NAP) absorption and
red and, a fortiori, near infra-red wavelengths in all waters. Self-shading also increases for high
attenuation waters.

e  Uncertainties associated with skyglint correction in above-water methods will be highest for
low reflectance waters/wavelengths and for high sun zenith angle (as well as for cloudy and
partially cloudy skies although these are supposed to be removed by quality control in the FRM
context) and for blue wavelengths. Thus, the requirement for a highly accurate skyglint correction
method becomes more and more demanding for blue wavelengths in waters with high CDOM
absorption (and to a lesser extent high non-algae particle absorption) and for red and near infrared
wavelength in low particulate backscatter waters.

It is interesting to note that these two challenging conditions, high K, and low reflectance, generally
correlate in highly absorbing waters/wavelengths but anticorrelate in highly scattering waters.

Both the underwater methods and the above-water methods have uncertainties that increase with
surface wave conditions because of wave focusing/defocusing effects and skyglint removal respectively.

The skylight-blocked approach has quite different sensitivity to the water type and wavelength of
measurement from the underwater and above-water approaches, because it requires neither vertical
extrapolation nor skyglint removal. The most challenging conditions for this method will probably be
practical deployment in high wave conditions and self-shading correction for low sun zenith and high
Ki, conditions.

6.3. Future Perspectives

In contrast to the simpler Eg+ measurement [5], there has been considerable evolution and
diversity of the L,, measurement since the publication of the NASA Ocean Optics Protocols [17].
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Future improvements to L, measurements are expected to come in the future from the
following developments:

e Improvements in the design and usage of calibration monitoring devices, which can be used in the
field, are likely to improve identification of fore-optics fouling and radiometer sensitivity changes.

e Model simulations (with polarisation) of the 3D light field and dedicated experiments for all four
protocols are likely to improve estimation of related uncertainties.

e Improvements in the stability and reduction in the cost of telescopic masts may reduce
superstructure shading effects for above-water radiometry.

e  Reduction in the cost of pointing systems, thanks to the video camera surveillance industry,
should facilitate multi-directional above-water radiometry [110] and improve the protection
(“parking”) of radiometers when not in use and thus reduce fouling for long-term deployments.

e  Greater use of full sky imaging cameras [111], whether calibrated (expensive) or not (typically
inexpensive), potentially coupled with automated image analysis techniques, will allow better
identification of suboptimal measurement conditions.

e  Above-water imaging cameras may allow better characterisation of the air-water interface
(wave field) and hence better removal of L, in above-water radiometric measurements [104,106].

As regards the future for validation of water reflectance more generally:

e  The tendency to move to highly automated systems with long-term, e.g., one year, essentially
maintenance-free deployments is likely to improve significantly the quantity of data available for
validation. Networks of such systems further increase the power and efficiency for validation
purposes. Networks of automated systems are now already operational or in advanced prototype
testing phases for systems based on the above-water, underwater profiling and underwater
fixed-depth methods and are conceptually feasible for the skylight-blocked approach.

e The advent of operational satellite missions such as VIIRS and Sentinel-3/OLCI, Sentinel-2/MSI
and Landsat-8/OLI with the need for a guaranteed long-term validated data stream will increase
the need for FRM.

e  The huge increase in optical satellite missions used for aquatic remote-sensing will also increase
the need for highly automated measurement systems and the economy of scale for such
deployments—one in situ radiometer system can validate many, many satellite instruments.

As regards the needs of the validation community, it is recommended to:

e Update this review, e.g., on a 10-year time frame, to take account of developments in the
protocols, particularly in the estimation of uncertainties and for the above-water family of
methods, where evolution and innovations in basic methodology are continuing. Such an update
is best preceded by community discussion at an international workshop.

e  Organise regular intercomparison exercises, e.g., on a two-year time frame, covering the full
diversity of methods, to ensure that measurement protocols and scientists, remain state of the art
(as required by the FRM context).

Although not targeted by this review it is possible that the considerations developed here may be
useful for other applications where L,, measurements are needed, including calibration/validation data
for IOP retrieval algorithms.

Author Contributions: Conceptualization, K.G.R.; methodology, K.G.R.; writing—original draft preparation,
K.G.R,; writing—review and editing, K.V, EB.,, A.C,RE,AG, MH, BC]J,JK,ZL, MO, V.V.and R.V.

Funding: The collection of information for and the writing of this study were funded by the European Space Agency,
grant number ESA/AO/1-8500/15/1-SBo, “Fiducial reference measurements for satellite ocean colour (FRM4SOC)”
project. EB’s and RF’s contributions are supported by the NASA Ocean Biology and Biochemistry program.

98



Remote Sens. 2019, 11, 2198

Acknowledgments: Colleagues from the FRM4SOC project, the Sentinel-3 Validation Team and the NOAA/VIIRS
cal/val team are acknowledged for helpful discussions on measurement protocols during project meetings and
teleconferences. Craig Donlon and Tania Casal are gratefully acknowledged for stimulating discussions and
constructive support throughout the FRM4SOC project, from conception to implementation. Giuseppe Zibordi is
thanked for constructive comments. An anonymous reviewer is thanked for a very careful reading of the text and
for many useful suggestions.

Conflicts of Interest: The first author is involved in the design of systems and in the acquisition of data based on
the “above-water radiometry” method of Section 4. Other co-authors are involved in the design of systems and/or
acquisition of data of other methods, covering all protocols presented here in Sections 2-5. The funders had no role
in the design of the study other than the drafting of the FRM4SOC project Statement of Work, which states that
such a protocol review should be performed. The funders had no role in the collection, analyses, or interpretation
of data or in the writing of the manuscript other than general project monitoring and encouragement. The funders
did encourage publication of this review in order to ensure that high quality measurements of known uncertainty
are available for the validation of the satellite missions they design and operate. None of these interests is
considered to be conflictual or to inappropriately influence the recommendations expressed here.

Disclaimer: Certain commercial equipment, instruments, or materials are identified in this paper in order to
specify the experimental procedure adequately. Such identification is not intended to imply recommendation or
endorsement by the National Institute of Standards and Technology or any other organization involved in the
writing of this paper, nor is it intended to imply that the materials or equipment identified are necessarily the best
available for the purpose.

References

1.  International Ocean Colour Coordinating Group (IOCCG). Why Ocean Colour? The Societal Benefits of
Ocean-Colour Technology; Technical Report No. 7; IOCCG: Dartmouth, NS, Canada, 2008; p. 141.

2. Donlon, C.J.; Wimmer, W.; Robinson, L; Fisher, G.; Ferlet, M.; Nightingale, T.; Bras, B. A second-generation
blackbody system for the calibration and verification of seagoing infrared radiometers. J. Atmos. Ocean. Technol.
2014, 31, 1104-1127. [CrossRef]

3. Mobley, C.D. Light and Water: Radiative Transfer in Natural Waters; Academic Press: London, UK, 1994.

4. Mobley, C. Overview of Optical Oceanography—Reflectances. Available online: http://www.oceanopticsbook.
info/view/overview_of_optical_oceanography/reflectances (accessed on 24 July 2019).

5. Ruddick, K.G.; Voss, K.; Banks, A.C.; Boss, E.; Castagna, A.; Frouin, R.; Hieronymi, M.; Jamet, C.; Johnson, B.C.;
Kuusk, J.; et al. A review of protocols for fiducial reference measurements of downwelling irradiance for
validation of satellite remote sensing data over water. Remote Sens. 2019, 11, 1742. [CrossRef]

6.  Gitelson, A. The peak near 700 nm on radiance spectra of algae and water: Relationships of its magnitude
and position with chlorophyll concentration. Int. |. Remote Sens. 1992, 13, 3367-3373. [CrossRef]

7. Randolph, K.; Wilson, J.; Tedesco, L.; Li, L.; Pascual, D.L.; Soyeux, E. Hyperspectral remote sensing of
cyanobacteria in turbid productive water using optically active pigments, chlorophyll a and phycocyanin.
Remote Sens. Environ. 2008, 112, 4009—4019. [CrossRef]

8.  International Standards Organisation (ISO). Space Environment (Natural and Artificial)—Process for Determining
solar Irradiances; Technical Report No. 21348:2007; International Standards Organisation (ISO): Geneva,
Switzerland, 2007.

9.  Knaeps, E.; Dogliotti, A.I; Raymaekers, D.; Ruddick, K.; Sterckx, S. In situ evidence of non-zero reflectance
in the OLCI 1020 nm band for a turbid estuary. Remote Sens. Environ. 2012, 120, 133-144. [CrossRef]

10. Dogliotti, A.; Gossn, J.; Vanhellemont, Q.; Ruddick, K. Detecting and quantifying a massive invasion of
floating aquatic plants in the Rio de la Plata turbid waters using high spatial resolution ocean color imagery.
Remote Sens. 2018, 10, 1140. [CrossRef]

11.  Hooker, S.B.; Zibordi, G.; Maritorena, S. The Second SeaWiFs Ocean Optics DARR (DARR-00); SeaWiFS
Postlaunch; Technical Report No. 5; NASA Technical Memorandum 2001-206892: Greenbelt, MD, USA, 2001;
pp. 4-45.

12.  Zibordi, G.; Ruddick, K.; Ansko, L.; Moore, G.; Kratzer, S.; Icely, J.; Reinart, A. In situ determination of the
remote sensing reflectance: An inter-comparison. Ocean Sci. 2012, 8, 567-586. [CrossRef]

13. Ondrusek, M.; Lance, V.P,; Arnone, R.; Ladner, S.; Goode, W.; Vandermeulen, R.; Freeman, S.; Chaves, J.E.;
Mannino, A.; Gilerson, A.; etal. Report for Dedicated [PSS VIIRS Ocean Color December 2015 Calibration/Validation
Cruise; U.S. Department of Commerce, National Oceanic and Atmospheric Administration, National
Environmental Satellite, Data, and Information Service: Washington, DC, USA, 2016; p. 66.

9



Remote Sens. 2019, 11, 2198

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

Mobley, C.D.; Sundman, L.K.; Boss, E. Phase function effects on oceanic light fields. Appl. Opt. 2002,
41, 1035-1050. [CrossRef]

Tzortziou, M.; Herman, J.R.; Gallegos, C.L.; Neale, PJ.; Subramaniam, A.; Harding, L.W.; Ahmad, Z.
Bio-optics of the Chesapeake Bay from measurements and radiative transfer closure. Estuar. Coast. Shelf Sci.
2006, 68, 348-362. [CrossRef]

International Standards Organisation (ISO). Evaluation of Measurement Data—Guide to the Expression of
Uncertainty in Measurement; Technical Report No. JCGM 100:2008; International Standards Organisation
(ISO): Geneva, Switzerland, 2008.

Mueller, J.L.; Fargion, G.S.; McClain, C.R. Ocean Optics Protocols for Satellite Ocean Color Sensor Validation;
Technical Report No. TM 2003 21621/Revision 5; NASA: Greenbelt, MD, USA, 2004.

Zibordi, G.; Voss, K.J. In situ optical radiometry in the visible and near infrared. In Optical Radiometry for
Ocean Climate Measurements; Zibordi, G., Donlon, C., Parr, A.C., Eds.; Academic Press: Oxford, UK, 2014;
pp. 248-305.

Zibordi, G.; Voss, K. Protocols for Satellite Ocean Color Data Validation: In situ Optical Radiometry; IOCCG
Protocols Series; IOCCG: Dartmouth, NS, Canada, 2019.

Minnett, P.J. Consequences of sea surface temperature variability on the validation and applications of
satellite measurements. . Geophys. Res. Oceans 1991, 96, 18475-18489. [CrossRef]

Loew, A.; Bell, W.; Brocca, L.; Bulgin, C.E.; Burdanowitz, J.; Calbet, X.; Donner, R.V.; Ghent, D.; Gruber, A_;
Kaminski, T.; et al. Validation practices for satellite-based Earth observation data across communities.
Rev. Geophys. 2017, 55, 779-817. [CrossRef]

Ruddick, K.; De Cauwer, V.; Park, Y.; Moore, G. Seaborne measurements of near infrared water-leaving
reflectance: The similarity spectrum for turbid waters. Limmnol. Oceanogr. 2006, 51, 1167-1179. [CrossRef]
Zibordi, G.; Holben, B.; Slutsker, L.; Giles, D.; D’Alimonte, D.; Mélin, F.; Berthon, ]J.-F.; Vandemark, D.;
Feng, H.; Schuster, G.; et al. AERONET-OC: A network for the validation of ocean color primary product.
J. Atmos. Ocean. Technol. 2009, 26, 1634-1651. [CrossRef]

Claustre, H.; Bernard, S.; Berthon, J.-E,; Bishop, J.; Boss, E.; Coaranoan, C.; D’Ortenzio, E; Johnson, K.;
Lotliker, A.; Ulloa, O. Bio-Optical Sensors on Argo Floats; Technical Report No. 11; IOCCG: Dartmouth,
NS, Canada, 2011.

Antoine, D.; Guevel, P; Desté, ].-F.; Bécu, G.; Louis, E; Scott, A.].; Bardey, P. The BOUSSOLE buoy—A new
transparent-to-swell taut mooring dedicated to marine optics: Design, tests, and performance at sea. J. Atmos.
Ocean. Technol. 2008, 25, 968-989. [CrossRef]

Antoine, D.; d’Ortenzio, F,; Hooker, S.B.; Bécu, G.; Gentili, B.; Tailliez, D.; Scott, A.J. Assessment of uncertainty
in the ocean reflectance determined by three satellite ocean color sensors (MERIS, SeaWiFS and MODIS-A) at
an offshore site in the Mediterranean Sea (BOUSSOLE project). J. Geophys. Res. 2008, 113. [CrossRef]
Clark, D.K.; Gordon, H.R; Voss, K.J.; Ge, Y.; Broenkow, W.; Trees, C. Validation of atmospheric correction
over the oceans. J. Geophys. Res. 1997, 102, 17209-17217. [CrossRef]

Clark, D.K.; Yarbrough, M.A.; Feinholz, M.; Flora, S.; Broenkow, W.; Kim, Y.S.; Johnson, B.C.; Brown, SW.,;
Yuen, M.; Mueller, ].L. MOBY, a radiometric buoy for performance monitoring and vicarious calibration of
satellite ocean color sensors: Measurement and data analysis protocols. Chapter 2. In Ocean Optics Protocols
for Satellite Ocean Color Sensor Validation: Special Topics in Ocean Optics Protocols and Appendices; Technical
Report No. TM-2003-211621/Rev4; NASA: Greenbelt, MD, USA, 2003; Volume 6, pp. 3-34.

Brown, S.W,; Flora, S.J.; Feinholz, M.E.; Yarbrough, M.A.; Houlihan, T.; Peters, D.; Kim, Y.S.; Mueller, J.L.;
Johnson, B.C.; Clark, D.K. The Marine Optical Buoy (MOBY) Radiometric Calibration and Uncertainty Budget for
Ocean Color Satellite Sensor Vicarious Calibration.; SPIE Proceedings: Bellingham, WA, USA, 2007; Volume 67441.
Austin, RW.; Halikas, G. The Index of Refraction of Seawater; Technical Report 76-1; Scripps Institution of
Oceanography: San Diego, CA, USA, 1976.

Gordon, H.R. Normalized water-leaving radiance: Revisiting the influence of surface roughness. Appl. Opt.
2005, 44, 241. [CrossRef] [PubMed]

Preisendorfer, R.W.; Mobley, C.D. Albedos and glitter patterns of a wind-roughened sea surface. J. Phys.
Oceanogr. 1986, 16, 1293-1316. [CrossRef]

Voss, K.J.; Flora, S.J. Spectral dependence of the seawater-air radiance transmission coefficient. J. Atmos.
Ocean. Technol. 2017, 34, 1203-1205. [CrossRef]

100



Remote Sens. 2019, 11, 2198

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.
53.

54.

55.

56.

Rottgers, R.; Doerffer, R.; McKee, D.; Schonfeld, W. The Water Optical Properties Processor (WOPP): Pure Water
Spectral Absorption, Scattering and Real Part of Refractive Index Model; Technical Report No WOPP-ATBD/WRD6;
HZG: Geesthaacht, Germany, 2011; p. 20. Available online: http://calvalportal.ceos.org/data_access-tools
(accessed on 24 July 2019).

Li, L.; Stramski, D.; Reynolds, R.A. Effects of inelastic radiative processes on the determination of water-leaving
spectral radiance from extrapolation of underwater near-surface measurements. Appl. Opt. 2016, 55, 7050.
[CrossRef]

Zaneveld, J.R.; Boss, E.; Hwang, P. The influence of coherent waves on the remotely sensed reflectance.
Opt. Express 2001, 9, 260. [CrossRef] [PubMed]

D’Alimonte, D.; Zibordi, G.; Kajiyama, T.; Cunha, J.C. Monte Carlo code for high spatial resolution ocean
color simulations. Appl. Opt. 2010, 49, 4936-4950. [CrossRef] [PubMed]

Darecki, M.; Stramski, D.; Sokoélski, M. Measurements of high-frequency light fluctuations induced by sea
surface waves with an underwater porcupine radiometer system. J. Geophys. Res. Oceans 2011, 116. [CrossRef]
Hieronymi, M.; Macke, A. On the influence of wind and waves on underwater irradiance fluctuations.
Ocean Sci. 2012, 8, 455-471. [CrossRef]

Hieronymi, M. Polarized reflectance and transmittance distribution functions of the ocean surface. Opt. Express
2016, 24, A1045. [CrossRef] [PubMed]

Gernez, P; Stramski, D.; Darecki, M. Vertical changes in the probability distribution of downward irradiance
within the near-surface ocean under sunny conditions. J. Geophys. Res. 2011, 116. [CrossRef]

Monahan, E.C.; Muircheartaigh, I. Optimal power-law description of oceanic whitecap coverage dependence
on wind speed. ]. Phys. Oceanogr. 1980, 10, 2094-2099. [CrossRef]

Zibordi, G.; Berthon, J.-F; D’Alimonte, D. An evaluation of radiometric products from fixed-depth and
continuous in-water profile data from moderately complex waters. J. Atmos. Ocean. Technol. 2009, 26, 91-106.
[CrossRef]

Voss, K.J. Radiance distribution measurements in coastal water; SPIE Proceedings: Bellingham, WA, USA, 1988;
Volume 0925, pp. 56-66.

D’Alimonte, D.; Shybanov, E.B.; Zibordi, G.; Kajiyama, T. Regression of in-water radiometric profile data.
Opt. Express 2013, 21, 27707-27733. [CrossRef]

Voss, K.J.; Gordon, H.R.; Flora, S.; Johnson, B.C.; Yarbrough, M.A_; Feinholz, M.; Houlihan, T. A method to
extrapolate the diffuse upwelling radiance attenuation coefficient to the surface as applied to the Marine
Optical Buoy (MOBY). ]. Atmospheric Ocean. Technol. 2017, 34, 1423-1432. [CrossRef]

Gordon, H.R;; Ding, K. Self-shading of in-water optical instruments. Limmnol. Oceanogr. 1992, 37, 491-500.
[CrossRef]

Zibordi, G.; Ferrari, G.M. Instrument self-shading in underwater optical measurements: Experimental data.
Appl. Opt. 1995, 34, 2750-2754. [CrossRef] [PubMed]

Leathers, R.A.; Downes, T.V.; Mobley, C.D. Self-shading correction for oceanographic upwelling radiometers.
Opt. Express 2004, 12, 4709-4718. [CrossRef] [PubMed]

Mueller, J.L. Shadow corrections to in-water upwelled radiance measurments: A status review. In Ocean
Optics Protocols for Satellite Ocean Color Sensor Validation, Revision 5: Special Topics in Ocean Optics Protocols,
Part 2; NASA Technical Memorandum NASA: Greenbelt, MD, USA, 2004; Volume 6, pp. 1-7.

Patil, J.S.; Kimoto, H.; Kimoto, T.; Saino, T. Ultraviolet radiation (UV-C): A potential tool for the control of
biofouling on marine optical instruments. Biofouling 2007, 23, 215-230. [CrossRef] [PubMed]

Antoine, D.; Curtin University, Perth, Australia. Personal Communication, 2017.

Vellucci, V.; Laboratoire Océanographique de Villefranche, Université de Sorbonne, Villefranche-sur-mer,
France. Personal communication, 2018.

Hooker, S.B.; Morrow, ].H.; Matsuoka, A. Apparent optical properties of the Canadian Beaufort Sea; Part 2:
The 1% and 1 cm perspective in deriving and validating AOP data products. Biogeosciences 2013, 10, 4511.
[CrossRef]

Beltrdn-Abaunza, ].M.; Kratzer, S.; Brockmann, C. Evaluation of MERIS products from Baltic Sea coastal
waters rich in CDOM. Ocean Sci. 2014, 10, 377-396. [CrossRef]

Froidefond, J.M.; Ouillon, S. Introducing a mini-catamaran to perform reflectance measurements above and
below the water surface. Opt. Express 2005, 13, 926-936. [CrossRef]

101



Remote Sens. 2019, 11, 2198

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

Talone, M.; Zibordi, G.; Lee, Z.P. Correction for the non-nadir viewing geometry of AERONET-OC above
water radiometry data: An estimate of uncertainties. Opt. Express 2018, 26, 541-561. [CrossRef]

Hooker, S.B.; Maritorena, S. An evaluation of oceanographic radiometers and deployment methodologies.
J. Atmos. Ocean. Technol. 2000, 17, 811-830. [CrossRef]

Gerbi, G.P; Boss, E.; Werdell, PJ.; Proctor, C.W.; Haéntjens, N.; Lewis, M.R.; Brown, K.; Sorrentino, D.;
Zaneveld, ].R.V,; Barnard, A.H.; et al. Validation of ocean color remote sensing reflectance using autonomous
floats. J. Atmos. Ocean. Technol. 2016, 33, 2331-2352. [CrossRef]

Leymarie, E.; Penkerc’h, C.; Vellucci, V.; Lerebourg, C.; Antoine, D.; Boss, E.; Lewis, M.R.; D’Ortenzio, F.;
Claustre, H. ProVal: A new autonomous profiling float for high quality radiometric measurements.
Front. Mar. Sci. 2018, 5, 437. [CrossRef]

Smith, R.C.; Booth, C.R.; Star, J.L. Oceanographic biooptical profiling system. Appl. Opt. 1984, 23, 2791-2797.
[CrossRef] [PubMed]

Voss, K.J.; Nolten, ] W.; Edwards, G.D. Ship shadow effects on apparent optical properties. In Ocean Optics
VIII; SPIE Proceedings 0637; SPIE: Bellingham, WA, USA, 1986; pp. 186-190.

Mueller, J.L. In-water radiometric profile measurements and data analysis protocols. In Ocean Optics Protocols
for Satellite Ocean Color Sensor Validation, Revision 4, Volume I1I: Radiometric Measurements and Data Analysis
Protocols; NASA Technical Memorandum 2003-21621: Greenbelt, MD, USA, 2003; Chapter 2; pp. 7-20.
Waters, K.J.; Smith, R.C.; Lewis, M.R. Avoiding ship-induced light-field perturbation in the determination of
oceanic optical properties. Oceanography 1990, 3, 18-21. [CrossRef]

Yarbrough, M.; Feinholz, M.; Flora, S.; Houlihan, T.; Johnson, B.C.; Kim, Y.S.; Murphy, M.Y.; Ondrusek, M.;
Clark, D. Results in Coastal Waters with High Resolution in Situ Spectral Radiometry: The Marine Optical System
ROV SPIE: Bellingham, WA, USA, 2007; Volume 6680.

Zibordi, G.; Doyle, J.-P.; Hooker, S.B. Offshore tower shading effects on in-water optical measurements.
J. Atmos. Ocean. Technol. 1999, 16, 1767-1779. [CrossRef]

Doyle, J.P.; Zibordi, G. Optical propagation within a three-dimensional shadowed atmosphere—ocean field:
Application to large deployment structures. Appl. Opt. 2002, 41, 4283-4306. [CrossRef]

D’Alimonte, D.; Zibordi, G.; Berthon, J.-F. The JRC data processing system. In Results of the Second SeaWiFS
Data Analysis Round Robin, March 2000 (DARR-00); SeaWiFS Postlaunch Technical Report No. DARR-00;
NASA: Greenbelt, MD, USA, 2001; Volume 15, pp. 52-56.

Maritorena, S.; Hooker, S.B. The GSFC data processing system. In Results of the Second SeaWiFS Data Analysis
Round Robin, March 2000 (DARR-00); SeaWiFS Postlaunch Technical Report No. DARR-00; NASA: Greenbelt,
MD, USA, 2001; Volume 15, pp. 46-51.

Morrow, J.H.; Hooker, S.B.; Booth, C.R.; Bernhard, G.; Lind, R.N.; Brown, ].W. Advances in measuring the
apparent optical properties (AOPs) of optically complex waters. NASA Tech. Memo 215856 2010, 42-50.
Gordon, H.R. Ship perturbation of irradiance measurements at sea 1: Monte Carlo simulations. Appl. Opt.
1985, 24, 4172. [CrossRef]

Zaneveld, ].R.V.; Boss, E.; Barnard, A. Influence of surface waves on measured and modeled irradiance
profiles. Appl. Opt. 2001, 40, 1442. [CrossRef]

Zibordi, G.; D’Alimonte, D.; Berthon, J.-F. An evaluation of depth resolution requirements for optical profiling
in coastal waters. J. Atmos. Ocean. Technol. 2004, 21, 1059-1073. [CrossRef]

Organelli, E.; Claustre, H.; Bricaud, A.; Schmechtig, C.; Poteau, A.; Xing, X.; Prieur, L.; D’Ortenzio, E;
Dall’Olmo, G.; Vellucci, V. A novel near-real-time quality-control procedure for radiometric profiles measured
by bio-argo floats: Protocols and performances. J. Atmos. Ocean. Technol. 2016, 33, 937-951. [CrossRef]
Mobley, C.D. Estimation of the remote-sensing reflectance from above-surface measurements. Appl. Opt.
1999, 38, 7442-7455. [CrossRef] [PubMed]

Lee, Z.; Ahn, Y.-H.; Mobley, C.; Arnone, R. Removal of surface-reflected light for the measurement of
remote-sensing reflectance from an above-surface platform. Opt. Express 2010, 18,26313. [CrossRef] [PubMed]
Zhang, X.; He, S.; Shabani, A.; Zhai, P.-W.; Du, K. Spectral sea surface reflectance of skylight. Opt. Express
2017, 25, Al. [CrossRef] [PubMed]

Santer, R.; Zagolski, E.; Barker, K.; Huot, J.-P. Correction of the above water radiometric measurements for
the sky dome reflection, accounting for polarization. In Proceedings of the MERIS/(A) ATSR & OLCI/SLSTR
Preparatory Workshop, ESA Special Publication 711, European Space Agency, Noordwijk, The Netherlands,
15-19 October 2012.

102



Remote Sens. 2019, 11, 2198

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

Mueller, J.L.; Davis, C.; Arnone, R.; Frouin, R.; Carder, K.; Lee, Z.P,; Steward, R.G.; Hooker, S.; Mobley, C.D.;
McLean, S. Above-water radiance and remote sensing reflectance measurements and analysis protocols.
In Ocean Optics Protocols for Satellite Ocean Color Sensor Validation Revision 4, Volume I1I; NASA: Greenbelt,
MD, USA, 2003; Chapter 3; pp. 21-31.

Fougnie, B.; Frouin, R.; Lecomte, P.; Deschamps, P.-Y. Reduction of skylight reflection effects in the above-water
measurement of diffuse marine reflectance. Appl. Opt. 1999, 38, 3844-3856. [CrossRef] [PubMed]
Deschamps, P--Y.; Fougnie, B.; Frouin, R.; Lecomte, P.; Verwaerde, C. SIMBAD: A field radiometer for satellite
ocean color validation. Appl. Opt. 2004, 43, 4055-4069. [CrossRef] [PubMed]

Lee, Z.; Pahlevan, N.; Ahn, Y.-H.; Greb, S.; O’Donnell, D. Robust approach to directly measuring water-leaving
radiance in the field. Appl. Opt. 2013, 52, 1693. [CrossRef]

Hooker, S.B.; Lazin, G.; Zibordi, G.; McLean, S. An evaluation of above-and in-water methods for determining
water-leaving radiances. J. Atmos. Ocean. Technol. 2002, 19, 486-515. [CrossRef]

Gilerson, A.; Carrizo, C.; Foster, R.; Harmel, T. Variability of the reflectance coefficient of skylight from the
ocean surface and its implications to ocean color. Opt. Express 2018, 26, 9615-9633. [CrossRef]

Morel, A. In-water and remote measurements of ocean colour. Bound. Layer Meteorol. 1980, 18, 177-201.
[CrossRef]

Kutser, T.; Vahtmde, E.; Paavel, B.; Kauer, T. Removing glint effects from field radiometry data measured in
optically complex coastal and inland waters. Remote Sens. Environ. 2013, 133, 85-89. [CrossRef]

Gould, RW.; Arnone, R.A.; Sydor, M. Absorption, scattering and remote-sensing reflectance relationships in
coastal waters: Testing a new inversion algorithm. J. Coast. Res. 2001, 17, 328-341.

Ruddick, K.; Cauwer, V.D.; Van Mol, B. Use of the Near Infrared Similarity Spectrum for the Quality Control
of Remote Sensing Data; Frouin, R.J., Babin, M., Sathyendranath, S., Eds.; SPIE Proceedings: Bellingham,
WA, USA, 2005; Volume 5885.

Cox, C.; Munk, W. Measurements of the roughness of the sea surface from photographs of the Sun’s glitter.
J. Opt. Soc. Am. 1954, 44, 834-850. [CrossRef]

Ocean Optics Web Book—Surface Reflectance Factors. Available online: http://www.oceanopticsbook.info/
view/remote_sensing/level_3/surface_reflectance_factors (accessed on 24 July 2019).

Mobley, C.D. Polarized reflectance and transmittance properties of windblown sea surfaces. Appl. Opt. 2015,
54,4828. [CrossRef] [PubMed]

Groetsch, PM.M.; Gege, P.; Simis, S.G.H.; Eleveld, M.A.; Peters, S.W.M. Variability of adjacency effects in sky
reflectance measurements. Opt. Lett. 2017, 42, 3359-3362. [CrossRef] [PubMed]

Harmel, T.; Gilerson, A.; Tonizzo, A.; Chowdhary, J.; Weidemann, A.; Arnone, R.; Ahmed, S. Polarization
impacts on the water-leaving radiance retrieval from above-water radiometric measurements. Appl. Opt.
2012, 51, 8324. [CrossRef]

D’Alimonte, D.; Kajiyama, T. Effects of light polarization and waves slope statistics on the reflectance factor
of the sea surface. Opt. Express 2016, 24, 7922. [CrossRef] [PubMed]

Foster, R.; Gilerson, A. Polarized transfer functions of the ocean surface for above-surface determination of
the vector submarine light field. Appl. Opt. 2016, 55, 9476. [CrossRef]

Groetsch, PM.M.; Gege, P.; Simis, S.G.H.; Eleveld, M.A.; Peters, S.W.M. Validation of a spectral correction
procedure for sun and sky reflections in above-water reflectance measurements. Opt. Express 2017, 25, A742.
[CrossRef]

Simis, 5.G.H.; Olsson, J. Unattended processing of shipborne hyperspectral reflectance measurements.
Remote Sens. Environ. 2013, 135, 202-212. [CrossRef]

Zibordi, G. Experimental evaluation of theoretical sea surface reflectance factors relevant to above-water
radiometry. Opt. Express 2016, 24, A446—-A459. [CrossRef]

Hooker, S.B.; Morel, A. Platform and environmental effects on above-water determinations of water-leaving
radiances. J. Atmos. Ocean. Technol. 2003, 20, 187-205. [CrossRef]

Hlaing, S.; Harmel, T.; Ibrahim, A_; Ioannou, L.; Tonizzo, A.; Gilerson, A.; Ahmed, S. Validation of Ocean Color
Satellite Sensors Using Coastal Observational Platform in Long Island Sound; SPIE Proceedings: Bellingham,
WA, USA, 2010; Volume 7825, p. 782504-1-8.

Hooker, S.B. The telescopic mount for advanced solar technologies (T-MAST). In Advances in Measuring the
Apparent Optical Properties (AOPs) of Optically Complex Waters; Technical Report No. 215856; NASA: Greenbelt,
MD, USA, 2010.

103



Remote Sens. 2019, 11, 2198

102.

103.

104.

105.

106.

107.

108.

109.

110.

111.

Hooker, S.B.; Lazin, G. The SeaBOARR-99 Field Campaign; Technical Report No. 2000-206892; NASA: Greenbelt,
MD, USA, 2000; Volume 8, p. 46.

Zibordi, G.; Hooker, S.B.; Berthon, J.F.; D’ Alimonte, D. Autonomous above-water radiance measurements
from an offshore platform: A field assessment experiment. J. Atmos. Ocean. Technol 2002, 19, 808-819.
[CrossRef]

Carrizo, C.; Gilerson, A.; Foster, R.; Golovin, A.; El-Habashi, A. Characterization of radiance from the ocean
surface by hyperspectral imaging. Opt. Express 2019, 27, 1750-1768. [CrossRef] [PubMed]

Hooker, S.B.; Bernhard, G.; Morrow, J.H.; Booth, C.R.; Comer, T.; Lind, R.N.; Quang, V. Optical Sensors for
Planetary Radiant Energy (OSPREy): Calibration and Validation of Current and Next-Generation NASA Missions;
Technical Report No. 2012-215872; NASA: Greenbelt, MD, USA, 2012.

Gilerson, A.; Carrizo, C.; Foster, R.; Harmel, T.; Golovin, A.; El-Habashi, A.; Herrera, E.; Wright, T. Total and
Polarized Radiance from the Ocean Surface from Hyperspectral Polarimetric Imaging.; SPIE: Bellingham, WA, USA,
2019; Volume 11014.

Olszewski, J.; Sokolski, M. Elimination of the surface background in contactless sea investigations. Oceanologia
1990, 29, 213-221.

Tanaka, A ; Sasaki, H.; Ishizaka, ]. Alternative measuring method for water-leaving radiance using a radiance
sensor with a domed cover. Opt. Express 2006, 14, 3099. [CrossRef] [PubMed]

Shang, Z.; Lee, Z.; Dong, Q.; Wei, . Self-shading associated with a skylight-blocked approach system for the
measurement of water-leaving radiance and its correction. Appl. Opt. 2017, 56, 7033. [CrossRef] [PubMed]
Vansteenwegen, D.; Ruddick, K.; Cattrijsse, A.; Vanhellemont, Q.; Beck, M. The pan-and-tilt hyperspectral
radiometer system (PANTHYR) for autonomous satellite validation measurements—Prototype design and
testing. Remote Sens. 2019, 11, 1360. [CrossRef]

Garaba, S.P; Schulz, J.; Wernand, M.R.; Zielinski, O. Sunglint detection for unmanned and automated
platforms. Sensors 2012, 12, 12545-12561. [CrossRef]

@ © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
[

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

104



remote sensin (!
&= : -

Article

The Pan-and-Tilt Hyperspectral Radiometer System
(PANTHYR) for Autonomous Satellite Validation
Measurements—Prototype Design and Testing

Dieter Vansteenwegen 1* Kevin Ruddick 2, André Cattrijsse 1, Quinten Vanhellemont 2
and Matthew Beck 2

1 Flanders Marine Institute (VLIZ), Wandelaarkaai 7, 8400 Ostend, Belgium; dre@vliz.be

2 Royal Belgian Institute of Natural Sciences (RBINS), Operational Directorate Natural Environment,
29 Rue Vautierstraat, 1000 Brussels, Belgium; kruddick@naturalsciences.be (K.R.);
qvanhellemont@naturalsciences.be (Q.V.); mbeck@naturalsciences.be (M.B.)
Correspondence: dieter.vansteenwegen@vliz.be

check for
Received: 17 May 2019; Accepted: 3 June 2019; Published: 6 June 2019 updates

Abstract: This paper describes a system, named “pan-and-tilt hyperspectral radiometer system”
(PANTHYR) that is designed for autonomous measurement of hyperspectral water reflectance.
The system is suitable for deployment in diverse locations (including offshore platforms) for the
validation of water reflectance derived from any satellite mission with visible and/or near-infrared
spectral bands (400-900 nm). Key user requirements include reliable autonomous operation at remote
sites without grid power or cabled internet and only limited maintenance (1-2 times per year), flexible
zenith and azimuth pointing, modularity to adapt to future evolution of components and different
sites (power, data transmission, and mounting possibilities), and moderate hardware acquisition cost.
PANTHYR consists of two commercial off-the-shelf (COTS) hyperspectral radiometers, mounted
on a COTS pan-and-tilt pointing system, controlled by a single-board-computer and associated
custom-designed electronics which provide power, pointing instructions, and data archiving and
transmission. The variable zenith pointing improves protection of sensors which are parked
downward when not measuring, and it allows for use of a single radiance sensor for both sky
and water viewing. The latter gives cost reduction for radiometer purchase, as well as reduction
of uncertainties associated with radiometer spectral and radiometric differences for comparable
two-radiance-sensor systems. The system is designed so that hardware and software upgrades
or changes are easy to implement. In this paper, the system design requirements and choices are
described, including details of the electronics, hardware, and software. A prototype test on the Acqua
Alta Oceanographic Tower (near Venice, Italy) is described, including comparison of the PANTHYR
system data with two other established systems: the multispectral autonomous AERONET-OC data
and a manually deployed three-sensor hyperspectral system. The test established that high-quality
hyperspectral data for water reflectance can be acquired autonomously with this system. Lessons
learned from the prototype testing are described, and the future perspectives for the hardware and
software development are outlined.

Keywords: Hyperspectral reflectance; validation; autonomous measurements; ground-truth data;
system design

1. Introduction

The objective of this paper is to describe the motivation, design, and prototype testing for
an autonomous system of hyperspectral radiometers suitable for validation of satellite-derived
water reflectance.
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1.1. Motivation and Objective

Satellite imagery of marine, coastal, and inland water reflectance is now routinely used for
measuring parameters such as the concentrations of chlorophyll a, a proxy for phytoplankton biomass,
and suspended particulate matter, important for sediment transport applications. The satellite
data are used for regulatory monitoring of the aquatic environment, e.g., via the European Union
Water Framework and Marine Strategy Framework Directives [1,2], and for providing a scientific
basis for coastal zone decision-making, e.g., via the assessment of impacts of human activities and
constructions [3]. However, end-users of the data require reliable information on data quality, and
validation of the satellite data at the level of water reflectance is particularly crucial. This is because of
the large errors that may occur during the data calibration and processing, particularly during the
atmospheric correction steps [4].

This validation is best achieved by a “match-up” of in situ measurements of water (surface)
reflectance made at the same time as the satellite measurement [5], and experience over the last
10 years showed that only autonomous in situ systems can provide sufficient data for this purpose.
In particular, AERONET-OC [6], a federated network of multispectral robotically pointed radiometers
on offshore platforms all over the world, proved to be the main source of validation data [7]
for spaceborne optical missions such as ENVISAT/MERIS, MODIS/AQUA, VIIRS, Sentinel-3/OLCI,
Sentinel-2/MSI, Landsat-8/OLI, etc. However, the radiometer adopted within AERONET-OC is only
multispectral and cannot adequately cover the spectral bands of all recent and future optical spaceborne
missions without spectral interpolation/extrapolation/modelling [8] and associated uncertainties.
The WATERHYPERNET network is, therefore, being developed, based closely on the concept of the
successful AERONET-OC network [6] but with the essential advantage of a hyperspectral radiometer,
thus enabling the validation of all visible and near-infrared bands of all present and future satellite
missions providing water reflectance data.

The objective of the present paper is to describe the measurement system, called
PANTHYR (pan-and-tilt hyperspectral radiometer) that was developed for use within the
WATERHYPERNET network. This measurement system consists of two commercial off-the-shelf
(COTS) hyperspectral radiometers, mounted on a COTS pan-and-tilt (PT) pointing system, controlled
by a single-board-computer and associated custom-designed electronics which provide power, pointing
instructions, and data archiving and transmission.

1.2. Measurement System Requirements

The PANTHYR system was developed to fit the following user requirements:

e  Measurement of downwelling irradiance, as well as downward (sky) and upward (water) radiance
just above the water surface, at flexible zenith and azimuth (relative to sun) angles for a spectral
range covering at least 400-900 nm with full-width half-maximum (FWHM) spectral resolution of
10 nm or better and spectral sampling every 5 nm or better.

e  Storage of all measurements and diagnostic logs and regular transmission to a land-based server.

e User interface with flexibility for scientists to easily program pointing and data acquisition scenarios.

e Reliable autonomous operation at remote sites, e.g., offshore platforms, with a typical maintenance
frequency of once or twice per year without grid power.

e  Resistance to harsh offshore environments, including large temperature ranges (measurement
limited to between 2 °V and 40 °C, and survival between —20 °C and 60 °C ambient temperature),
rain, salty sea spray, atmospheric deposition, and possible animals (birds, spiders, etc.).

e  Modularity to adapt to sites with different possibilities for power (grid/solar/wind), data
transmission channels (cabled internet, 3G/4G cellular networks), and mechanical mounting
possibilities (rails, masts, etc.), and to cope with future evolution of system components.

e Moderate hardware purchase costs, e.g., typically <10,000 € commercial price excluding taxes for
a full system excluding radiometers.
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e  Pointing accuracy of at least 5° azimuth and 1° zenith.

1.3. Precursor Autonomous Systems

A few autonomous systems with pointable radiometers already exist and are briefly described here.

The most used autonomous system for measurement of water reflectance is the Seaprism version
of the CIMEL CE318 multiband photometer system. This system was originally commercialized in the
1990s for the measurement of aerosol properties and includes direct sun, near sun, and principal plane
and almucantar sky radiance measurements, and it became the unique instrument of the AERONET
network [9]. The Seaprism version was developed in the early 2000s [10] by reprogramming of the
pointing system, especially to perform downward pointing measurements of upwelling radiance
from water. The system evolved over the years to include improvements of the optical and electronic
components, as well as development of new versions, e.g., including the possibility of nighttime lunar
measurements [11]. The system consists essentially of an optical head with two fore-optics protected by
collimators, containing a filter wheel for multiband optical measurements with a very wide dynamic
range (from direct sun to dark water), a robotic pointing system, a control box providing pointing and
measurement instructions and managing power and data, and associated auxiliary equipment for
power generation (solar panels) and data transmission (METEOSAT satellite network uplink or cellular
link). The system is extremely robust, giving reliable maintenance-free performance for long-term
(~1 year) deployments in a very wide range of environments including land and water sites from the
tropics to the polar regions.

The OSPREY system [12] was designed to be commercialized by Biospherical Instruments as a
very-high-performance modular system of radiometers on pointing systems. The radiometers include
a hyperspectral spectrometer and numerous single-band microradiometers within a single thermally
controlled casing and a filter wheel in front of the spectrometer allowing polarimetric, direct sun,
straylight-corrected, and dark measurements. The system, described in detail in Reference [12], has a
very high dynamic range and high accuracy pointing, and is capable of water, sun, sky, and moon
radiance measurements.

The RFLEX system [13] consists of three hyperspectral TRIOS/RAMSES radiometers measuring
downwelling irradiance, downwelling sky radiance, and upwelling water radiance mounted at fixed
zenith angles (0°,40°, and 140°, respectively) on an azimuthally rotating platform with associated control
software. This system was designed principally for deployment on moving ships, where the azimuthally
rotating platform allows achieving an optimal 90° or 135° relative azimuth to sun for any ship heading.
Instructions for system hardware construction using low-cost components (except for the COTS
radiometers) were made publicly available via SourceForge (https://sourceforge.net/projects/rflex/)
and source code for communication with TRIOS/RAMSES was made available via GitHub (https:
//github.com/StefanSimis/PyTRIOS). The system was used operationally on two “ferryboxes” mounted
on ships of opportunity in the Baltic Sea.

The DALEC system [14] is commercially available from Insitu Marine Optics and consists of
three hyperspectral spectrometers measuring downwelling irradiance, and downwelling (sky) and
upwelling (water) radiance embedded at fixed zenith angles (180°, 140°, and 40°, respectively) within a
compact azimuthally rotating body on a gimballed mount. Control and data are managed by a standard
personal computer (PC) using software supplied by the manufacturer. This system was designed
principally for deployment on moving ships but can also be used from fixed platforms. The system is
deployed on research vessels and an example of data usage is described by Reference [15].

The SAS Solar Tracker system from Seabird Electronics consists of three hyperspectral
Seabird/HyperSAS radiometers measuring downwelling irradiance, downwelling sky radiance, and
upwelling water radiance mounted at fixed zenith angles (180°, 140°, and 40°, respectively) on an
azimuthally rotating platform, with compass-based sun-tracking to ensure optimal relative azimuth
angle with respect to sun. Power and data are managed via a deck interface unit and a standard PC.
The system is used routinely on a few research vessels and ships of opportunity [16].
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The WISP-3 is a handheld system, commercially available from Water Insight, with three
embedded radiometers measuring water reflectance from downwelling irradiance, sky radiance, and
water radiance. Data for monitoring parameters such as chlorophyll a concentration are logged
internally and can be downloaded to a PC as processed data. A variant called WISPstation is under
development for autonomous operation. An example of data usage and inter-comparison with other
systems is described in Reference [17].

The current PANTHYR design will provide hyperspectral reflectance data not available from
the Seaprism system and has advantages over the RFLEX, DALEC, Suntracker, and WISP designs
because the zenith pointing flexibility allows sky and water radiance measurements to be made by
the same radiometer and allows downward pointing to protect instruments when not measuring.
Use of a single radiance sensor provides cost saving and reduces the uncertainties associated with
spectral and radiometric calibration differences of the two-radiance-sensor systems. The disadvantage
of the PANTHYR sequential measurement of water and sky radiance as compared to the simultaneous
measurements possible with the two-radiance-sensor systems is considered to be minimal for the good
clear sun and sky illumination conditions needed for satellite validation. If illumination conditions
are suboptimal, this will be detected by the PANTHYR replicate measurements and will lead to data
rejection. The PANTHYR system does not pretend to achieve the very high performance expected of the
OSPREY system, but represents a much lower-cost alternative which should be ideal for deployment
at multiple sites worldwide by organizations with moderate budgets.

All of these systems, including PANTHYR, are developing within a context where hyperspectral
spectrometers are rapidly evolving with reduction of size, power, and cost (thanks to mass production
for medical and industrial applications), and where pointing systems are becoming more affordable
and more easily available as COTS items (thanks to mass production for applications such as
video surveillance). Other technologies facilitating PANTHYR development include the massive
improvements and cost reductions in data transmission (thanks to mobile phone networks) and
in microcomputers.

1.4. Overview of Paper

In this paper, the design choices are described in Section 2, together with details of the control
electronics, where most of the original developments were made, and the data acquisition protocol and
data processing steps, which are strongly based on precursor systems. A first seaborne test of the system
on Acqua Alta Oceanographic Tower (AAOT) is described in Section 3, where data acquisition and
processing are also described for two precursor systems used for comparison, a manually supervised
three-sensor hyperspectral system and the autonomous multispectral AERONET-OC system. Results
from the prototype tests are described in Section 4. General system performance is evaluated with
description of lessons learned for system improvements. A comparison is made between data acquired
with PANTHYR and data from the two precursor systems. Finally, conclusions from these prototype
tests and future perspectives for system refinement are outlined in Section 5.

2. System Design

2.1. Top-Level Design Choices

To stay within the design and future purchasing budget, we decided to use mostly COTS
components. Self-design of all hardware would allow for greater optimization, but design and
manufacturing of all components would add cost and complexity beyond the scope of our goals. Only
when commercial hardware was not available or sufficient did we create our own. As availability
of the chosen components will change in the next few years, special care was taken to implement
a modular design in hardware and software. Individual component changes will require updated
software/hardware for only that part, while most of the system remains the same. This also facilitates
adding extra hardware and capabilities in the future.
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The TRIOS/RAMSES COTS hyperspectral radiometer was chosen because of its relatively high
performance, highly robust and mature low-power design, and moderate price. This radiometer
provides measurements for a spectral range of 320-950 nm and was used for satellite validation
since 2002 [18] by many teams worldwide. The performance of this class of radiometer was
extensively studied and characterized with regard to straylight [19], thermal sensitivity [20], polarization
sensitivity [21], angular response of the irradiance units [22], and non-linearity. A low-cost, portable,
LED-based Field CAL device is available for rapid checking of radiometric sensitivity in the field.

The FLIR PTU-D48E COTS pointing system was chosen for the PANTHYR system because of
its high performance (including good pan and tilt speeds and pointing accuracy), robust design, and
moderate price.

While COTS rugged PCs are widely available, a key early decision was to use a small low-power
embedded computer board with self-design of additional electronics for managing power and
connectivity to components such as the radiometers, GNSS (Global Navigation Satellite System)
receiver, and auxiliary sensors. This required more development time, but provided more control over
power management and greater flexibility in connecting and supporting additional external devices.

The Linux operating system was chosen to facilitate software portability to next-generation
hardware platforms and to improve reliability and security. Linux is open source, easy to customize,
and ideal for an offshore system where logistics make on-site intervention difficult and/or expensive.

Python was chosen as the main programming language as it is available under an open-source
license, is well known in the scientific community, and produces clear, readable code.

2.2. System Owverview and Key Components

The overall PANTHYR system is outlined in Figure 1, showing the main hardware elements
and the associated power and data connections. A small embedded computer board controls all
components and forms the heart of the system. After start-up, a GNSS receiver provides UTC
(Coordinated Universal Time), as well as location, allowing the system to calculate the position of
the sun. An optional IP network camera can take still pictures from the measurement target areas,
allowing users to check any suspect data for unusual conditions such as floating vegetation or debris,
boats, birds, and other obstructions in the field of view. During a measurement cycle, the controller
calculates the head position for each measurement step, points the instrument in the required zenith
and azimuth angles, and makes a measurement. At the end of a measurement cycle, the head moves to
a “park” position where the instruments are pointed downward to prevent fouling. The system then
goes into a sleep state, conserving power while waiting for the next cycle.

A myriad of single-board computers with ever increasing performance became available on the
market in the last few years. These small (around credit-card size) and cheap (<100 €) boards manage to
run an operating system and have on-board storage, as well as a network connection, while consuming as
little as 0.5 W of power in standby. For our application, the BeagleBone Black has the following advantages:

e It has five serial ports, which allows it to interface directly with the instruments, without the need
for additional external interfaces.

e It was proven to be a reliable option in industrial applications [23] and scientific research [24].

e Itis readily available from electronic parts distributors.

To connect and interface the controller to the rest of the system, we designed two electronic
boards which are plugged on top of the BeagleBone. The first board translates the voltage levels of the
serial ports to RS-232-compatible levels so that the controller can communicate with the instruments
and GNSS receiver. The second board provides protection and filtering on the power lines, as well
as allowing power saving by cutting the power to external devices when they are not in use. Five
protected power outputs with a maximum power draw of 2 A each can be controlled from software.
An external solid-state relay is used to control power to the head, which is the only component that
needs a switched 24 V direct current supply.
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Figure 1. Pan-and-tilt hyperspectral radiometer system (PANTHYR) system diagram.

A number of commercially available PT heads were evaluated. We looked at price, resolution,
power consumption, and ruggedness. The FLIR PTU-D48 E matched our requirements most closely.
This unit was developed as a rugged solution for demanding applications and has the necessary
specifications and certifications such as temperature range, ingress protection 67, and salt spray
protection (MIL-810G). Its maximum payload of 7.5 kg leaves margin for extra hardware.

To allow the full pan (+/-174°) and tilt (+90°/-30°) movement, a free loop of cable is required
between the rotating instruments and the base of the head. We found no good solution to prevent
this loop of cables from getting in front of the instruments at certain positions. The next version of
PANTHYR will use the same head but with built-in slip rings, providing internal connections in the
head assembly to replace outside cables. This option also adds 360° azimuth movement capability to
the head. The limited tilt range of the PTU-D48 E means that the irradiance sensor which needs to be
vertical during measurements cannot be parked lower than 30° below the horizon; it is thought that this
will provide adequate protection from the elements, but longer-term testing is required to confirm this.
The limited tilt range (120°) of the PTU-D48 E also precludes an arrangement with parallel radiance and
irradiance sensors since the radiance sensor would need to be tilted through 140° to go from vertical
(zenith 180°) to the necessary water-viewing angle (zenith 40°). The radiance sensor was, therefore,
fixed at an angle of 40° to the irradiance sensor, giving a zenith angle range for the irradiance sensor of
180° (downwelling irradiance measurement) to 60° (parked) and a zenith angle range for the radiance
sensor of 140° (sky radiance measurement) through 40° (water radiance measurement) to 20° (parked).

On average, the PT unit consumes 12.3 W during start-up, 6.2 W during hold, and up to 20 W
during combined axial movements. This demonstrates the necessity of keeping the system in a
low-power sleep mode as much as possible.

The InSYS MRO-L200 gateway/switch connects all Ethernet devices, as well as providing the
gateway to a 4G cellular network. This industrial device can set up and manage a VPN connection to
the onshore server, and has a serial port and digital output, which could be used to remotely power
cycle PANTHYR in case of problems. Its high power consumption (2.5 W typical) is the main drawback.
A low-power network switch and a separate 4G gateway that is switched on only during short intervals
would mitigate this, but also remove our option to connect to the installation in case of problems.

Two mechanical structures were designed to mount to existing structures at the measurement sites
and install the instruments. A versatile mounting system accommodates different measurement sites,
while remaining simple. We started with a 50-mm steel pipe as a range of clamps are commercially
available for this standard diameter. Welded on top of this pipe is a triangular plate. The head is
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mounted on a second similar plate. Three threaded rods connect both plates atop each other. Leveling
of the head is achieved by changing the spacing along the three rods. The result is a simple system
with a variety of mounting options (Figure 2a).

On top of the head, both sides of a U-shaped bracket accept adapter plates that hold the radiometers.
Bolting holes for fixed inclinations of 20° and 60°, as well as a slot that allows a variable 10° to 70°
inclination, are available (Figure 2b).

(b)

(@)

Figure 2. Engineering drawings of mounting structures. (a) Support providing a flexible connection
between a platform structure, e.g., horizontal railings or a vertical post fixed through the swivel
couplings, and pan/tilt unit to be mounted on uppermost horizontal surface; (b) sensor mounting
bracket for attaching radiometers to top of pan/tilt unit.

2.3. Software and Usage

The main Python script checks system and user settings and controls all actions. Data and settings
are stored in an SQLite database. Software will be released under the GNU GPLv3 (GNU’s Not Unix
General Public License version 3) at the GitHub page: www.github.com/hypermag/panthyr.

PANTHYR has one SQLite database which contains the measurement protocol, system settings,
logs, and measurement results, as well as a task queue. The user can use a (remotely) connected
laptop to access a webpage where the contents of the database can be viewed, changed, and exported
(Figure 3). This serves as the main user interface for system configuration.

A “worker script” regularly checks the “queue” database table for tasks that need to be performed.
These tasks range from executing a measurement cycle to setting up station parameters.

To perform a measurement cycle, the system gets the necessary settings from the “settings” table
and read the first line in the “protocol” table. Each line in this table contains the parameters (instrument,
zenith angle, azimuth offset, number of repetitions) describing one sub-cycle in the measurement cycle.
Measurement results are written to the “measurements” table. When all scans in the protocol are
finished, the system resumes a standby state where it regularly checks for new tasks. In the event of a
failure, a log entry is created in the “logs” table. After three failed attempts, a task is ignored to prevent
it from blocking the system.

Apart from the database frontend, PANTHYR also hosts an FTP (File Transfer Protocol) server to
download log files and pictures, as well as an SSH (Secure SHell) server to allow low-level system
maintenance. To prevent provider restrictions enforced on cellular networks, PANTHYR initiates
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an outgoing OpenVPN connection to an onshore server. Users can connect to the same server and
communicate with PANTHYR as if it were next to them.
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Figure 3. Screenshot of SQLite database interface.

2.4. PANTHYR Data Acquisition Protocol

The measurement protocol presented here is based on various precursors including
References [6,25,26] and, as usual for above-water radiometry, gives a water-leaving radiance or
reflectance for an off-nadir geometry, which can be matched to satellite viewing geometries by
appropriate models of a bidirectional reflectance distribution function. Research to determine an
optimal measurement protocol for PANTHYR operations within the WATERHYPERNET network is in
progress and some aspects may change in the future, e.g., potential additional zenith and/or azimuth
angles and/or a different number of replicate measurements, especially for water viewing. However,
the current protocol is considered as already sufficient for demonstrating performance of the hardware.

The PANTHYR system performs automated measurements every 20 min from sunrise until
sunset. Each cycle consists of measurements with a 90°, 135°, 225°, and/or 270° relative azimuth to sun.
In general, and depending on the installation location, platform geometry, time of day (sun location),
and associated platform shading of the water target, only one or two (or sometimes zero) of these
azimuth angles are appropriate for measurement of water reflectance; other azimuth angles will be
contaminated by platform shading or even direct obstruction of the water target as defined from the
instrument field of view. A selection of acceptable azimuth angles is made a priori based on expert
judgement (used here for prototype testing; see Section 3) or, better, a study of platform shading effects
by modeling or experimentation [27]. The measurement of unacceptable azimuth angles, defined by a
“no-go zone”, can then be avoided to save power.

For each measurement cycle, the system performs a sub-cycle for each of the configured relative
azimuth angles as described in Table 1. Based on the AERONET-OC protocol [6], but with repetition of
the E; and L, replicates, each azimuthal measurement sub-cycle consists of 2 x 3 replicate scans each
of downwelling irradiance, E;, and sky radiance, L, and 11 replicate scans of upwelling radiance, Ly,
where “(spectral) scan” refers to acquisition of a single instantaneous spectrum. Firstly, the irradiance
sensor is pointed upward, with the radiance sensor offset by 40°, and three replicates of E; followed by
three replicates of L; are measured. The radiance sensor is then moved to a 40° downward viewing
angle to make 11 replicate L, scans. The irradiance and radiance sensors are then repositioned to make
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three more replicate scans each of L; and E;. Scans are stored as digital counts (DCs), including the
embedded dark pixel counts, with instrument serial number and integration time in the metadata.

Table 1. Pan-and-tilt hyperspectral radiometer system (PANTHYR) basic data acquisition cycle.
Azimuth is measured clockwise with respect to sun with a relative azimuth of 0°, meaning that the
radiance sensor is pointing toward the sun, and a relative azimuth of 90°, meaning that the radiance
sensor is pointing to the right of sun. A zenith angle of 180° means that the instrument is pointing
vertically upward and, hence, measuring downwelling (ir)radiance. Measurements within a predefined
azimuth no-go zone will be skipped.

Sub-Cycle Instrument Measurement Zenith Azimuth Relative Replicate
Number
Angle (°) to Sun (°) Scans
1 Irradiance E; 180 90 3
2 Radiance Ly 140 90 3
3 Camera Sky photo 140 90 -
4 Radiance Ly 40 20 11
5 Camera Water photo 40 90 -
6 Radiance Ly 140 90 3
7 Irradiance Ey 180 90 3
8-14 As1-7 As1-7 As1-7 135 As1-7
15-21 As1-7 As1-7 As1-7 225 As1-7
22-28 As1-7 As1-7 As 1-7 270 As1-7

2.5. PANTHYR Data Processing

Each of the scans within a sub-cycle are converted from DCs to calibrated (ir)radiances, as
described in Equations (1-3) of Reference [20], using the calibration files appropriate for the instrument
serial number and date as follows:

e  The 16-bit DCs are normalized by dividing by 65,535.

e A long-term dark current correction is performed taking into account the instrument factory
characterization and the scan integration time.

e  Aresidual dark signal is subtracted using the mean average from the sensor dark pixels.

e  The signal is normalized by the integration time and divided by the calibration sensitivity to
retrieve final calibrated (ir)radiances.

Incomplete spectra are removed, as well as L; and L, scans with >25% difference between
neighboring scans at 550 nm. E; scans are removed using the same criterion after normalizing E;
by Cos(0p), where 0y is the sun zenith angle. The sub-cycle is further processed if sufficient scans
pass the quality control: L, 9/11, and E; and L; 5/6 each. The remaining E; and L; measurements are
then grouped and mean averaged to E; and L. For each L, scan, the water-leaving radiance, Ly, is
computed by removing skyglint radiance as follows:

Ly =1Ly— PFL_dr 1)

where pr is the “wind-roughened Fresnel” coefficient that represents the fraction of incident skylight
that is reflected back toward the water-viewing sensor at the air-water interface and is given by the
look-up table (LUT) of Reference [25]. This LUT describes pr as function of viewing and sun geometry
and wind speed. Wind speed is retrieved from ancillary data files or set to a user-defined default
value if wind speed data are unavailable. The data in the LUT are linearly interpolated to the current
observation geometry and wind speed.

The Ly, scans are then converted into (“uncorrected”) water-leaving radiance reflectance scans,

Pwu, as follows:
Ly
===, (2)
Pwu I,
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A “near infrared (NIR) similarity spectrum” correction is then applied to remove any white error
from inadequate skyglint correction as shown in Equation (3). A spectrally flat measurement error, ¢,
is estimated using two wavelengths in the NIR [28], where A1 = 780 nm and A, = 870 nm.

a Ay) = A
6= Pwu( 2) Pwu( 1)’ (3)
A=A
where « is the similarity spectrum [26] ratio for the bands used; here, a(780, 870) = 1/0.523 = 1.912.
Per scan, ¢ is subtracted from the p;, at all wavelengths to give an NIR-corrected water reflectance,

pw(A) = puwu(d) — ¢, “4)

and all p;, scans are mean-averaged to give the final NIR-corrected water reflectance, py,. This NIR
correction is optional and may be turned off, e.g., for extremely turbid waters where it is not valid and/or
for situations where the satellite measurement may include a similar constraint in the atmospheric
correction which needs to be validated independently.

The final quality control to retain or reject the py is performed according to Reference [26];
measurements are rejected when 5/ E_d > 0.05 sr~! at 750 nm (indicating clouds either in front of the
sun or in the sky-viewing direction), and when the coefficient of variation (CV, standard deviation
divided by the mean) of the p;, scans is >10% at 780 nm.

3. Prototype Testing

3.1. July 2018 Deployment at the Acqua Alta Oceanographic Tower

After extensive testing of individual components and the full system in the laboratory and
outdoors on land, a first prototype system test was performed on the Acqua Alta Oceanographic Tower
(AAQT) in July 2018 during the international Field Inter-Comparison Exercise (FICE) organized by
the FRM4SOC (Fiducial Reference Measurements for Satellite Ocean Colour) project. AAOT is an
oceanographic platform in the Northern Adriatic Sea 15 km offshore from Venice in water of 16 m
depth. It was used extensively over the last 20 years for oceanographic data collection including optical
oceanography [29] and was used for a number of multi-partner optical radiometry inter-comparison
exercises [30,31]. It is the location of the first AERONET-OC site and provides such data since 2002.
The above-water platform structure was entirely reconstructed in 2018, but the new structure closely
follows the design and layout of the original platform.

The PANTHYR system was deployed on the east corner of the top deck of the platform (Figure 4),
with the irradiance sensor collector 2 m above top deck floor and, hence, about 14 m above sea
level. The system ran for six days continuously from 12 to 17 July 2018, under the supervision of
the developer for the first three days and with non-specialized supervision for the remaining days.
Some test conditions were not the most challenging that can be expected in the future; grid power
was available, and data were not transmitted over a 4G link but stored onboard. However, the basic
functions of autonomous pointing and data acquisition were fully and successfully tested.

This deployment for prototype testing was also installed only at moderate height and not above the
height of the top deck masts for practical reasons; for future operational deployments, the PANTHYR
system should ideally be positioned above the height of all such masts and structures or with a careful
analysis of any shading of downwelling irradiance. For subsequent data comparison, only PANTHYR
measurements at relative azimuth angles of 225° or 270° were used.

Using the angular field-of-view data (7° full-width half-maximum) for the radiance instrument
supplied by the manufacturer suggests that the water-viewing radiometer sees an elliptic patch of
water with about 3 m diameter. Typical integration time for the water-viewing measurement is <512
ms during this experiment. Spatio-temporal variability caused by the surface wave field is, thus,
mainly averaged and not resolved.
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The FICE campaign further involved the deployment of multiple supervised radiometer systems,
including seven above-water radiometer systems, one shipborne free-fall underwater radiometer
system, and one platform-deployed vertical profiling system. Inter-comparison of all these systems will
be the focus of a separate paper. In the current paper, results of the PANTHYR system are compared
only to one supervised above-water radiometer system, the manually supervised RBINS (Royal
Belgian Institute of Natural Sciences) hyperspectral above-water three-radiometer TRIOS/RAMSES
system, hereafter called the “M3TRIOS” system, and the autonomous multispectral AERONET-OC
system operated by the Joint Research Centre (JRC) of the European Commission at Ispra. The five
TRIOS/RAMSES sensors used here (two for PANTHYR, three for M3TRIOS) were radiometrically
calibrated at the Tartu Observatory laboratory just before the FICE campaign, thus minimizing
calibration-related differences.

Only measurements from the five days with best sky conditions (13-17 July) are used here. For
those days and during the period of day used for comparison in the present study, sun zenith angles
ranged from 23.4° to 46.7° and wind speed ranged from 0.1 to 4.3 m/s.

IRRADIANCE
SENSOR

(b)

(@)

Figure 4. Photographs of PANTHYR prototype deployment at Acqua Alta Oceanographic Tower
(AAOT). (a) Irradiance and sky radiance measurement position; (b) southwest face of the Acqua
Alta Oceanographic Tower; (c) upwelling (water + skyglint) radiance measurement position;
(d) park position.
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3.2. Manually Supervised M3TRIOS System Used for Data Comparison

The M3TRIOS system deployed during the FRM4SOC/FICE consists of three TRIOS RAMSES
radiometers, one measuring downwelling irradiance, E;, and two measuring radiance with fixed sky-
and water-viewing zenith angles of 140° and 40° for L and Ly, respectively. The system was deployed
since 2001 at many locations from both large and small ships, and platforms including AAOT [31].
Details of the instrumentation and standard measurement protocol, based on Reference [25], and data
processing and quality control can be found in Reference [26]. This is quite similar to the PANTHYR
processing described in Section 2.5, except for the following elements:

e The conversion from DCs to calibrated (ir)radiance is performed by the TriOS MSDA_XE software
rather than the equivalent Python routines written for PANTHYR.

e Measurements are made simultaneously for E;, Ly, and L, with a much larger number of replicate
scans, at least 30, with a scan every 10 s for 10 min. The first five scans passing the quality control
tests described in Web Appendix 1 of Reference [26] are retained for Eg4, Ly, and L,

e The skyglint correction given as a quadratic function of wind speed by Reference [26] is used as an
approximation of the more accurate LUT of Reference [25] described in Section 2.5 for PANTHYR.

e The skyglint correction, Equation (1), and conversion to py, Equation (2), and subsequent NIR
correction, Equations (3) and (4), are applied to each E4, L;, and L, triplet scan individually to
give five scans for p,, before mean-averaging to yield p.

Although the instrument has wider spectral range, data are here limited to the range 400-900 nm
where quality was checked by previous inter-comparison exercises. For this specific implementation,
the downwelling irradiance sensor was mounted on the top deck of AAOT on a telescopic mast at
height 5 m above deck. The sky- and water-viewing radiance sensors were mounted at the southwest
face of the platform on a frame tailor-made by Tartu Observatory and Plymouth Marine Laboratory
to accommodate many radiometers and to ensure 40° and 140° zenith-angle viewing. On the other
hand, 90°, 135°, or 270° relative azimuth angle to sun was achieved by manual rotation of the structure
before each measurement. Measurements were made typically every 30 min during daytime between
8:00 a.m. and 1:00 p.m. UTC.

3.3. AERONET-OC Data Used for Comparison

The CIMEL/Seaprism system providing data for AAOT through the AERONET-OC network was
installed on the west corner of AAOT on a purpose-built jetty to minimize any shading effects of the
platform on the water being measured. Full details on the instrumentation and measurement protocol
and data processing and quality control can be found in Reference [6].

Level 1.5 normalized water-leaving radiance data, Ly, were used without f/Q correction [32] as it
isnotapplied to the PANTHYR and M3TRIOS data. This data were downloaded from the AERONET-OC
(AOC) website for the “Venise” site located on AAOT [6]. Level 1.5 data are automatically cloud cleared
but do not have final post-deployment calibration applied and are, hence, not fully quality assured.
The matchup data used in this paper do, however, pass quality control and are likely candidates for
level 2.0 data if post-deployment calibration is acceptable [Zibordi, pers. comm. 18 March 2019]. Ly,
values were converted to water reflectance, p,, by

L
pw = n;—”o”, (5)
where F is the extraterrestrial irradiance [33] resampled to gaussian band-passes with 10-nm full-width
half-maximum centered on the reported exact center wavelengths of the CIMEL instrument. Each of
the level 1.5 AOC measurements was matched to the closest PANTHYR measurement within 20 min,
and the PANTHYR data were resampled to the same band.
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4. Results

4.1. System Performance

The system tested at AAOT performed very well and demonstrated its capability of making
automated measurements following a predefined protocol and interval. After installation and
configuration, there were no blocking issues while the system worked autonomously, and no
intervention was required during the six days of operation while the system performed as expected.

Since the system was still in a prototype phase when tested on the AAOT, some functionality is
yet to be tested or demonstrated in a real-world scenario. The system was powered from the mains
grid and, as the platform was visited daily, there was no need for 3G/4G data transmission. Most
measurement sites will require one or both of these functions as mains power or cabled internet may
not be available.

With the defined measurement protocol and a measurement interval of 20 min, it became obvious
that the system speed needed improvements. The measurement protocol described in Section 2.4 took
about 12 min to finish, depending on sun azimuth (since this affects required movements and how
many measurements are skipped because they fall within the “no-go” zone). Post-FICE optimization
of the control libraries for the pan/tilt head since resulted in faster movements. Additional speed
can be gained in the control of the instruments, as well as by implementing multi-threading. Before
each measurement cycle, some of the devices need time to start up and/or calibrate. The pan/tilt
head, for example, needs to run a calibration routine to find the center point of both axes, and the IP
camera needs time to boot and warm up. Implementation of multithreading would allow us to do
both at the same time. Shorter measurement cycles result in more low-power standby time in between
measurement cycles and lower power consumption, thus achieving better overall efficiency.

Some existing systems such as the CIMEL SeaPRISM hardware rely on the sun to calibrate the
system azimuth during installation. While a high accuracy can be achieved with this method, it is only
usable on sunny days. An electronic compass that achieves the required accuracy on metal structures,
and that has a low power consumption, a marine-grade enclosure, and low cost is yet to be found.
The current mode of operation for aligning the system zenith is achieved by placing a spirit level on
the top bracket. This allows alignment as accurate as the used spirit level. After this is done, a digital
inclinometer is placed on top of the instruments to verify their absolute inclination for different angles.
Azimuth calibration is similar to the CIMEL system; the user can order the head to rotate toward the
sun, after which the shadows cast by the top bracket serve as a reference while manually performing
the alignment.

The images taken as part of each measurement cycle showed an unexpected interest from the
local wildlife. Even though the system was (almost) continuously moving, birds seemed not to be
deterred but showed a rather close interest in the new technology, both contaminating data by blocking
the instrument field of view completely or subtly (Figure 5) and by potentially contaminating the
instrument itself by fecal deposits. Major blocking of a radiometer field of view will be easily identified
as bad data because the spectral signature will be different from the expected water, sky, and full
sky irradiance targets. However, partial blocking of the instrument field of view (Figure 5b) may
contaminate data in a way that cannot be automatically detected and rejected. Discussion with experts
on bird life suggests that typical visible or audible “scarecrow” devices are not effective deterrents and
the best approach is the use of spikes to prevent comfortable resting spots. We, therefore, strapped
cable ties around the moving parts (Figure 4c), leaving the ends uncut as deterrent spikes, being careful
to avoid the irradiance sensor field of view.

The integration of an IP camera alongside the radiometers proved particularly useful in identifying
these unforeseen problems and may be useful for other causes of data contamination such as boats,
floating debris/vegetation, or other unusual conditions in the radiometer field of view (Figure 5) since
the radiometer gives only spatially integrated information. However, image analysis is presently
subjective and is not easy to automate.
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(©)

Figure 5. Sample photos taken from the camera aligned with the radiance sensor (for azimuth

angles not used for measurements in this paper). (a) Bird blocking field of view; (b) more subtle
measurement contamination; (c) floating vegetation and platform shadow on water; (d) unexpected
water target contamination.

4.2. Water Reflectance Spectra—Mean over Time

For the three clear sky days analyzed here, 30 matchups were recorded between the PANTHYR
and M3TRIOS systems and 10 between the PANTHYR and AERONET-OC systems. All 30 water
reflectance spectra for PANTHYR and M3TRIOS systems are plotted in Figure 6, with the mean
average of the 10 matchup AERONET-OC spectra. Differences between spectra observed on different
days/times by a single system in this figure combine both possible temporal variability of the target itself
(including possible BRDF effects, which are uncorrected for the PANTHYR and M3TRIOS systems), the
random uncertainties associated with the measurement protocol and associated data processing, and
certain instrument artefacts (e.g., imperfect irradiance sensor angular response). Since the intra-spectra
differences are rather small, we can conclude that the water target was itself rather stable during
the three days of analyzed data (spread over a six-day period). One outlier is clearly visible for the
MB3TRIOS system; detailed analysis of data for that measurement, including the manual log-book and
various photos, suggests that this may result from an oily film visible at the water surface within the
MBTRIOS system field of view. After exclusion of this outlier, the mean average water reflectance
spectrum over the 29 matchups is very similar for PANTHYR and M3TRIOS systems. The mean
average water reflectance spectrum over the 10 matchups is also very similar for the PANTHYR and
the AERONET-OC systems. For a more detailed understanding of system data quality, including the
impact of random uncertainties and removing the differences associated with water target temporal
variability, the individual matchups were analyzed as described in the sections below.

4.3. Data Comparison with M3TRIOS System—Matchup Analysis

The 29 matchups between the PANTHYR and M3TRIOS systems, interpolated to typical
multispectral wavelengths, are shown via scatterplots of E;(A), Ly(A), L, (A), and py(A), and associated
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linear regression statistics in Figure 7, including root-mean-square difference (RMSD) and mean average
relative difference (MARD).

M3TRIOS PANTHYR
0.025
Mean Spectra
=== M3TRIOS
0.020 - ] - —=- PANTHYR
AERONET
0.015 - 1
< 0.0101 -
0.005 - .
0.000 - 1
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Figure 6. Water reflectance spectra for each of the 30 stations (gray lines) from (left) the three-radiometer
TRIOS/RAMSES system (M3TRIOS) system and (right) the PANTHYR system. Mean spectra over all
30 stations are superimposed for the PANTHYR (orange dashed line) and the M3TRIOS system (blue
dashed lines) and for all 10 measurements from the AERONET-OC system (green dotted line joining
dots where the multispectral data exist).

The MARD of E;(A) calculated over all wavelengths was 3.1% and the scatterplot (Figure 7a)
suggests some spectral variability of differences with lower PANTHYR E;(A) for 410 nm and 440 nm
and higher PANTHYR E;(A) at 620 nm and 675 nm. A full uncertainty analysis is not yet available
for these instruments/systems as deployed at AAOT, and no corrections were applied for instrument
artefacts such as imperfect cosine response, straylight, thermal sensitivity, non-linearity or polarization
effects, or deployment imperfections, e.g., for optical perturbations from higher mast structures.
Operational deployment of the PANTHYR system for fiducial reference measurements will require
such an uncertainty analysis but is beyond the scope of this technology-proving paper. However, the
observed differences for E;(A) are not a cause for concern at this stage of testing. The reader is referred
also to Reference [34] for a more detailed discussion of differences between measurements of E;(A)
from different instruments in typical field conditions.

The scatterplot (Figure 7b) of L;(A) sky radiance measurements shows strong correlation but for
two distinct groups of data. Analysis of the metadata recorded for both systems revealed that these
distinct groups of data correspond to different azimuth angles of the PANTHYR and M3TRIOS systems;
they are pointing at very different portions of the sky and, in some cases, the PANTHYR system is
pointing at a much brighter sky with cirrus clouds. Since both of the obvious two groups of data
corresponded to cases where PANTHYR and M3TRIOS were measuring at different azimuth angles
because the systems were deployed on different sides of the AAOT platform and, hence, pointed at the
water in different azimuth angles, there is no cause for concern that neither group of points has a slope
of one. There were only two matchups where PANTHYR and M3TRIOS were measuring at the same
azimuth angle, but this was considered insufficient for detailed analysis.
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Figure 7. Scatterplot for selected wavelengths comparing PANTHYR data with M3TRIOS system data
for (a) E4, (b) Ly, (¢) Ly, and (d) Pw for 29 matchup stations. Linear regression statistics are given,
including the root-mean-square difference (RMSD) and the mean average relative difference (MARD).

The scatterplot (Figure 7c) of L, (A) water (plus reflected skyglint) radiance measurements shows
strong correlation (12 = 0.992) with low systematic differences (slope = 0.97). The MARD of 6.5% was
affected by the different azimuth angles of the two systems since this parameter includes reflected
skyglint, typically 2.5-3.0% of L(A).

The scatterplot (Figure 7d) of p,(A) water reflectance (after skyglint correction) shows high
correlation between the PANTHYR and M3TRIOS systems (% = 0.996) with low systematic differences
(slope = 0.97). The MARD of 7.1% was dominated by the contribution for data at 870 nm, where
the water reflectance was very low and absolute differences, e.g., arising from skyglint correction,
translated into very large relative differences.

The spectral variations of RMSD and MARD between PANTHYR and M3TRIOS for E;(A) and
pw(A) over these 29 matchups are shown in Figure 8. The short wavelength scale variability for the
RMSD of E4(A) in Figure 8a was related to the similar spectral variability of E;(A) itself, e.g., the
atmospheric oxygen absorption feature at 762 nm or the Frauenhofer lines related to solar photosphere
absorption at 516-518 nm, and the way the slightly different central wavelengths of each E; instrument
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under-resolved these features. The MARD of E;(A) between PANTHYR and M3TRIOS (Figure 8b)
was <5% for the full spectral range 400-900 nm. The common radiometric calibration of the two E;
instruments just prior to this experiment helped limit MARD; however, a more detailed characterization
of these two instruments, particularly including an analysis of their “cosine” angular response and
perhaps straylight and non-linear responses, may improve results in the future.

The spectral variation of RMSD between PANTHYR and M3TRIOS for p;, (1) shown in Figure 8¢
suggests an overall spectral shape typical of L,(A) spectra, i.e., upwelling radiance from green
water and reflected “blue” skyglint. Possible causes of this difference are multiple and certainly
include imperfect correction of skyglint, but may also include different BRDF at the different azimuth
angles, propagation of E;(A) differences, L radiometer calibration and characterization (straylight,
non-linearity, polarization, thermal sensitivity, etc.), etc. A detailed analysis is beyond the scope of this
technology-proving paper, which concludes merely that there is no major cause for concern at present.

The MARD between PANTHYR and M3TRIOS shown in Figure 8d for py(A) was <5% for
the spectral range 410-580 nm, with higher MARD around 600 nm. The much higher MARD for
wavelengths higher than 700 nm are clearly related to the very low py(A) for these waters, showing
some similarity with the pure water absorption coefficient spectrum for 700-900 nm [26] and with the
phytoplankton absorption coefficient at 660-680 nm. In such conditions, the MARD has no practical
relevance because a satellite validation analysis would generally consider absolute differences between
PANTHYR and satellite or simply not use such data.
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Figure 8. Root-mean-square difference (RMSD) and the mean average relative difference (MARD)
between PANTHYR and M3TRIOS systems over 29 stations for (a,b) Ey, and (c,d) pw- The 5% MARD is
shown as a horizontal dashed line.

4.4. Data Comparison with AERONET-OC System—Matchup Analysis

The 10 matchups between the PANTHYR and AERONET-OC systems, with resampling of
PANTHYR data to gaussian spectral response functions on the AERONET-OC central wavelengths,
are shown via scatterplots of p, (1), and associated linear regression statistics in Figure 9. There is a
strong correlation between these datasets (1> = 0.996) with low systematic differences (slope = 0.95).
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The MARD over all wavelengths appeared high (18.3%); however, as seen in the spectral variation
of MARD shown in Figure 8d, it was dominated by the data at 870 nm, where RMSD was low but
pw(A) itself was very low. For the wavelengths from 413 nm to 555 nm, MARD between PANTHYR
and AERONET-OC was between 3.5% and 6.5%, except at 530 nm, where it reached 9.0%. Possible
causes of the differences are multiple and may include imperfect correction of skyglint, propagation of
E;(A) differences (not available online for AERONET-OC), radiometer calibration and characterization
(straylight and/or spectral response functions, non-linearity, polarization, thermal sensitivity, etc.), etc.
A detailed analysis is beyond the scope of this technology-proving paper, which concludes merely that
there is no major cause for concern at present.
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Figure 9. Scatterplot for selected wavelengths comparing PANTHYR data with AERONET-OC
Venise Level 1.5 data for py for 10 matchups. Linear regression statistics are given, including the
root-mean-square difference (RMSD) and the mean average relative difference (MARD). All PANTHYR
data presented in this figure were measured at the 270° relative azimuth. The black line is the reduced
major axis regression. Statistics are plotted here for all wavelengths together. For per-band RMSD and
MARD, see Figure 8c,d.

5. Conclusions and Future Perspectives

To gather enough high-quality ground-truth data for validation of water reflectance derived
from satellite missions, an automated system is necessary. The AERONET-OC federated network of
autonomous instrument systems [6] is now the main source of such validation data for all satellite
missions measuring water reflectance but provides only multispectral data. The PANTHYR system
described here aims to provide hyperspectral water reflectance data for satellite validation.

The design of the PANTHYR system was described in detail here. Two COTS hyperspectral
radiometers (one radiance, one irradiance) and an IP camera are mounted on a COTS PT pointing
system with original development of control electronics and software providing a low-cost, low-power,
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but robust, modular, and extendable design. Date/time/location information is received from a GNSS
receiver and data are transmitted by a 4G gateway. A flexible mounting bracket was designed
to easily fit the system to any suitable platform structure. The prototype was tested during an
inter-comparison exercise organized at AAOT, an offshore platform in the Adriatic Sea. The system
functioned autonomously over the six-day period without intervention. Data acquired from the system
was compared with an established manually deployed hyperspectral system and with the automated
AERONET-OC system data deployed simultaneously at AAOT. Data quality from the PANTHYR
system was good; water reflectances compared to the two other systems had per-band MARDs within
5.5% for the spectral range 410-550 nm in these good measurement conditions.

Imagery from the IP camera was surprisingly useful and revealed unexpected conditions including
birds within the camera field of view, which could contaminate radiometer data in significant (easily
detected) or subtle (potentially undetected) ways.

The prototype tests described here were made with mains power supply and without autonomous
data transmission over the internet. Use of an autonomous power supply (typically solar panels) with
power supply monitoring and automated data transmission over 4G need to be tested in future work.

An upgrade of the PT unit to a version with slip rings is also planned to avoid the risk of cable
snags possible with this first prototype.

Future mounting hardware will be machined from 5083 aluminum alloy instead of stainless steel
to save weight. Lower overall weight results in lower shipping cost, and limiting the weight on top of
the PT head reduces power consumption.

The system can also be extended to function on moving platforms, such as ships or buoys, via the
addition of heading and inclination sensors and/or movement compensation mechanisms.

The data acquisition and processing described here are based strongly on precursor work and
provide a robust starting point. However, future research may take advantage of the flexible pointing
capability to investigate improved data acquisition protocols, e.g., with multiple zenith angle radiance
measurements. The skyglint correction for above-water reflectance measurements is also considered
to be a major source of measurement uncertainty, and potential improvements were investigated in
many recent studies. When considered mature, such improvements can easily be incorporated in the
processing software described here.

In conclusion, the PANTHYR system prototype was successfully tested in a basic configuration
(without autonomous power supply and without data transmission over the internet) giving robust
performance and high-quality hyperspectral data. The system prototype meets the requirements for
future worldwide deployment in a network for hyperspectral validation of water reflectance data
from satellites.

Author Contributions: Conceptualization, D.V., K.R., and A.C.; methodology, D.V., K.R., and A.C.; software, D.V.
and Q.V; validation, Q.V. and M.B.; formal analysis, K.R., Q.V.,, and M.B.; writing—original draft preparation, K.R.
and D.V.; writing—review and editing, A.C., Q.V.,, M.B., and D.V.

Funding: This research was funded by BELSPO (Belgian Science Policy Office) in the framework of the STEREO
III program project HYPERMAQ (SR/00/335), and by the European Space Agency PRODEX/HYPERNET-OC
project. The AAOT fieldwork was partially funded by the European Space Agency FRM4SOC project.

Acknowledgments: The authors would like to thank the Plymouth Marine Laboratory (PML) and Consiglio
Nazionale delle Ricerche (CNR), Dr. Gavin Tilstone, Tartu Observatory, and the FRM4SOC project for organizing
the FICE at AAOT and for providing mounting frames for the M3TRIOS system radiometers. Tartu Observatory
provided the radiometric calibration of all five RAMSES instruments used here. Dr. Giuseppe Zibordi is
acknowledged for providing the AERONET-OC data and for kind advice. TRIOS Gmbh is acknowledged for
providing details of the serial protocol communication for the RAMSES instruments, allowing us to write the
necessary data acquisition software. For the latter, the RFLEX code provided by Stefan Simis provided some
useful ideas on how to proceed. Michiel T’Jampens provided appreciated technical feedback. We thank the three
anonymous reviewers for many constructive comments on the first version of this paper.

Conflicts of Interest: The authors declare no conflicts of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

123



Remote Sens. 2019, 11, 1360

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Gohin, E; Saulquin, B.; Oger-Jeanneret, H.; Lozac’h, L.; Lampert, L.; Lefebvre, A.; Riou, P.; Bruchon, E.
Towards a better assessment of the ecological status of coastal waters using satellite-derived chlorophyll-a
concentrations. Remote Sens. Environ. 2008, 112, 3329-3340. [CrossRef]

Bresciani, M.; Stroppiana, D.; Odermatt, D.; Morabito, G.; Giardino, C. Assessing remotely sensed
chlorophyll-a for the implementation of the Water Framework Directive in European perialpine lakes.
Sci. Total Environ. 2011, 409, 3083-3091. [CrossRef] [PubMed]

Vanhellemont, Q.; Ruddick, K.G. Turbid wakes associated with offshore wind turbines observed with Landsat
8. Remote Sens. Environ. 2014, 145, 105-115. [CrossRef]

Giardino, C.; Brando, V.E.; Gege, P.; Pinnel, N.; Hochberg, E.; Knaeps, E.; Reusen, I.; Doerffer, R.; Bresciani, M.;
Braga, F; et al. Imaging Spectrometry of Inland and Coastal Waters: State of the Art, Achievements and
Perspectives. Surv. Geophys. 2018, 40, 401-429. [CrossRef]

Bailey, S.W.; Werdell, P.J. A multi-sensor approach for the on-orbit validation of ocean color satellite data
products. Remote Sens. Environ. 2006, 102, 12-23. [CrossRef]

Zibordi, G.; Holben, B.; Slutsker, I.; Giles, D.; D’Alimonte, D.; Mélin, F.; Berthon, ]J.-F.; Vandemark, D.;
Feng, H.; Schuster, G.; et al. AERONET-OC: A network for the validation of ocean color primary product.
J. Atmos. Ocean. Technol. 2009, 26, 1634-1651. [CrossRef]

Hlaing, S.; Harmel, T.; Gilerson, A.; Foster, R.; Weidemann, A.; Arnone, R.; Wang, M.; Ahmed, S. Evaluation
of the VIIRS ocean color monitoring performance in coastal regions. Renote Sens. Environ. 2013, 139, 398-414.
[CrossRef]

MEélin, F; Sclep, G. Band shifting for ocean color multi-spectral reflectance data. Opt. Express 2015, 23,
2262-2279. [CrossRef]

Holben, B. AERONET—A federated instrument network and data archive for aerosol characterization.
Remote Sens. Environ. 1998, 66, 1-16. [CrossRef]

Zibordi, G.; Mélin, F.; Hooker, S.B.; D’Alimonte, D.; Holben, B. An autonomous above-water system for the
validation of ocean colour radiance data. IEEE TGARS 2004, 42, 401-415.

Barreto, A.; Cuevas, E.; Granados-Mufioz, M.-].; Alados-Arboledas, L.; Romero, PM.; Grébner, ].; Kouremeti, N.;
Almansa, A.F; Stone, T.; Toledano, C.; et al. The new sun-sky-lunar Cimel CE318-T multiband photometer
&ndash; a comprehensive performance evaluation. Atmos. Meas. Tech. 2016, 9, 631-654. [CrossRef]

Hooker, S.B.; Bernhard, G.; Morrow, J.H.; Booth, C.R.; Comer, T.; Lind, R.N.; Quang, V. Optical Sensors for
Planetary Radiant Energy (Osprey): Calibration and Validation of Current and Next-Generation Nasa Missions;
NASA Tech. Memo. 2011-215872; NASA Goddard Space Flight Center: Greenbelt, MD, USA, 2012.

Simis, S.G.H.; Olsson, J. Unattended processing of shipborne hyperspectral reflectance measurements.
Remote Sens. Environ. 2013, 135, 202-212. [CrossRef]

Slivkoff, M.M. Ocean Colour Remote Sensing of the Great Barrier Reef Water. Ph.D. Thesis, Department of
Imaging & Applied Physics, School of Science, Curtin University, Curtin, Australia, 2014.

Brando, V.; Lovell, ].; King, E.; Boadle, D.; Scott, R.; Schroeder, T. The Potential of Autonomous Ship-Borne
Hyperspectral Radiometers for the Validation of Ocean Color Radiometry Data. Remote Sens. 2016, 8, 150.
[CrossRef]

Carswell, T.; Costa, M.; Young, E.; Komick, N.; Gower, J.; Sweeting, R. Evaluation of MODIS-Aqua
Atmospheric Correction and Chlorophyll Products of Western North American Coastal Waters Based on 13
Years of Data. Remote Sens. 2017, 9, 1063. [CrossRef]

Hommersom, A.; Kratzer, S.; Laanen, M.; Ansko, I; Ligi, M.; Bresciani, M.; Giardino, C.; Betlran-Abaunza, ].M.;
Moore, G.; Wernand, M.R; et al. Intercomparison in the field between the new WISP-3 and other radiometers
(TriOS Ramses, ASD FieldSpec, and TACCS). J. Appl. Remote Sens. 2012, 6, 063615. [CrossRef]

Ruddick, K.; De Cauwer, V.; Park, Y.; Becu, G.; De Blauwe, ].-P.; Vreker, E.D.; Deschamps, P.-Y.; Knockaert, M.;
Nechad, B.; Pollentier, A.; et al. Preliminary Validation of MERIS Water Products for Belgian Coastal Waters;
European Space Agency: Paris, France, 2003; Volume SP-531.

Talone, M.; Zibordi, G.; Ansko, I; Banks, A.C.; Kuusk, ]. Stray light effects in above-water remote-sensing
reflectance from hyperspectral radiometers. Appl. Opt. 2016, 55, 3966. [CrossRef] [PubMed]

Zibordi, G.; Talone, M.; Jankowski, L. Response to Temperature of a Class of In Situ Hyperspectral Radiometers.
J. Atmos. Ocean. Technol. 2017, 34, 1795-1805. [CrossRef]

124



Remote Sens. 2019, 11, 1360

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Talone, M.; Zibordi, G. Polarimetric characteristics of a class of hyperspectral radiometers. Appl. Opt. 2016,
55,10092. [CrossRef] [PubMed]

Mekaoui, S.; Zibordi, G. Cosine error for a class of hyperspectral irradiance sensors. Metrologia 2013, 50,
187-199. [CrossRef]

Olesen, D.; Jakobsen, J.; Knudsen, P. Knudsen Low-cost GNSS sampler based on the beaglebone black SBC.
In Proceedings of the 2016 8th ESA Workshop on Satellite Navigation Technologies and European Workshop
on GNSS Signals and Signal Processing (NAVITEC), Noordwijk, The Netherlands, 14-16 December 2016;
pp- 1-7.

Mollon, M.; Kaneko, E.H.; Niro, L.; Montezuma, M. Remote Laboratory for a Servomotor Control System with
Embedded Architecture; IJAREEIE: Chennai, Tamilnadu, India, 2017; Volume 6.

Mobley, C.D. Estimation of the remote-sensing reflectance from above-surface measurements. Appl. Opt.
1999, 38, 7442-7455. [CrossRef] [PubMed]

Ruddick, K.; De Cauwer, V.; Park, Y.; Moore, G. Seaborne measurements of near infrared water-leaving
reflectance: The similarity spectrum for turbid waters. Limnol. Oceanogr. 2006, 51, 1167-1179. [CrossRef]
Doyle, ].P.; Zibordi, G. Optical propagation within a three-dimensional shadowed atmosphere-ocean field:
Application to large deployment structures. Appl. Opt. 2002, 41, 4283-4306. [CrossRef] [PubMed]
Ruddick, K.; Cauwer, V.D.; Van Mol, B. Use of the Near Infrared Similarity Spectrum for the Quality Control of
Remote Sensing Data; Frouin, R.J., Babin, M., Sathyendranath, S., Eds.; SPIE: Bellingham, WA, USA, 2005;
Volume 5885.

Zibordi, G.; Berthon, ].F,; Doyle, ].P.; Grossi, S.; van der linde, D.; Targa, C.; Alberotanza, L. Coastal Atmosphere
and Sea Time Series (CoASTS), Part 1: A Long-Term Measurement Program; Tech Memo TM-2002-206892; NASA
Goddard Space Flight Center: Greenbelt, MD, USA, 2002.

Hooker, S5.B.; Lazin, G.; Zibordi, G.; McLean, S. An evaulation of above- and in-water methods for determining
water-leaving radiances. J. Atmos. Ocean. Technol. 2002, 19, 486-515. [CrossRef]

Zibordi, G.; Ruddick, K.; Ansko, I.; Moore, G.; Kratzer, S.; Icely, J.; Reinart, A. In situ determination of the
remote sensing reflectance. Ocean Sci. 2012, 8, 567-586. [CrossRef]

Morel, A.; Antoine, D.; Gentili, B. Bidirectional reflectance of oceanic waters: Accounting for Raman emission
and varying particle scattering phase function. Appl. Opt. 2002, 41, 6289-6306. [CrossRef] [PubMed]
Thuillier, G.; Herse, M.; Labs, D.; Foujols, T.; Peetermans, W.; Gillotay, D.; Simon, P.C.; Mandel, H. The solar
spectral irradiance from 200 to 2400 nm as measured by the SOLSPEC spectrometer from the ATLAS and
EURECA missions. Sol. Phys. 2003, 214, 1-22. [CrossRef]

Vabson, V.; Kuusk, J.; Ansko, I.; Vendt, R.; Alikas, K.; Ruddick, K.; Ansper, A.; Bresciani, M.; Burmester, H.;
Costa, M.; et al. Field intercomparison of radiometers used for satellite validation in the 400-900 nm range.
Remote Sens. 2019, 11, 1129. [CrossRef]

® © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

125






remote sensing @\py

Article

Results from Verification of Reference Irradiance
and Radiance Sources Laboratory Calibration
Experiment Campaign

Agnieszka Biatek 1#, Teresa Goodman !, Emma Woolliams !, Johannes F. S. Brachmann 2,

Thomas Schwarzmaier 2, Joel Kuusk 3, Ilmar Ansko 3, Viktor Vabson 3, Ian C. Lau ¢,

Christopher MacLellan 5, Sabine Marty ¢, Michael Ondrusek 7, William Servantes !, Sarah Taylor !,
Ronnie Van Dommelen 8, Andrew Barnard 8, Vincenzo Vellucci ?, Andrew C. Banks !, Nigel Fox 1
Riho Vendt 3, Craig Donlon 1° and Tania Casal 1°

1 National Physical Laboratory, Teddington TW11 0OLW, UK; teresa.goodman@npl.co.uk (T.G.);
emma.woolliams@npl.co.uk (E.W.); william.servantes@npl.co.uk (W.S.); sarah.taylor@npl.co.uk (S.T.);
andyb@hcmr.gr (A.C.B.); nigel.fox@npl.co.uk (N.F.)

2 Deutsches Zentrum fiir Luft- und Raumfahrt, 82234 Wessling, Germany; brachmann@iabg.de (J.F.S.B.);

thomas.schwarzmaier@dlr.de (T.S.)

Tartu Observatory, University of Tartu, 61602 Toravere, Estonia; joel kuusk@ut.ee (J.K.); ilmar.ansko@ut.ee (I.A.);

viktor.vabson@ut.ee (V.V.); riho.vendt@ut.ee (R.V.)

Commonwealth Scientific and Industrial Research Organisation, Kensington, WA 6151, Australia;

ian.lau@csiro.au

5 Natural Environment Research Council’s Field Spectroscopy Facility, Edinburgh EH9 3FE, UK;

chris.maclellan@npl.co.uk

Oceanography Group, Norwegian Institute for Water Research, Gaustadalleen 21, 0349 Oslo, Norway;

sabine.marty@niva.no

Center for Satellite Applications and Research, National Oceanic and Atmospheric Administration,

College Park, MD 20740, USA; michael.ondrusek@noaa.gov

8 Sea-Bird Scientific, Bellevue, WA 98005, USA; ronnie@xeostech.com (R.V.D.); abarnard@seabird.com (A.B.)

9 Sorbonne Université, CNRS, Institut de la Mer de Villefranche IMEV, F-06230 Villefranche-sur-Mer, France;

enzo@imev-mer.fr

European Space Agency, 2201 AZ Noordwijk, The Netherlands; craig.donlon@esa.int (C.D.);

tania.casal@esa.int (T.C.)

*  Correspondence: agnieszka.bialek@npl.co.uk; Tel.: +44-208-943-6716

check for
Received: 12 June 2020; Accepted: 1 July 2020; Published: 10 July 2020 updates

Abstract: We present the results from Verification of Reference Irradiance and Radiance Sources Laboratory
Calibration Experiment Campaign. Ten international laboratories took part in the measurements.
The spectral irradiance comparison included the measurements of the 1000 W tungsten halogen filament
lamps in the spectral range of 350 nm-900 nm in the pilot laboratory. The radiance comparison
took a form of round robin where each participant in turn received two transfer radiometers and
did the radiance calibration in their own laboratory. The transfer radiometers have seven spectral bands
covering the wavelength range from 400 nm-700 nm. The irradiance comparison results showed an
agreement between all lamps within +1.5%. The radiance comparison results presented higher than
expected discrepancies at the level of +4%. Additional investigation to determine the causes for these
discrepancies identified them as a combination of the size-of-source effect and instrument effective field
of view that affected some of the results.

Remote Sens. 2020, 12, 2220; doi:10.3390/rs12142220 www.mdpi.com/journal /remotesensing

127



Remote Sens. 2020, 12, 2220

Keywords: ocean colour; spectral irradiance comparison; spectral radiance sources comparison; fiducial
reference measurements

1. Introduction

The National Metrology Institutes (NMIs) are responsible for the International System of Units (SI)
which provides the foundation for measurement around seven base units and a system of coherent derived
units. There are three key concepts underpinning how the desired multi-century stability and world-wide
consistency of these units is achieved: uncertainty analysis, traceability and comparisons [1].

Uncertainty analysis is the systematic review of all sources of uncertainty associated with a particular
measurement and the formal propagation of uncertainties through methods defined by the Guide to
the Expression of Uncertainty in Measurement (GUM) [2]. Metrological traceability to a measurement
unit of the International System of Units [3] is the concept that links all metrological measurements to the SI
through a series of calibrations or comparisons. Each step in this traceability chain has rigorous uncertainty
analysis, usually peer reviewed or audited and always documented. Comparisons [4] are the process of
validating an uncertainty analysis by comparing the measurement of artefacts by different laboratories.

NMIs must participate in regular (usually every 10 years) formal comparisons. Each technical
discipline defines a limited number of “key comparisons” and these provide evidence to support
uncertainty analysis for a certain number of related quantities in a “Calibration and Measurement
Capability Database”. For example, the Consultative Committee for Photometry and Radiometry (CCPR)
has defined a key comparison for six key measurands (spectral irradiance, spectral responsivity, luminous
intensity, luminous flux, spectral diffuse transmittance and spectral regular reflectance). There is no key
comparison for spectral radiance, as it is assumed that reliable results (results that are consistent with
declared uncertainties) in the spectral irradiance comparison together with results for the comparison of
reflectance provide sufficient evidence for spectral radiance measurements as well.

In 2008, the Committee on Earth Observation Satellites (CEOS) established and endorsed the Quality
Assurance Framework for Earth Observation (QA4EO) [5] which set general principles for Earth
Observation (EO) data quality assurance and which follows the same metrological principles of the NMls.
Although QA4EQ does not explicitly require traceability to SI and allows “or [to] a community-agreed
reference”, it does state “preferably [to] SI”. To apply these principles in practice a concept of Fiducial
Reference Measurements (FRM) was established and defined as [6]:

Fiducial Reference Measurements (FRM) are a suite of independent, fully characterized, and traceable
ground measurements that follow the guidelines outlined by the Group on Earth Observations
(GEO)/CEQOS Quality Assurance framework for Earth Observation (QA4EQO). These FRM provide
the maximum Return On Investment (ROI) for a satellite mission by delivering, to users, the required
confidence in data products, in the form of independent validation results and satellite measurement
uncertainty estimation, over the entire end-to-end duration of a satellite mission [7].

The Fiducial Reference Measurements for Satellite Ocean Colour (FRM4SOC) project was established
and funded by the European Space Agency (ESA) to provide support for evaluating and improving
the state of the art in satellite ocean colour validation through a series of comparisons under the auspices
of the CEOS. The project makes a fundamental contribution to the Copernicus Earth Observation system,
led by the European Commission, in partnership with ESA, by ensuring high quality ground-based
measurements for ocean colour radiometry (OCR) for use in validation of ocean colour products from
missions like Sentinel-3 Ocean Colour and Land Instrument (OLCI) [8] and Sentinel-2 Multi Spectral
Imager (MSI) [9].
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In the past, a dedicated program to support the quality of Sea-viewing Wide Field-of-view
Sensor (SeaWIFS) [10] products was conducted. The Seventh SeaWiFS Intercalibration Round-Robin
Experiment (SIRREX) [11] and the Second Intercomparison and Merger for Interdisciplinary Ocean Studies
(SIMBIOS) [12-14] included comparisons of irradiance and radiance sources as well as radiometers by
the teams participating in validation activities of the SeaWIFS. For the Medium Resolution Imaging
Spectrometer (MERIS) [15] a comparison of in situ measurements was performed at the Acqua Alta
Oceanographic Tower (AAOT) [16] and showed the discrepancies between the measurements mostly
explained by the combined uncertainties of the compared measurements with a few exceptions.

From the metrological point of view, it is important to repeat such comparison exercises at regular
time frames; firstly to achieve the measurements agreement, then to ensure that the consistency
between the organisations is held stable and, finally, to enable new participants to verify their
measurements capability.

This paper presents results from the first step in the OCR measurement chain and includes a
comparison intended to verify the performance of the irradiance and radiance sources used to calibrate
ocean colour radiometers.

2. Methods

2.1. Layout and Organisation of the Comparisons

Public announcements were made to invite all laboratories involved in the satellite Ocean Colour
(OC) validation activities. To participate, laboratories had to hold working standards with spectral
irradiance and radiance values traceable to SI. Irradiance and radiance measurements comparisons were
addressed separately.

First National Physical Laboratory (NPL), the UK NMI, conducted a laboratory comparison
of the irradiance sources involving measurements of all participating lamps at NPL in April 2017.
Participants were encouraged to attend this comparison in person to hand carry the lamps to and from
the comparison and to attend a training course in absolute radiometric calibration and uncertainty
evaluation that was given at the same time. Remote participation in irradiance comparison was allowed,
however the training course was given only to seven persons present at NPL at the time.

Then, a round-robin of each participant’s radiance sources using ocean colour transfer radiometers
was performed between May 2017 and October 2018. This involved two calibrated transfer radiometers
sent back and forth in turn to each participant to perform radiance measurements. NPL served as pilot and
was responsible for inviting participants, circulating the transfer radiometers and for the analysis of data,
following appropriate processing by individual participants. The experiment was conducted anonymously.
NPL was the only organisation to have access to and was able to view all data from participants.

The list of ten international laboratories that took part in this comparison exercise is shown in Table 1.
Note that three of the institutes, Remote Sensing Technology Institute, Deutsches Zentrum fiir Luft
und Raumfahrt (DLR-IMF), Joint Research Centre (JRC) and Norsk Institutt for Vannforskning (NIVA)
participated in the radiance round robin only.
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Table 1. Laboratories that participated in the measurements (Alphabetic Order).

Organisation
CSIRO Commonwealth Scientific and Industrial Research Organisation, Australia
DLR-IMF  Remote Sensing Technology Institute, Deutsches Zentrum fiir Luft und Raumfahrt, Germany
JRC European Commission—DG Joint Research Centre

LOV-IMEV  Laboratoire d’Océanographie de Villefranche, France
NERC-FSF  Natural Environment Research Council’s Field Spectroscopy Facility, UK
NIVA Norsk Institutt for Vannforskning, Norway
NOAA National Oceanic and Atmospheric Administration, USA
NPL National Physical Laboratory, UK
TO Tartu Observatory, Estonia
Satlantic Satlantic Sea Bird Scientific, Canada

2.1.1. Irradiance Comparison

In this comparison 1000 W quartz tungsten halogen (QTH) lamps, so-called FEL lamps (not acronym)
according to American National Standard Institute (ANSI) designation, are considered as irradiance
sources and were used at the standard calibration distance of 500 mm measured from their reference plane.
Absolute spectral irradiance values were determined by reference to the NPLyg¢ spectral irradiance scale;
that is the scale that was realised in 2010 and validated in international comparisons, after a major upgrade
to its facility prior to 2010. The measurements were made using the NPL Spectral Radiance and Irradiance
Primary Scales (SRIPS) [17] or secondary Reference Spectroradiometer (RefSpec) facility. The two facilities
are very similar and allowed the comparison of participants” lamps to reference lamps that had been
themselves calibrated on SRIPS by reference to a high temperature, high-emissivity blackbody source
operated at a temperature of approximately 3050 K. Spectral irradiance measurements were made from
350 nm to 900 nm at 10 nm steps with an instrument bandwidth of approximately 2.8 nm full width
at half maximum (FWHM). Ambient temperature during measurements was 22 °C + 2 °C. The results
of the comparison were expressed in terms of the difference between the spectral irradiance values
measured by each participant and the mean spectral irradiance values measured by all participants.
Since the participants all measured different lamps (i.e., their own lamps), the required differences between
them were determined via measurements at NPL of all lamps. The mean ratio between the participants’
measurements and those made at NPL was calculated and results for each lamp were then expressed
relative to this mean ratio, so showing the degree to which the individual measurements agree with one
another. This approach was taken because:

1. the participants had various different SI-traceability routes for their lamps, i.e., a number of different
NMIs providing their calibration. If all results were shown relative to the NPL values, then this might
give the impression that traceability to NPL is “correct” or ‘best’ whereas traceability to any NMI
should be regarded as equally acceptable.

2. A few of the lamps were recently calibrated at NPL and using a simple ratio to the NPL scale
would have shown them to be performing almost ‘perfectly’ and thus give a misleading and
biased comparison.

3. Presenting the results in terms of the agreement between each lamp and the mean of all of the lamps
shows how well measurements of the different participants agree with each other, regardless of
the traceability route. This was the key aim of the comparison and this form of presentation gives
the clearest indication of that.

4. the ratio between the NPL scale and the mean of all the participants” lamps is also included, which
gives the confidence that the linkage to SI is sound in all cases.
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The FEL lamps used in the comparison were sourced from four different commercially available
sources: Gooch and Housego (now Optronic Laboratories Inc., Orlando, USA) OL FEL 1000 W, Gigahertz
BN-9101 FEL 1000 W, Gamma Scientific Model 5000 FEL 1000 W and L.O.T.-Oriel 63350 FEL 1000 W.
In addition, one participant had a modified general purpose Osram Sylvania 1000 W FEL lamp.
In total, 14 lamps from the participants and two of the NPL standards were measured. According
to the manufacturer’s specification and original calibration certification, these lamps were run using their
nominal current values and these varied from lamp to lamp between 8.0 A, 8.1 A and 8.2 A. All lamps were
within the 50 h of burn time since the last calibration. There were three different traceability chains for
the participants. The most common traceability was to the National Institute of Standards and Technology
(NIST) scale via Gooch & Housego (now called Optronics Laboratories). The lamps were calibrated by a
direct comparison method to the NIST traceable calibration standards. These calibration standards are
directly traceable to the NIST irradiance standard. The second group of lamps was traceable to NPL
via a direct comparison method to NPL working irradiance standard. Two lamps were calibrated by
the Metrology Research Institute (MRI) of Aalto University, Finland. One lamp was calibrated by Tartu
Observatory with traceability to MRI. Depending on the lamp type, the appropriate alignment procedure
was used following the lamp manufacturer’s instructions. The reference plane for a distance measurement
of each lamp type was defined by the manufacturer and was followed.

The Gamma Scientific lamps have a dedicated lamp housing enclosure to reduce the stray light in
the room during the measurements. During this comparison, one participant provided a lamp with this
housing (and the lamp was measured with the housing at NPL), and another participant provided the lamp
without the housing and was measured as it was provided. We did not notice a difference in the irradiance
measurements performed on NPL facilities (which appropriately shielded stray light) between them, but,
of course, the irradiance of an individual lamp will be sensitive to whether or not that lamp housing was
included.

Each lamp was ramped up and run for 30 min before measurements commenced. The voltage was
monitored during measurement and is given for checking purposes only.

2.1.2. Radiance Comparison

For this comparison, the radiance source was an FEL lamp (the organisations who took part in
the irradiance comparison used the same lamps) and a reference reflectance panel (such as Spectralon) set
in the 0°:45° (0° incidence angle and 45° viewing angle) setup presented in Figure 1. The recommended
distance between the lamp and the panel was 500 mm as this is the default distance for the irradiance
calibration. However, it was recognised that some participants could not perform their measurements with
a 500 mm lamp-diffuser distance due to laboratory constraints and therefore other distances were allowed
as well (as long as the uncertainties were accounted for). Due to the varying source calibration distances
or other instrumental constraints, measurements were acquired at lamp-panel distances 500 mm, 750 mm,
1000 mm and 1300 mm by different participants, some participants obtaining measurements at more than
one distance. The recommended minimum distance for the radiometer was defined at approximately
250 mm from the panel. A maximum distance was not set as the panel radiance as measured by a
radiometer should, within the constraints of source uniformity, be insensitive to the radiometer distance.

Different types and sizes of reflectance standards were allowed, so as not to exclude any of
the participants due to the type of the standard used. However, we requested the technical details
and calibration history of the artefacts along with Sl-traceable calibration certificates. Table 2 contains
the details of the lamp-panel distance for each participant/calibration set-up and information about
reflectance standard used.
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Reflectance tile Shields

Figure 1. Radiance mode diagram of setup (top), OC filter radiometer (bottom).

Table 2. Detailed information about each participant (A through M) lamp-panel distance setting and type
and size of the reflectance standard.

Participant/ Lamp-Panel Distance Reflectance Standard
Calibration Set-Up in mm Type Reflectance in % Size in Inches
A 500 Spectralon 99 10 x 10
B 750 Spectralon 99 10 x 10
C 1000 Spectralon 99 18 x 18
D 500 Spectralon 99 18 x 18
E 1000 Spectralon 99 18 x 18
F 500 Spectralon 99 10 x 10
G 1300 Spectralon 99 18 x 18
H 500 Zenith Lite 95 200 mm x 200 mm
I 500 Spectralon 99 10 x 10
J 1000 Spectralon 99 10 x 10
K 500 Spectralon 99 12 x 12
L 500 Spectralon 99 10 x 10
M 500 Gigahertz-Optik 98 12 x 12

The vast majority of the reflectance standards used by the participants was calibrated for
8°:hemispherical reflectance by Labsphere laboratory with the NIST traceability using a dual beam
spectrophotometer with an integrating sphere accessory. Only two had 0°:45° reflectance factor calibration
traceable to NPL.
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To enable a complete radiance source comparison between laboratories, we proposed using a
transfer standard radiometer to compare the participant’s in-house radiance calibration performance.
As NPL does not own an OCR instrument one of the participants, Joint Research Centre of the European
Commission (JRC), kindly agreed to provide two of their stable OC multispectral filter radiometers as
the transfer radiometers.

On completion of the radiance measurements, each participant sent their results (radiometer readings
and spectral radiance data) to the pilot. The pilot calculated radiometer calibration factors using
Equation (1) and these data.

CLa) = By (/\)L(:\l))N )
1 d

where Cp_, is absolute radiance calibration coefficient, DN} and DNy are radiometer readings during
the radiance calibration, with the | and 4 indicating light and dark readings, respectively, L is the radiance
value and A indicates the radiometer spectral channel. Radiance values per each spectral channel are given

by Equation (2)
2
L(A) = @ (520> RO:45(A)r (2)
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where E is the lamp irradiance value from the calibration certificate, d is the lamp-panel distance used
during the measurement and Rg.s is the reflectance panel 0°:45° reflectance factor from the calibration
certificate.

For these participants who did not have their reference reflectance panels calibrated at 0°:45°
reflectance factor geometry, the most common calibration for the 8°:hemispherical reflectance was allowed.
A correction factor of 1.024 was applied to the diffuse reflectance calibration values to correct it for
the proper measurement geometry. The value of that correction factor was established based on NPL
internal data combined with published data by NIST, the USA National Metrology Institute, [18].

The central wavelength was used to derive the spectral band radiance value. The radiometers used
in this comparison have narrow (10 nm) spectral bands, in addition the radiance source does not have
any distinct spectral features and is monotonically increasing in the spectral region of interest for this
study. All the participants used spectrally similar radiance sources. Therefore, the difference between
the spectral band integration values and the central wavelengths are small. The same conclusion was
found in SIMBIOS comparisons [13].

Each participant was asked to evaluate uncertainties associated with their radiance source operating
in their own laboratory for these measurements. This included all the additional uncertainty components
related to the alignment of the lamp, panel and radiometer, distance measurements and other relevant
laboratory specific factors such as power supply stability and accuracy. The results of the comparisons are
expressed as the percentage difference to the mean calibration coefficients obtained by taking an average
of all participants results.

Two Satlantic ocean colour radiometers (OCR-200) were used as transfer radiometers. These are
7 channel multispectral instruments with general technical characteristics of these type of radiometers
shown in Figure 2, although the two particular instruments used for FRM4SOC had been customised by
Satlantic for JRC in terms of their spatial characteristics to provide a narrower (3°) field of view in air.
Initial characterisation measurements to confirm this field of view (FOV) were carried out by NPL in air,
and found to be 2.5°+ 0.3° at FWHM, with a close to Gaussian profile (see Figure 3) for both radiometers
(serial numbers 051 and 110) used in this comparison.
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Figure 2. General specifications of the Satlantic ocean colour radiometers (OCR-200).
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Figure 3. Measurement results to confirm the field of view (FOV) of the transfer radiometers being used in
the FRM4SOC radiance round robin. The numbers in plot legend refer to the radiometer serial number and
the spectral band (in nm) measured.
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3. Results

This section presents the results of the comparisons. The irradiance values are reported at
the following wavelengths (350, 360, 370, 380, 390, 400, 450, 500, 600, 700, 800, 900) nm. This selection of
wavelengths was dictated by the wavelengths reported in the calibration certificates from the participants.
Although currently there are no OC missions that provide data below 400 nm, we wanted to include
the ultraviolet spectral region in the comparison. There is a scientific interest to cover shorter wavelengths
and this is indeed planned for the Plankton Aerosol Cloud ocean Ecosystem (PACE) [19] EO mission.

The radiance values are reported at the transfer radiometer spectral bands values (412, 443, 491,
510, 560, 667, 684) nm. We have chosen to present results anonymously to keep focus on community
consistencies, rather than individual laboratory. Participants were informed which laboratory they were.

3.1. Irradiance

The overall summary result of the irradiance comparison is presented in Figure 4. The data series
for each lamp used in the comparison are marked as Lamp A to Lamp N. The black dotted line indicates
the mean ratio to NPL.

0985

350 400 450 500 550 600 550 700 750 800 850 900
Wavelength in nm
—=—Lamp A —s—Lamp B Lamp C Lamp D ——Lamp E
—s—Lamp F —e—Llamp G —s—LampH —s—Lamp | —a—Lamp
—— |amp K —a— amp L Lamp M #— Lamp N =a@es fean mtio 1o NPL

Figure 4. The results of the lamp irradiance comparison. Coloured lines represent the results of each lamp
compared to the mean of all lamps. The dotted line compares the mean of all lamps to National Physical
Laboratory’s (NPL) SI-traceable scale.

The results show an agreement between all measured lamps as all data series above 400 nm lay
within the 0.99-1.013 range. The spread in the results is higher for shorter wavelengths as expected
due to the higher measurements uncertainty presented in the absolute radiometric calibration for this
spectral range.
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The uncertainty for the individual lamp ratio is expressed by Equation (3) and was calculated by
combining several uncertainty components. All components are relative, thus expressed in percentage
form.

u(E,) = \/(uz(%> + u2(snpL) + u2(cn) + u2(ca) + u(cg) + u2(Ceur) + U2 (Cage) + u%(Catig),  (3)

where the u(E,) is the uncertainty in the ratio of the irradiance values from the lamp calibration certificate
to measurements performed at NPL, the u <@) is uncertainty from the lamp calibration certificate, note
that uncertainty value is divided by two to convert it to a standard uncertainty from a coverage factor k = 2
used in the certificate. The u(sypr) is the NPL scale uncertainty and the additional components related
to the measurements performed at NPL which included noise u(cy ), and the uncertainty contributions
to the irradiance value caused by: wavelength setting accuracy u(c, ), room stray light #(cg), the lamp
current uncertainty (ccur), ageing of the lamp u(cage) and the lamp alignment u(c,jig). The typical values
for the ratio uncertainty expressed in percent are given in Table 3.

Table 3. Example of an FEL comparison uncertainty values.

Wavelength (nm)  Example of a Lamp Ratio
Uncertainty (k = 1)

350 1.6%
360 1.7%
370 1.7%
380 1.7%
390 1.5%
400 1.5%
450 1.1%
500 1.1%
600 1.0%
700 1.0%
800 1.0%
900 0.9%

3.2. Radiance

The overall summary result of the radiance comparison is presented in Figure 5 for the radiometer with
serial number 051 and in Figure 6 for the radiometer with serial number 110. The colour triangles represent
the seven spectral bands of the radiometers and the participants/set-ups are marked as letters from A to
M. Please note that we present here 13 entries to the summary results that came from 10 participating
institutes. The number of entries is higher because some organisations provided results at two different
distance settings between the lamp and the reflectance panel, or two different measurements set-up like
radiometers alignment to the central channel versus alignment to each channel in turn.

The results for both instruments show the same trends. The difference for any individual
participant/set-up from the mean value is up to 4%, which is slightly higher than expected. A clear
split into two groups can be seen. The majority of the results forms a group with radiance calibration
coefficient values below the mean value and a second group of 4 participants has radiance calibration
coefficient values around 3% above the mean value.
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Figure 5. Results of the radiance comparison for radiometer 051. Radiance calibration coefficient compared
to mean calibration coefficient for each participant/set-up at each wavelength.
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Figure 6. Results of the radiance comparison for radiometer 110. Radiance calibration coefficient compared
to mean calibration coefficient for each participant/set-up at each wavelength.
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Each participant was asked to provide an uncertainty budget for their calibration of the radiance
calibration coefficient values of the radiometers. The uncertainty of radiance measurements is calculated
according to Equations (4) and (5). The wavelength dependence is not included in the following equations,
but all the values were derived for the central wavelength of each of the radiometer spectral channels and
take a similar form for all spectral channels.

trel (Leal) = \/LW”Z(DNd) + uz(csl) + 2(Lyal), 4

(DN, — DNg4)?

where ) (Lcq ) is the relative combined uncertainty of radiance calibration coefficient, u(DN) and u(DNy)
are the uncertainty of the radiometer reading during the radiance calibration, with the | and 4 indicating
light and dark readings, respectively, u(cg) is the uncertainty contributor due to the room stray light,
expressed as percentage of the radiometer signal after the dark reading subtraction and u(L,y) is
the relative uncertainty of the radiance source. The radiance source uncertainty components are listed in
Equation (5).

el (L) = \/(ufel(E) + 22”301(‘1) + uzel(ROAS) + 12 (Cour) + uz(cage) + uz(calig) + 12 (Cunif), (5)

where 11,0 (E) is lamp irradiance absolute calibration uncertainty converted to k = 1 from the certificate
values, 1,01 (d) is the relative uncertainty associated with the distance setting, note that this component has
a sensitivity coefficient equal to 2 (from the inverse square law) and, hence, in Equation (5) there is a term
22 just before it. In addition, for all measurements at distances different to the 500 mm, the participants
were requested to include a filament-offset uncertainty component to account for the difference in the plane
of the distance setting and actual lamp filament position. The i (Ro.45) is the relative uncertainty of
the reflectance standard calibration. Please note we use the uncertainty of the reflectance factor calibration
at 0°:45° geometry at k = 1; for the case where a diffuse reflectance calibration value is corrected to 0°:45°
geometry, an additional uncertainty of that correction has to be included in the equation, NPL recommends
a 0.5% value. The remaining terms provide the relative uncertainty associated with radiance due to lamp
current uncertainty u(ccur), due to lamp ageing uncertainty, u(cage), due to alignment u(c,jig) of the lamp
and the reflectance panel at 0°:45° configuration and due to target illumination non-uniformity within
the FOV u(cypif)-

A few examples of participants’ radiance measurements uncertainty expressed in percent are
presented in Table 4.

Table 4. Examples of participants’ radiance calibration relative uncertainty, k = 2.

Band (nm) Participant Participant Participant
with Low #  with Middle#  with High u Value
412 2.0% 2.4% 3.1%
443 1.8% 2.4% 2.9%
491 1.8% 2.2% 2.7%
510 1.8% 2.3% 2.7%
556 1.8% 2.2% 2.5%
667 1.8% 2.1% 2.5%
684 1.8% 2.1% 2.5%
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4. Discussion

The irradiance comparison results showed a good agreement within the expected uncertainty range.
The observed differences are at a similar level to those reported in SIRREX-7 exercise [11], that states 1.3%
for the comparisons on the FEL lamps irradiance calibration. However, the comparison presented here
included more lamps with different designs and traceability routes. The SIRREX irradiance comparison
was expressed as relative percent difference between the NIST and Optronic calibration of the same
lamp. Higher differences were observed for wavelengths below 400 nm as this is a more challenging
spectral region for radiometric measurements. This indicates that, for future satellite missions the absolute
calibration will have higher uncertainty for these new wavelengths.

It is important to note that the same lamps (irradiance standards) used elsewhere in a different
laboratory environment, using different power supply or being aligned less carefully, could produce
different results. It is also important to note that the spread of results for irradiance lamps would be
expected to be higher if the lamps are operated outside the controlled environmental and stray light
conditions of a high-quality radiometric laboratory or operated with power supplies that are not as
stable as those used at NPL. Therefore, for any measurement using the lamp as the transfer standard for
the spectral irradiance it is essential to consider all the uncertainty components given in Equation (3),
and not just those quoted on the calibration certificate.

The radiance comparison result, showing a lower level of agreement as compared to the irradiance
comparison, led NPL to perform further investigations to explain the cause of the observed difference.
The similarly-structured SIMBIOS comparison had results with the absolute value for each participant
typically higher than expected by 2% [13,14], but the results were generally within the expected uncertainty
range, with few exceptions. The SIMBIOS comparison used a radiometer as a reference and determined
the difference in radiance measured by the radiometer and that calculated by each participating laboratory.
In our comparison we tried to identify common features for the smaller group of the results that agree
well with each other, but are around 3% higher than the top of the “main group”. The first common
feature for the small group is that those results correspond to a lamp-panel distance of 500 mm; although
some of the results in the main group were also made at that lamp-diffuser distance. Thus, the distance
setting is not the only cause of the difference. The second common feature was the size of the illuminated
patch on the reflectance target from the lamp. This size was influenced by the choice of light shields and
other baffles in a particular laboratory setup. For the laboratories that use a lamp in a housing enclosure,
the illumination patch size changes with the distance between the lamp and the diffuser.

NPL repeated a set of measurements to accommodate various conditions that participants may have
in their own labs. The additional investigation was performed using an 18" Spectralon panel that was
illuminated by the lamp at a distance of 500 mm and 1300 mm. The second distance was chosen as this
was the longest distance used by a participant during the comparison. The size of the illuminated patch
on the panel was varied from the fully illuminated panel, via a patch size with the diameter of around
23 cm to the small patch size of around 15 cm. The top panel in Figure 7a presents the photographs taken
for the three different illumination patch sizes. The bottom panel in Figure 7b presents the percentage
difference in the calibration coefficients obtained from five scenarios plotted as the data series from A to
E. The series A, B and C represent the measurements at 500 mm distance for the fully illuminated panel,
patch size 23 cm and the patch size 15 cm, respectively. The series D and E were done at 1300 mm distance
for the fully illuminated and 23 cm patch size. The series A is set as the reference in this data set, therefore
the percentage difference for this series is 0%.
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Figure 7. Difference in the radiance measurement due to the distance setting and the size of the source.
(a) Photographs of illumination patch sizes.The photograph on the left presents cases A and D, the middle
one cases B and E, and the right hand side case C. (b) Plot with percentage difference between measurements
for different patch size and lamp-panel distance setting.

A clearly visible positive bias can be seen for the measurements performed at 500 mm with a
smaller size of the source. In addition, a negative bias can be seen for the measurements performed at
the larger distance. All participants from the small group had their measurements done at the 500 mm
source-panel distance with a relatively small size of their radiance source.

The most likely explanation for this is a combination of the instrument FOV and the size-of-source
effect. These will also be influenced, to a small extent, by the distance from the panel to the radiometer,
though we believe this is a minor consideration compared to the lamp-panel distance and the baffling that
defined the source size Although the radiometers have a FOV defined as 3°, this is a FHWM value and
with a Gaussian shape to the FOV, rather than a top-hat. That 3° FOV, when plotted on a logarithmic scale
rather than linear, (see Figure 8) shows that there is still light detected at the level of 1073 at 5° and this
means that the instrument will see a wider area than expected, and perhaps, therefore, see a less uniform
patch. The instrument was not viewing a non-illuminated patch, even for a 5° FOV, but was seeing a less
uniform patch, and this would particularly be the case for a 500 mm lamp-panel distance. In addition,
scattering on imperfections in the lens will lead to light “lost” from the central field of view and “regained”
from the outer parts of the source. With a smaller source, less energy is regained and this can reduce
the measured signal. This is known as the “size-of-source effect” [20,21].
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Figure 8. Measurement results to confirm the FOV of the transfer radiometers being used in the FRM4SOC
radiance round robin presented on logarithmic scale. The vertical bars indicate +-3°. The numbers in the
plot legend refer to the radiometer serial number and the spectral band (in nm) measured.

Thus, the smaller size of the source leads to a reduced measured signal because of the size-of-source
effect and a 500 mm lamp-diffuser distance leads to a smaller signal because of the reduced uniformity
of the source across the FOV (the source is less bright away from the centre of the filament). When both
effects are present, the measured signal is lower and therefore, from Equation (1), the radiance calibration
coefficient is higher, as seen in the comparison results. To confirm this hypothesis, we also analysed
the data for all participants considering the sensitivity to distance. This effect is not as strong at longer
distances, as can be seen in Figure 7, series E, that has a smaller patch size but did not show a positive bias.
Thus, here the effect of the size of the source is compensated by a negative bias introduced by the distance
setting. We analysed the data of all participants according to their sensitivity to distance. The results of
this analysis are presented in Figure 9.

The four data series represent the averaged comparison results for different distances of 500 mm,
750 mm, 1000 mm and 1300 mm, where the 500 mm distance is set as a reference, thus the percentage
difference for the 500 mm series is equal to zero. Please note that 750 mm and 1300 mm had one entry to
the comparison thus these are not averaged. The 500 mm series contains only the results from the main
group and was set as the reference distance for that exercise, thus this data series has 0% difference.
A negative bias can be observed with the distance increase for the 1000 mm and 1300 mm distance. For
the 750 mm this is not so obvious, however this might be due to the fact that this particular participant has
the radiance calibration values provided in radiance units for the whole system, rather than calculated
from a lamp irradiance calibrated at 500 nm and a reflectance factor.

The protocol for the comparison encouraged participants to add an uncertainty component to account
for set-ups where the source-diffuser distance is different from the 500 mm distance at which the lamps
were originally calibrated for spectral irradiance. However, participants did not include an explicit
correction for a different lamp-diffuser distance. It is possible that some of the observed differences
between the main group and the other group are due to a bias from the filament offset. We would
recommend in the future for the filament offset to be evaluated and corrected for [22]. This may also help
to reduce the spread within the main group.
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Figure 9. Difference in the radiance calibration coefficient obtained by averaging results from different
participants for each lamp-panel distance.

5. Conclusions

We presented here the results of the international irradiance and radiance sources comparisons that
were run as a part of the ESA FRM4SOC study activities. Ten international organisations participated in
that exercise.

The irradiance comparison was run at NPL, where all participating lamps were measured against NPL
standards. The results of that comparison were reported as the difference between the spectral irradiance
values measured by each participant and the mean spectral irradiance values measured by all participants
to show the degree to which the individual measurements agree with one another, without introducing a
bias toward NPL scale. The irradiance comparison values showed good agreements between all lamps.

The radiance comparison took a form of a round robin where two radiometers were sent in turn to
each participant to obtain radiance calibration coefficients for the radiometer using their in-house facilities.
The results were analysed to compare the calibration coefficients of each participant to that of the mean
value of all participants. The results showed the discrepancies between the participants at the level of £4%
and two separate groups with the measurements agreement (see Figures 5 and 6). Additional investigation
showed that the reason for this difference was caused by a sensitivity to the size of the illuminated patch
(instrument size-of-source effect) and partly because the instrument-effective FOV brought in non-uniform
parts of the illumination for a shorter lamp-diffuser distance which affected the results of the smaller
group. If these effects could be corrected for or the measurements repeated at different settings we would
expect to see all measurements agreeing within £2.5%, as this is the level of agreement in the results from
the majority group. These results were obtained with a modified Satlantic OCR-200 that had a reduced
FOV. The sensitivity to size-of-source would be expected to be larger for an unmodified instrument with a
larger FOV.

The secondary objective of the comparison exercise was to increase the community awareness of
measurement uncertainty evaluation using the GUM methodology. This was achieved via the training
course that was provided for the participants being present at NPL during the irradiance comparison
exercise week. The participants were given instruction on how to derive the uncertainty components
related to their radiance measurements in-house and all the round robin radiance results were reported
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accompanied by the uncertainty budgets. The results have shown a discrepancy that is larger than
the declared uncertainty. In part, this is due to uncorrected sensitivities (e.g., to lamp-panel distance
and illuminated-source size) and in part due to the fact that some uncertainty components were not
fully investigated. Had the measurements all been made at the same distance, the comparison may not
have shown up this sensitivity to the size of the source, and source uniformity. The experience of this
comparison provides an opportunity for all participants to improve their thinking of uncertainty analysis
and shows the value of a systematic review of all effects during the development of an uncertainty budget.

Space Agencies continue to evolve the OCR constellation. For the first time, a fleet of European
Copernicus Earth Observation satellites is now sustained in an operational manner. In the next few years
two new Sentinel-2 and two new Sentinel-3 satellites will be launched and commissioned. As Copernicus
evolves, the tools, methodology and collaboration developed by FRM4SOC will be applied and further
refined to ensure that the best possible OCR measurements are available from space to the user community.
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Abstract: An intercomparison of radiance and irradiance ocean color radiometers (The Second
Laboratory Comparison Exercise—LCE-2) was organized within the frame of the European Space
Agency funded project Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC)
May 8-13, 2017 at Tartu Observatory, Estonia. LCE-2 consisted of three sub-tasks: 1) SI-traceable
radiometric calibration of all the participating radiance and irradiance radiometers at the Tartu
Observatory just before the comparisons; 2) Indoor intercomparison using stable radiance
and irradiance sources in controlled environment; and 3) Outdoor intercomparison of natural
radiation sources over terrestrial water surface. The aim of the experiment was to provide one link in
the chain of traceability from field measurements of water reflectance to the uniform Sl-traceable
calibration, and after calibration to verify whether different instruments measuring the same object
provide results consistent within the expected uncertainty limits. This paper describes the activities
and results of the first two phases of LCE-2: the SI-traceable radiometric calibration and indoor
intercomparison, the results of outdoor experiment are presented in a related paper of the same
journal issue. The indoor experiment of the LCE-2 has proven that uniform calibration just before
the use of radiometers is highly effective. Distinct radiometers from different manufacturers operated
by different scientists can yield quite close radiance and irradiance results (standard deviation s < 1%)
under defined conditions. This holds when measuring stable lamp-based targets under stationary
laboratory conditions with all the radiometers uniformly calibrated against the same standards just
prior to the experiment. In addition, some unification of measurement and data processing must be
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settled. Uncertaint of radiance and irradiance measurement under these conditions largely consists
of the sensor’s calibration uncertainty and of the spread of results obtained by individual sensors
measuring the same object.

Keywords: ocean color radiometers; radiometric calibration; indoor intercomparison measurement;
agreement between sensors; measurement uncertainty

1. Introduction

Fiducial reference measurements of water reflectance are aimed to validate satellite
data with requirement to provide metrological traceability to the SI units with related
uncertainty estimates. These measurement uncertainties can arise from instrument specification,
calibration and characterization, performance during field measurements due to various conditions
of use and different targets, measurement protocol (including any corrections and assumptions),
traceability of calibration sources to the primary SI standards. The present study focusses particularly
on instrument performance and calibration, assessing whether different instruments freshly calibrated
under uniform conditions and methods, but operated by different scientists, can produce consistent
estimates within the estimated uncertainty limits when measuring stable radiance and irradiance targets
in laboratory conditions. The results of this study are not limited to ocean color (OC) radiometry and are
relevant to radiometers operating over 400-900 nm used in air for other applications, including field
measurement of land surface reflectance.

An intercomparison of radiance and irradiance ocean color radiometers (The Second Laboratory
Comparison Exercise—LCE-2) using stable incandescent lamp sources under controlled indoor
conditions was conducted with the aim to provide one link in the chain of traceability from field
measurements of water reflectance to the uniform Sl-traceable calibration (Figure 1). Intercomparison of
data produced by a number of independent radiometric sensors measuring the same object can assess
the consistency of different results and their estimated uncertainties depending on the type of
the sensor, the spectrum of measured radiation, the environmental conditions, and the particular
method used for collecting and handling the measurement data [1,2]. This information can also serve
for further elaboration of uncertainty estimation. Additionally, methodologies used by participants
for the measurements and data handling can also be critically reviewed. For the LCE-2, a stepwise
approach was chosen: first, the radiometric calibration of the sensors was conducted by the same
calibration laboratory; second, indoor comparisons using various levels of radiance or irradiance
measurements were performed in stable conditions similar to those during radiometric calibration;
third, field measurements as described further in [3]. Traceability of the in-situ measurements to SI units
is established by regular calibration of field radiometers. Thus, immediately before the comparison,
Tartu Observatory (TO) performed consistent calibration of all participating radiometers in order to
guarantee that differences in comparison results will not be primarily due to various calibration sources
and/or calibration times. Radiometric calibration procedures including respective uncertainties have
been, in general, well established over the last decades, tested by several intercomparisons [2,4], and also
confirmed by the current experiment. Although during the measurement of stable radiation sources
the observations in recorded time series are not always completely independent, their autocorrelation
can be accounted for and analysis results (including determination of reference or consensus values)
is rather straightforward. Small variability between individual sensors found during the current
experiment confirms usefulness of the radiometric calibration performed at the same laboratory just
before the comparisons.

According to [5] calibration is an operation that, under specified conditions, in a first step,
establishes a relation between the quantity values with measurement uncertainties provided by
measurement standards and corresponding indications with associated measurement uncertainties
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and, in a second step, uses this information to establish a relation for obtaining a measurement result
from an indication.

Primary radiometric scale
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Figure 1. Traceability scheme of the LCE-2 for validation of indoor measurement uncertainties as specific
to the present study.

For determination of spectral responsivity of a radiometer, it is usually calibrated against a known
source placed at a specified distance from the entrance optics of the radiometer. Such a calibration
procedure is well established and validated [6-12]. Unfortunately, specified conditions during
the calibration may be quite different from varying conditions which may prevail during later use of
the instrument. For radiometric sensors, there can be significant differences between calibration and later
use in the field, in regards to the operating temperature, spectral variation of the target (giving different
spectral stray light effects), angular variation of the light field (especially for irradiance sensors)
and the intensity of the measured radiation. Each of these factors may interact with instrument
imperfections to add further uncertainties when an instrument is used in the field and estimation of
such uncertainties requires instrument characterization in addition to the well-established absolute
radiometric calibration.

Instrument characterization, which can lead to corrections to reduce uncertainties, should
include determination of thermal effects, nonlinearity, spectral stray light effects, wavelength
calibration, angular response, and polarization effects. Procedures for determination of corrections,
including measurement of all relevant influence quantities, are much less studied, and for some
instruments often corrections might be not available. For applying corrections, individual testing
of radiometers for each effect considered is indispensable. For most of the corrections, tests may be
more time consuming than the radiometric calibration. Generally, the corrections should be applied
both for calibration spectra and for field spectra calculated using the calibration coefficients, critically
increasing the impact of data handling. Fortunately, these individual tests are carried out usually
only once in the lifetime of an instrument unit (i.e., a sensor from an instrument family/design with

147



Remote Sens. 2019, 11, 1101

a unique serial number) while radiometric calibration has to be performed on a regular basis at least
once a year. Methods for correcting temperature effects [2,4,13-17], spectral stray light effects [4,18-22],
nonlinearity [4,15,17,23], and polarization effects [24] are the most studied. Nevertheless, difficulties
may arise during the use of a calibrated instrument when some parameters influencing correction
should be determined. Some radiometers do not have internal temperature sensors, and therefore, for
these instruments the accuracy of temperature corrections is limited even when external temperature
sensors are applied during the calibration and later use [2]. Nonlinearity effects present in calibration
spectra can be determined rather satisfactorily, but it can be much more difficult to account for
nonlinearity when instable natural radiation sources are measured. Effect due to response error of
cosine collector [25,26] can be satisfactorily accounted for a well-known radiation source, but in the field
conditions the angular distribution of radiation is often not known accurately enough for efficient
correction of the cosine error.

This study aims to evaluate techniques and procedures needed for improvement of the traceability
of the OC field measurements. In order to improve the consistency of measurements, in this work
and in [3] unified and enhanced metrological specification of radiometers, additional individual
testing procedures for relevant systematic effects of sensors, and procedures for unified data handling
are discussed. Most of the instruments involved in LCE-2 were hyperspectral radiometers having
hundreds or thousands of spectral bands and different spectral response functions. Even when
the instruments are of the same type, they are not directly comparable to each other due to small
manufacturing differences. For instance, each radiometer has individual spectral response function
represented by a wavelength scale with different center wavelengths (CWL) of individual bands.
Therefore, for comparing the data of all the instruments, a few Sentinel-3 Ocean and Land Color
Instrument (OLCI) bands were selected and from the hyperspectral data the OLCI band values were
retrieved. The intercomparison analysis was performed using the OLCI band values.

2. Material and Methods

2.1. Participants of the LCE-2

In total, 11 institutions were involved in the LCE-2, see Table 1. Altogether, 44 radiometric
sensors from 5 different manufacturers were involved (Figure 2). The list of radiometers reflects
the typical selection of instruments used for shipborne validation of satellite-derived water reflectance
(‘ocean color validation’). However, the number of each type of instrument is not necessarily
representative of total validation data usage, since the SeaPRISM instrument is used by a multi-site
network of autonomous systems [27], thus providing very significant quantities of validation data.
As denoted by the combination “(2L, 1E)” in Table 1, most of the participating teams use an above-water
field measurement protocol with three radiometers: two radiance sensors, for upwelling (water)
and downwelling (sky) radiances, respectively, and an irradiance sensor, measuring downwelling
irradiance. For the RAMSES and HyperOCR this is achieved by three separate devices, while the WISP-3
contains three spectroradiometers integrated into a single device, and the SR-3500 uses a single
spectrometer equipped with interchangeable entrance optics for irradiance and radiance (and can,
like all radiance sensors, be used sequentially to measure both upwelling and downwelling radiance).
The SeaPRISM estimates irradiance (E) from direct sun radiance (L)—see [27]. In the scope of laboratory
measurements, the multiple entrance optics of SR-3500 and WISP-3 were treated as separate radiometers.
Technical parameters of the participating radiometers are given in Table 2.

Water reflectance can also be measured from underwater radiometers deployed either at fixed
depths or during vertical profiles. Indeed, the RAMSES and HyperOCR designs (but not WISP-3,
SR-3500, SeaPRISM) may also be used underwater. The present study is fully relevant for the calibration
aspects of such radiometers in underwater applications, although extra characteristics, particularly
immersion coefficients to transfer in-air calibrations to in-water [28] must also be studied.
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Table 1. Institutes and instruments participating in the LCE-2 intercomparison.

Participant Country L—Radiance; E—Irradiance Sensor
Tartu Observatory (pilot) Estonia RAMSES (2L, 1 E) WISP-3 (2L, 1 E)
Alfred Wegener Institute Germany RAMSES (2L, 2E)

Royal Belgian Institute of Natural Sciences ~ Belgium RAMSES (7 L, 4 E)

National Research Council of Italy Ttaly SR-3500 (1L, 1 E) WISP-3 (2L, 1E)
University of Algarve Portugal RAMSES (2L, 1E)

University of Victoria Canada  OCR-3000 (OCR-3000 is the predecessor of HyperOCR) (2 L, 1 E)
Satlantic; Sea Bird Scientific Canada  HyperOCR (2L, 1E)

Plymouth Marine Laboratory UK HyperOCR (2L, 1 E)
Helmholtz-Zentrum Geesthacht Germany RAMSES (2L, 1E)

University of Tartu Estonia RAMSES (1L, 1E)

Cimel Electronique S.A.S France SeaPRISM (1 L)

Figure 2. Instruments participating in the LCE-2 intercomparison.

Table 2. Technical parameters of the participating radiometers.

Parameter RAMSES HyperOCR WISP-3 SR-3500 SeaPRISM

6° (According to the manufacturer,

Field of View (L/E) 7°/cos the HyperOCR radiance sensors 444 3°/cos 5°/cos 1.2°/NA
and 445 have 6° FOV.) or 23°/cos

Manual integration time yes yes no yes no

Adaptive integration time yes yes yes yes yes

Min. integration time, ms 4 4 0.1 7.5 NA

Max. integration time, ms 4096 4096 NA 1000 NA

Min. sampling interval, s 5 5 10 2 NA

Internal shutter no yes no yes yes

Number of channels 256 256 2048 1024 12

Wavelength range, nm 320...1050 320... 1050 200... 880 350...2500  400... 1020

Wavelength step, nm 33 33 0.4 1.2/3.8/2.4 NA

Spectral resolution, nm 10 10 3 3/8/6 10

2.2. Calibration of Irradiance Sensors

A FEL type 1000 W quartz tungsten halogen spectral irradiance standard lamp was used for
radiometric calibration of the radiometers [4]. The lamp was operated in constant current mode with
a stabilized radiometric power supply Newport/Oriel 69935 ensuring proper polarity as marked on
the lamp. A custom designed circuit was used for monitoring the lamp current through a 10 mQ
shunt resistor P310 and providing feedback to the power supply. Lamp current was stabilized to better
than +1 mA. The same feedback unit was used for logging the lamp current and voltage. Voltage was
measured with a four-wire sensing method from the connector of the lamp socket. The power supply
was turned on and slowly ramped up to the working current of the lamp. Calibration measurements
were started after at least a 20-min warm-up time. The voltage across the lamp terminals was compared
to the reference value measured during the last calibration of the lamp. A significant change in
the operating voltage would have suggested that the lamp was no longer a reliable working standard
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of spectral irradiance. In addition, the lamp’s output was monitored by a two-channel optical sensor to
detect possible short-term fluctuations. On completion of the calibration, the lamp current was slowly
ramped down to avoid shocking the filament thermally.

The lamp and OC radiometer subject to calibration were mounted on an optical rail
that passed through a bulkhead which separated the lamp and radiometer during calibration.
A computer-controlled electronic shutter with a (360 mm aperture was attached to the bulkhead.
The shutter was used for dark signal measurements during the calibration. Two additional baffles with
D60 mm apertures were placed between the bulkhead and the radiometer at the distance of 50 mm
and 100 mm from the bulkhead.

The OC radiometer subject to calibration and a filter radiometer next to it were mounted on
a computer-controlled linear translation stage that allowed perpendicular movement with respect
to the optical rail. Before calibration the positions of both radiometers were carefully adjusted
and the translation stage positions saved in the controlling software. This allowed fast and accurate
swapping of the radiometers after the lamp was turned on. In case of two groups of instruments
(RAMSES and HyperOCR), several units having a common identical outside diameter in a group
allowed a use of a V-block for fast mounting of the radiometers during the calibration. Before the lamp
was turned on, the distance between the lamp and sensor was individually measured for each
instrument, and a clamp was attached to fix the sensor at the appropriate position. During calibration,
the radiometers of the same type were swapped without turning off the lamp. Placing the clamp against
the end of the V-block ensured proper distance between the lamp and the radiometer during calibration.

The distance between the lamp and the radiometer was set with a custom designed measurement
probe. One end of the probe was placed against the lamp socket reference surface and the other
end of the probe had two lasers with beams intersecting at 120° angle. The intersection point
defined, in a contactless way, the other end of the probe. Such design allowed distance measurement
without touching the diffuser surface of the radiometer. The distance probe was calibrated by using
a SI-traceable 500 mm micrometer standard. The uncertainty of distance determined with the probe
was better than 0.2 mm.

The filter radiometer was used for monitoring possible long-term drifts in the optical output of
the standard lamp. The filter radiometer was based on a three-element trap detector with Hamamatsu
51337-1010Q windowless Si photodiodes and temperature-controlled bandpass filters with peak
transmittances at nominal wavelengths of 340 nm, 350 nm, 360 nm, 380 nm, 400 nm, 450 nm, 500 nm,
550 nm, 600 nm, 710 nm, 800 nm, 840 nm, 880 nm, 940 nm, and 980 nm. The photocurrent of
the filter radiometer was amplified and digitized with a Bentham 487 current amplifier with integrating
analog digital converter (ADC). A Newport 350B temperature controller was used for stabilizing
the temperature of the bandpass filters. The filters were changed manually and it took about two
minutes for the temperature of the filter to stabilize. Air temperature, relative humidity, and atmospheric
pressure in the laboratory were recorded by a device located in the sensor compartment.

At least two different integration times were used for each radiometer (except in the case of
the SeaPRISM and WISP-3 instruments for which the manufacturer-provided standard measurement
programs were used). After a warm up time, at least 30 spectral measurements were collected
measuring the radiation from the lamp. In the case of WISP-3 with internally selected integration time
and averaging 10 spectra were collected. Next, the shutter in front of the lamp was closed and the same
number of spectral measurements were collected, in order to estimate dark signal and ambient stray
light in the laboratory. All measurements were repeated at least twice, including readjustment of
the lamp and the sensor.

NPL provided two Gigahertz-Optik BN9101-2 FEL type irradiance calibration standard lamps with
S/N 399 and 401 for the LCE-2 exercise in order to relate all measurements performed in the FRM4SOC
campaigns to the common traceability source. The lamps were calibrated at the NPL and had not
been used since the last calibration. Differences of the spectral flux of the two lamps in the range from
340 nm to 980 nm according to the aforementioned filter radiometer were within +0.5%. The drift
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of the irradiance values (at 500 nm) measured during the calibration campaign was ~0.1% which
is close to the detection limit of the filter radiometer. In certificates issued for LCE-2 radiometers,
arithmetic mean of the responsivities measured by the two lamps was used.

2.3. Calibration of Radiance Sensors

Radiance sensor calibration setup was based on the lamp/plaque method and utilized
the components from the irradiance sensor calibration setup [4]. A Sphere Optics SG3151 (200 X 200) mm
calibrated white reflectance standard was mounted on the linear translation stage next to the filter
radiometer. Normal incidence for the illumination and 45° from normal for viewing were used.
The panel was calibrated using the same illumination and viewing geometry at the NPL just before
the LCE-2 exercise. A mirror in a special holder and an alignment laser were used for aligning the plaque
and radiance sensor. As in the case of irradiance sensors, at least 30 calibration and background
spectra were acquired using two different integration times (3 readings for SeaPRISM and 10 spectra
for WISP-3). All measurements were repeated at least twice, including readjustment of the lamp,
plaque, and radiometers.

2.4. Indoor Experiment of the LCE-2

The indoor experiment took place in the optical laboratory of TO within a few days after the radiometric
calibration. The radiance and irradiance experiments were simultaneously set up and running during two
days. Measurements were carried out by project participants under the supervision of TO’s personnel.

2.4.1. Irradiance Comparison Setup of the LCE-2

The irradiance setup can be seen in Figure 3. A FEL lamp was used as a stable irradiance source
for indoor intercomparison. The power supply, current feedback unit, monitor detector, and distance
measurement probe were the same as used during the radiometric calibration, but the FEL lamp
and measurement distance were different. In order to change and align the radiometers without
switching off the lamp, an additional alignment jig was placed between the shutter and the radiometer.
When the shutter was closed, it was possible to change and realign the radiometer with respect to
the jig. The alignment jig support was fixed to the optical rail during the whole intercomparison
experiment and was used as a reference plane for distance measurement. During the intercomparison,
the FEL source was switched off only once in the evening of May 9, the first day of the indoor exercise.

1 n‘l 5 7
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Figure 3. Indoor irradiance comparison. 1—FEL lamp; 2—baffles; 3—main optical axis; 4—alignmentjig;
5—alignment laser; 6—distance probe; 7—radiometer on the support; 8—optical table; 9—optical rail.

151



Remote Sens. 2019, 11, 1101

Each participant measured the irradiance source using two different integration times
(with corresponding dark series with the closed shutter) and one series with the instrument rotated
by 90° around the optical axis. The measurement series were expected to contain at least 30 readings.
As an exception, for the WISP-3 instruments two series (including re-alignment) of 10 readings
were recorded.

2.4.2. Radiance Comparison Setup

The radiance setup for indoor intercomparison is depicted in Figure 4. A Bentham ULS-300
integrating sphere with internal illumination was used as the radiance source. ULS-300 is a @300 mm
integrating sphere with 100 mm target port. According to the manufacturer, the uniformity of
radiance over the output aperture is +0.05% independent of the intensity setting. The sphere has
a single 150 W quartz tungsten halogen light source (Osram Sylvania HLX 64640) and an eight-branch
fiber bundle for transporting the light into the sphere. The sphere has a variable mechanical slit between
the light source and the fiber bundle which allows changing the intensity of the light inside the sphere
while maintaining the spectral composition of light which corresponds to correlated color temperature
of (3100 + 20) K. The lamp was powered by a Bentham 605 power supply at 6.3 A. A Gigahertz-Optik
VL-3701-1 broadband illuminance sensor attached directly to the sphere was used as a monitor detector.
The current of the monitor detector was recorded by an Agilent 3458 A multimeter and the lamp voltage
was measured by a Fluke 45 multimeter. Each participant measured the sphere source at two radiance
levels and two distances from the sphere. The current reading of the monitor detector was used
for setting the same sphere radiance levels for all the participants. For low radiance measurements,
1 pA monitor current was used corresponding roughly to the typical water radiance at 490 nm
during field measurements, whereas 10 A monitor current was used to simulate typical sky radiance.
Obviously, the spectral composition of the incandescent sphere source did not match the field spectra,
but was rather similar to the emission of the FEL-type radiometric calibration standard. In addition
to sphere radiance, dark measurements were recorded by placing a black screen between the sphere
and the radiometer. The sphere radiance was measured at two distances, typically 17 cm and 22 cm
from the sphere port. Although the radiance measurement should not depend on measurement
distance as long as the sphere port overfills the field-of-view (FOV) of the radiometer, the results
measured at two distances were used to estimate the uncertainty component caused by back-reflection
from the radiometer into the sphere.

Figure 4. Indoor radiance comparison. 1—quartz tungsten halogen lamp; 2—variable slit; 3—optical
fiber; 4—integrating sphere; 5—output port; 6—FOV of the radiometer; 7—radiometer on the support;
8—optical table; 9—main optical axis.
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3. Results

3.1. Data Handling

The measurement results, including measurement uncertainty and information about
measurement parameters, were reported back to the pilot laboratory in the form of spreadsheet
files by most of the participants (for 33 out of the 44 sensors involved). For the rest, the pilot carried
out the data analysis based on the raw instrument data. In the case of discrepancies, the pilot
repeated the calculations on raw user data applying unified data handling described in the next
chapter. Nevertheless, due to differences in hardware and software of the participating radiometers,
fully unified data handling was not possible.

The participants were encouraged to perform the data processing for their radiometers and report
back the radiance/irradiance values with uncertainty estimates. However, in a few cases, TO
accomplished/repeated the calculations for some participants as well. Data processing for the RAMSES,
HyperOCR, and WISP-3 instruments was fully automated at TO by purpose-designed computer
software. The source code of the software is freely available for the participants.

Data processing of each instrument was performed independently from the others and included
the following steps:

e  separation of the raw datafiles based on the scene (e.g. low/high radiance, distance), integration
time, shutter measurements;

e  pairing the raw data with corresponding shutter measurement;

e  dark signal subtraction;

e linearity correction whenever applicable;

e  division by radiometric responsivity;

e recalculation for the OLCI spectral bands;

e averaging;

e  evaluation of the uncertainty.

3.2. Device-Specific Issues

TriOS RAMSES series instruments include both the radiance (ARC) and irradiance (ACC) sensors.
The raw spectra are stored in American Standard Code for Information Interchange (ASCII) and/or
Microsoft ACCESS database files. Data processing for these radiometers is fully unified based on
the measured data (2-byte integer numbers) and calibration files provided by the manufacturer and TO.
The detailed procedure to derive the calibrated results is described in [4]. RAMSES instruments are
equipped with black-painted pixels on the photodiode array used to compensate for the dark signal
and electronical drifts. The background spectrum (with the external shutter closed) was subtracted
as well. For subtraction, only the spectra with matching integration times were used. Before division
by the responsivity coefficients, linearity correction was applied, see Section 4.1.4.

Satlantic HyperOCR/OCRB3000 series instruments include also both the radiance and irradiance
sensors with similar data processing chain. The raw spectra stored in binary files were converted
to ASCII by participants using the proprietary manufacturer’s software. Data processing for
the HyperOCR was based on the calibration file provided by TO and is similar to the RAMSES
procedure. The HyperOCR radiometers are equipped with an internal mechanical shutter, deployed
automatically after every fifth target spectrum. The shutter measurements were detected in the datafiles
and the closest shutter measurement was subtracted from each raw spectrum before the next steps.

Water Insight WISP-3 contains a three-channel Ocean Optics JAZ module spectrometer
and computer. Two of the input channels are connected to the radiance inputs while the third
is attached to the irradiance adaptor. Users can start the acquisition of the spectra by pressing
a button, the internal computer is setting the measurement sequence, determining the integration
times, and storing the data. All three channels are acquired simultaneously and the data are stored into
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a single ASCII file. The spectrometers have painted detector array pixels like the RAMSES radiometers.
The internal dark signal is subtracted automatically and resulting data are stored in the form of
floating point numbers. The only operation needed was the division by the responsivity coefficients
determined by TO using the same manual measurement sequence. The linearity correction described
in Section 4.1.4 was not used.

Spectral Evolution SR-3500 spectrometer is equipped with an optical fiber input
and interchangeable radiance and irradiance fore-optics. Thus, the data processing for the radiance
and irradiance measurements are identical. The spectral output is stored in the ASCII files and can
contain both the raw and radiometrically calibrated results based on the internal calibration coefficients.
The dark signal is subtracted internally using an integrated mechanical shutter. Each target measurement
is automatically followed by a dedicated dark measurement. During the radiometric calibration
at TO, calibration factors to the existing coefficients were derived. The calibrated data in the files was
multiplied by these factors, and finally, the linearity correction as described in Section 4.1.4 was used.

CIMEL SeaPRISM binary output was converted by the owner of the radiometer and was returned
to the pilot in the form of ASCII files. Based on these data, TO derived the radiometric calibration
coefficients. Neither linearity correction scheme nor re-calculation for the OLCI spectral bands was
used for the SeaPRISM at this stage.

3.3. Calculation of Sentinel-3/OLCI Band Values

As the final step of data processing, the radiance and irradiance values were re-calculated for
the OLCI spectral bands for each radiometer except for the multispectral SeaPRISM, in which case
the initial band values were used. Based on the given CWL of the spectroradiometer A,, and the OLCI
band definition O;(A) [29], the weight factors were found for each pixel

)

where 7 is the pixel number with CWL of A, O;(A;) is the responsivity of the corresponding
ith OLCI band interpolated to A;, and K(n) is the normalized weight coefficient for n’th pixel.
Finally, the radiance/irradiance value I; for the corresponding OLCI band was calculated as

I =Y I(n)-Ki(n), @)

where I(1) denotes the measured radiance/irradiance at the n’th pixel.

3.4. Consensus and Reference Values Used for the Analysis

Consensus values were calculated as median [30] of all presented comparison values.
Reference values were applicable only for the indoor irradiance measurements (Figure 8), when
the measurand used for this exercise was during comparison measured also with the precision filter
radiometer serving as a reference.

3.5. Results of Indoor Experiment

The comparison results are presented as deviation from the consensus value. Despite the different
sensor types, as the radiation sources used for indoor comparison were spectrally very similar to
calibration sources, agreement between sensors was satisfactory for radiance and for irradiance
sensors (Figures 5-8) with no outliers present. In these figures, blue dashed lines show the expanded
uncertainty covering 95% of all data points on the right graphs. Solid lines represent RAMSES sensors,
dashed lines—HyperOCR sensors, double line—SR-3500, and dotted lines—WISP-3 sensors.
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Figure 5. Low intensity radiance; agreement just after receiving data from participants (left), and after
reviewing data by pilot, corrections submitted by participants and/or unified data handling by pilot
(right). Blue dashed lines—expanded uncertainty covering 95% of all data points on the right graph.
Solid lines—RAMSES sensors; dashed lines—HyperOCR sensors; double line—SR-3500; dotted lines

—WISP-3 sensors.
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Figure 6. High intensity radiance; agreement just after receiving data from participants (left), and after
reviewing data by pilot, corrections submitted by participants and/or unified data handling by pilot (right).
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Figure 7. Irradiance sensors; agreement just after receiving data from participants (left), and after reviewing
data by pilot, corrections submitted by participants and/or unified data handling by pilot (right).
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Figure 8. Irradiance sensors; agreement with reference values of the filter radiometer. Blue dashed
lines—expanded uncertainty covering 95% of all data points. Uncertainty of radiometric calibration
is included.

Larger variability of the results initially reported by participants was caused by applying
out-of-date calibration coefficients, by diversely applying or not applying the non-linearity correction
(Section 4.1.4) or calculating the OLCI band values differently. For unified data handling carried
out by the pilot and described in 3.1 to 3.3, the calibration results obtained during LCE-2 were used,
non-linearity correction was applied, OLCI band values were calculated by using individual weights
as determined from the wavelength scale of each radiometer. After unified data handling, agreement
between comparison results was significantly improved for the radiance sensors (Figures 5 and 6).
There was almost no improvement in the case of the irradiance sensors in Figure 7.

4. Measurement Uncertainty

The uncertainty analysis has been carried out according to the ISO Guide to the Expression of
Uncertainty in Measurement [31]. The evaluation is based on the measurement model, which describes
the output quantity y as a function f of input quantities x;: y = f(x1, x2, x3 ... ). Standard uncertainty is
evaluated separately for each input quantity. There are two types of standard uncertainties: Type A is
of statistical origin; Type B is determined by any other means. Both types of uncertainties are indicated
as standard deviation and denoted by s and u respectively. The uncertainty component arising from
averaging a large number of repeatedly measured spectra of radiation sources by array spectrometers
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is considered as Type A. Contributions from calibration certificates (lamp, current shunt, multimeter,
diffuse reflectance panel, etc.), but also from instability and spatial non-uniformity of the radiation
sources are considered of Type B. For all input quantities relative standard uncertainties are estimated.
The relative combined standard uncertainty of output quantity is calculated by combining relative
standard uncertainty of each input estimate by using Equation (12) in [31]. Uncertainty of the final
result is given as relative expanded uncertainty with a coverage factor k = 2.

4.1. Effects Causing Variability of the Results

4.1.1. State of Radiometric Calibration

Analysis of the LCE-2 calibration results, comparing them with former calibrations,
including the factory calibrations, and also with calibrations carried out on the same set of radiometers
by TO one year later (before the FRM4SOC FICE-AAOT intercomparison) demonstrates the importance
of radiometric calibration for SI traceable results and reveals interesting information about instability
of the sensors. Some uncertainty contributions characteristic to calibration can also be estimated.

The variability of calibration coefficients of radiance and irradiance sensors due to adjustment of
the lamps, plaques, and sensors, and due to short-term instability of the lamps and sensors is depicted in
Figure 9. All the radiometers were calibrated before LCE-2 using the same pair of lamps (Sections 2.2
and 2.3). Two sets of calibration coefficients were obtained for each sensor and the difference between
the lamps was presented as the ratio of these coefficients. The curves in Figure 9 are calculated as standard
deviations from the ratios of a whole set of calibration coefficients determined by using the two standard
lamps. The systematic difference between lamps (due to small difference in traceability to SI) is neglected
and only the other uncertainty components related to individual setting up and measurement of
radiometers are accounted for by using standard deviation. Data in Figure 9 include calibration of more
than 25 sensors for LCE-2 intercomparison and also for FICE-AAOT intercomparison one year later
when a different pair of lamps was used. Remarkable in Figure 9 is the rapid increase of variability
between sensors in the UV region.

Figure 10 shows average long-term variability of calibration coefficients of TriOS RAMSES
and Satlantic HyperOCR radiance and irradiance sensors. All the radiometers had previous radiometric
calibration certificates of various origin and age. The curves in Figure 10 are calculated similarly to
Figure 9 as standard deviations of the ratios of previous and the last calibration coefficients. It has
to be noted, however, that in this case standard deviation is characterizing dispersion between
previous calibrations as these were performed by using various standards and conditions. Many of
the RAMSES and HyperOCR radiometers that participated in LCE-2 also took part in the FICE-AAOT
field intercomparison experiment one year later. Those sensors were radiometrically calibrated again
at TO in June 2018 before the beginning of the field campaign. This gave a good opportunity to
estimate the long-term stability of the sensors while minimising other possible factors influencing
the calibration result. The sensors were calibrated in the same laboratory by the same operator in similar
environmental conditions using the same calibration setup and methodology. Only the calibration
standard lamps were exchanged since LCE-2. Nevertheless, the L_1 yr and E_1 yr curves in Figure 10
obtained as standard deviations of the ratios of the calibrations coefficients one year apart exclude
the systematic differences between lamps. The two calibrations done in the same lab one year apart
showed that over 80% of the sensors have changed less than +1%. Thus, the inherent long-term
stability of the sensors is likely better than 5% to 10% revealed from the previous calibration history,
where the differences were likely caused by other factors such as different calibration standards,
environmental conditions, calibration setups and methodologies, etc. However, rapid changes in
the responsivity of some TriOS RAMSES irradiance sensors may cause even larger deviations which
cannot be explained by other factors than the instability of the sensor itself. No quick changes were
observed for the RAMSES radiance sensors, however, even after omitting outliers from the stability
data of irradiance sensors, the stability of RAMSES radiance sensors is still better.
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Figure 9. Relative variability of calibration coefficients of radiance (L) and irradiance (E) sensors with
two different lamps used for calibration before LCE-2 and a year later before FICE-AAOT.
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Figure 10. Relative variability of calibration coefficients of radiance (L) and irradiance (E) sensors:
former—difference of previous known calibrations and results of LCE-2 calibration; 1 yr after— changes
during one year after LCE-2 calibrations, some extra-large changes excluded.

4.1.2. Abrupt Changes of Responsivity

Factors causing the variability in the responsivity of radiometers were listed in [4].
During the calibration, the uncertainty of the radiation source is the dominant component in
the uncertainty budget, assuming that usually the ambient temperature will be within +1 °C. Based
on the experience from LCE-2 and the following FICE activities, differences smaller than +2% in
the wavelength range of (350...900) nm can be observed between different sources used for calibration.
Nevertheless, in some cases sharp changes in the responsivity of radiometers were detected, substantially
exceeding all possible effects which can cause variability during calibration like the radiation source,
alignment of instruments, contamination of fore-optics, temperature effects, etc. Relative change
of the spectral irradiance responsivity of the TriOS RAMSES SAM_8329 10 times calibrated during
eight years period is depicted in Figure 11. Each calibration in 2016-2018 consists of three repetitions
conducted in a short time.
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Figure 11. Relative change of responsivity of the SAM 8329. Year of the radiometric calibration is
shown with color: 2010 black, 2016 red, 2017, blue, 2018 green.

4.1.3. Temperature Effects

Individual variation of the calibration coefficients as a function of temperature for each radiometer
was not determined because of limited time schedule. Temperature effects for the TriOS RAMSES
radiometers were evaluated based on [13] instead, see Figure 12.
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Figure 12. Relative variability of calibration coefficients due to temperature deviations from the reference
temperature 21.5 °C.

4.1.4. Nonlinearity Due to the Integration Time

Maximum relative nonlinearity effect due to integration times determined from calibration spectra
of TriOS RAMSES radiometers remained in the range of (1.5...3.5)% (Figure 13). Variability between
the instruments due to this effect, if not corrected, will mostly be in the range of +1%. The effect can be
corrected down to 0.1% for certain types of radiometers by using the special formula, provided that
there are at least two spectra with different integration times available for the same source. Derivation
of the correction formula is based on the following assumptions: i) the nonlinearity effect is zero for
the dark signal; ii) the effect is proportional with the recorded signal; iii) the effect is wavelength
dependent; and iv) the corrected signal does not depend on the initial spectra used for estimation,
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i.e., it should be of the same size for all possible combinations of initial spectra. Linearity corrected raw
spectrum Sq 5(A) is calculated as

S12(1) = [1—(%—1)(#)]51(@. ©)

Here S1(A) and Sy(A) are the initial spectra measured with integration times t; and ¢,. Minimal ratio is
usually tp/t; = 2, but may be also 4, 8, 16, etc. For large ratios t,/t; > 8 the spectrum 51(A) is close to
corrected spectrum S (1) and application of nonlinearity correction is not needed. Uncertainty of
corrected spectrum is predominantly determined with the uncertainty of initial spectrum measured
with smaller integration time. Therefore, the smallest uncertainty of the corrected spectrum will be
obtained if the initial spectra with the largest and with the second-largest non-saturating integration
times are used for estimation.

The formula has been found to perform quite effectively for TriOS RAMSES and Satlantic
HyperOCR radiometers in the range of (400 ... 800) nm. This nonlinearity correction method is not
recommended for outdoor measurements, as due to temporal variability of the natural radiation
consecutive measurements with different integration times may lead to uncertainty of the corrected
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Figure 13. Maximum relative nonlinearity effect determined for 14 RAMSES sensors (both radiance
and irradiance) from calibration spectra with FEL lamps 399 and 401.

From the analysis of the calibration data by using the two-spectra formula (3), it became evident
that non-linearity errors scaled to full-range value of different radiance sensors behave in similar way.
This behavior serves as a basis for derivation of nonlinearity correction applicable to a particular single
spectrum that can also be used for the outdoor measurements, see Figure 14.
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Figure 14. Non-linearity errors of different radiance sensors scaled to full-range value. Dashed lines
are fitted model with uncertainty.

Relative nonlinearity correction for the full range signal 0xmax (1) is
0xXmax(A) = —5.1-1078A% + 0.00014-A — 0.0355. 4)

Relative nonlinearity correction 6x(A) for the signal x(1) is

5x(1) = ——%max(A). ®)

xmax

Corrected signal xcor(A) can be expressed as

X

feor(A) = 3|1+ Z—6rmax(A)]. (6)

Xmax

The formula has been thoroughly tested on the TriOS RAMSES calibration data, and is effective in
the range of (400 ... 800) nm of correcting nonlinearity mostly better than to 0.2%. The model can be
fitted to all the studied RAMSES instruments by adjusting only the constant term.

4.1.5. Spectral Stray Light Effects

For many measurements, spectral stray light can lead to significant distortion of the measured
signal and become a significant source of uncertainty [18,28]. Iterative technique [18,32] can be used
for the simultaneous correction of bandpass and stray-light effects. When the full spectral stray
light matrix (SLM) of a spectrometer is known, the stray light contribution can be removed from
the measured signal and the original source spectrum restored. The stray light correction for a remote
sensing reflectance measurement made by a common three-radiometer above-water system means that
altogether six raw spectra have to be corrected—two for each radiometer, because stray light correction
needs to be applied also for the standard source spectrum during the radiometric calibration.

The SLM was known for some radiometers from previous characterization such as for RAMSES
sensors of TO, and for HyperOCR sensors of Plymouth Marine Laboratory (PML). Figure 15 presents
the impact of stray light correction, evaluated for indoor measurements. The indoor radiance
and irradiance sources were spectrally similar to the calibration sources; therefore, the stray light
correction has relatively small impact. WISP-3, SR-3500, and SeaPRISM have different optical design,
thus, their spectral stray light properties can have different nature compared to the data presented in
Figure 15.
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Figure 15. Stray light effects for indoor radiance measurements. Two RAMSES radiance sensors at high
and low sphere radiance.

4.2. Uncertainty Budgets for Indoor Comparisons

Uncertainty analysis is made for the laboratory irradiance and radiance measurements.
Uncertainty estimates for irradiance sensors measuring an FEL source at approximately 1 m
distance are given in Table 3, and for radiance sensors measuring integrating sphere, in Table 4.
All the uncertainty estimations of TriOS RAMSES sensors besides experimental data are based on
information from [2,24,28,33-36]. For the other radiometer models that took part in the intercomparison,
very little publicly available information can be found regarding various instrument characteristics
that influence the measurement results [37]. In addition, the RAMSES was the only sensor model that
was represented in sufficiently large number for statistical analysis.

The uncertainty is calculated from the contributions originating from the spectral responsivity of
the radiometer, including data from the calibration certificate, from interpolation of the spectral
responsivity values to the designated wavelengths and/or spectral bands, from instability of
the array spectroradiometer, from contribution to the spectral irradiance and/or radiance due to
setting and measurement of lamp current, from measurement of the distance between the lamp
and input aperture of the radiometer, from the spatial uniformity of the irradiance at 1 m distance,
and from reproducibility of the alignment. For the radiometer, uncertainty contributions arising from
the non-linearity, temperature effects, spectral stray light, and from dark measurements, as well as from
repeatability and reproducibility of averaged signal are included.

The radiometric calibration uncertainty in the following tables is not added to the combined
uncertainty because all participating radiometers were calibrated using common standards shortly
before the intercomparison and the contribution from calibration when using unified data handling
does not affect the relative differences of participants to each other. The following uncertainty
budgets describe variability between individual sensors, while uncertainty of radiometric calibration
and contributions of systematic effects which influence the instruments in a similar way are not
accounted for. Nevertheless, certainly they are relevant for traceability to SI units.
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Table 3. Relative uncertainty budget for the irradiance (in percent), based on spread of individual
sensors measuring the same lamp during indoor comparison. Data highlighted in green are not used
for combined and expanded uncertainties.

400 nm  442.5nm 490 nm 560 nm 665nm 778.8nm 865 nm

Certificate 0.88 0.68 0.65 0.62 0.59 0.62 0.56
Interpolation 0.5 0.2 0.3 0.2 0.2 0.1 0.1
Instability (sensor)  0.05 0.03 0.04 0.03 0.04 0.03 0.02
Alignment 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Nonlinearity 0.2 0.15 0.15 0.15 0.15 0.15 0.2
Stray light (sensor) 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Temperature 0.02 0.01 0.01 0.03 0.09 0.2 0.38
Instability (source) 0.14 0.14 0.12 0.11 0.1 0.09 0.08
Uniformity 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Stray light (source) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Signal, type A 0.11 0.04 0.02 0.02 0.01 0.02 0.04
Combined (k = 1) 0.63 0.39 0.45 0.38 0.39 0.39 0.52
Expanded (k = 2) 1.3 0.8 0.9 0.8 0.8 0.8 1.0

Table 4. Relative uncertainty budget for the radiance (in percent) based on spread of individual sensors
measuring the same integrating sphere during indoor comparison. Data highlighted in green are not
used for combined and expanded uncertainties.

400 nm 442.5nm 490 nm 560 nm 665 nm 778.8 nm 865 nm

Certificate 1.2 0.78 0.76 0.73 0.71 0.73 1.35
Interpolation 0.5 0.2 0.3 0.2 0.2 0.1 0.1
Instability (sensor) 0.04 0.03 0.02 0.01 0.01 0.02 0.01
Back-reflection 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Alignment 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Nonlinearity 0.2 0.15 0.15 0.15 0.15 0.15 0.2
Stray light (sensor) 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Temperature 0.02 0.01 0.01 0.03 0.09 0.2 0.38
Instability (source) 0.14 0.14 0.12 0.11 0.1 0.09 0.08
Uniformity 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Stray light (source) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Signal, type A 0.12 0.07 0.04 0.02 0.03 0.03 0.06
Combined (k = 1) 0.64 0.41 0.46 0.39 0.40 0.40 0.53
Expanded (k=2) 1.3 0.8 0.9 0.8 0.8 0.8 1.1

4.3. Uncertainty Components in Tables 3 and 4

4.3.1. Calibration Certificate

Calibration certificate of the radiometer provides calibration points of radiometric responsivity
following the individual wavelength scale of the radiometer. This component is presented only for
reference and is not included in the combined and expanded uncertainties.

4.3.2. Interpolation

Interpolation of radiometer’s data is needed due to differences between individual wavelength
scales of the radiometers. Therefore, measured values were transferred to a common scale basis
(Sentinel-3/OLCI bands) for comparison, see 3.3. The uncertainty contribution associated with
interpolation of spectra is estimated from calculations using different interpolation algorithms.
The weights used for binning hyperspectral data to OLCI bands depend on the wavelength scale
and exact pixel positions of the hyperspectral sensor. In Table 3, the interpolation components include
the contribution of wavelength scale uncertainty estimated from data presented in Figure 14 of [3].
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4.3.3. Temporal Instability of Radiometer

Instability of the radiometric responsivity can be estimated from data of repeated radiometric
calibrations. For LCE-2, the instruments were calibrated just before the comparisons and only short-term
instability relevant for the time needed for the measurements has to be considered. The values are
derived from the data collected in calibration sessions of LCE-2 and FICE-AAQT a year later, see
Section 4.1.1 and Figure 9. The variability over two weeks was interpolated from the yearly variability
data. In addition to instability of the sensors the data in Figure 9 includes other uncertainty components
related to the calibration setup (e.g., alignment, short-term lamp instability, etc.).

4.3.4. Back-Reflection

Back-reflection from the radiometer into the integrating sphere was estimated using different
distances between the sphere and the radiometer as contribution of radiation reflecting from the radiance
sensor back into the integrating sphere.

4.3.5. Polarization

The polarization effect was estimated by indoor irradiance measurements, repeating cast after
radiometer was rotated 90° around its main optical axis, and revealing so the combined effect of
alignment and polarization. According to [38] the FEL emission is polarized about 3%. As reported
in [24], the polarization sensitivity of RAMSES irradiance sensors is varying from (0.05 ... 0.3)%
at 400 nm to (0.3 ... 0.6)% at 750 nm. Due to the depolarizing nature of the cosine collector this
effect is smaller than polarization sensitivity of RAMSES radiance sensors. Therefore, the observed
differences with rotated sensors are mostly caused by other effects like alignment, instability of
measured source, etc., and from the indoor irradiance uncertainty budget the polarization component is
omitted. Polarization is also not included in the indoor radiance uncertainty budget as the integrating
sphere is a strong depolarizer.

4.3.6. Alignment

Evaluation of alignment errors includes determination of distance between the source
and the reference plane of the cosine collector, measured along the optical axis. Alignment includes also
position errors of the lamp source across optical axes, rotation errors of the lamp [39], and positioning
errors of the input optics of the radiometer. Combined alignment and positioning errors are included
in variability data of radiometers calibrated with two different lamps (Figure 9).

4.3.7. Nonlinearity

Due to nonlinearity, some hyperspectral radiometers, measuring at different integration times,
may show relative differences up to 4% (see Figure 12 in Section 4.1.4). According to recommendations,
the non-linearity effects of good sensors should be correctable to less than 0.1%. The non-linearity
correction (3) was applied to both calibration and measurement spectra, with residues expected to be
less than 0.2%.

4.3.8. Spectral Stray Light

Spectral stray light of sensors is commonly not very relevant for measurements when the calibration
and target source emissions have similar spectral composition. Value is estimated from Figure 14 in
Section 4.1.5, and from [22,32].

4.3.9. Temperature

For array spectroradiometers with silicon detectors, the present estimate of standard uncertainty
due to temperature variability (+1.5 °C) in the spectral region from 400 nm to 700 nm is around 0.1%
and will increase up to 0.6% for longer wavelengths (950 nm) [13].
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4.3.10. Temporal Instability of Radiation Source

The short-term instability of the source is relevant for the indoor measurements as they were not
made simultaneously by all the participants. Thus, the time needed for intercomparison measurements,
including power cycling the source between the two days of indoor experiment, has to be considered.
This uncertainty component was estimated using the uncertainty in setting the lamp current and its
effect on lamp emission. The drift of the irradiance values (at 500 nm) measured during the calibration
campaign was ~0.1%, (2.2).

4.3.11. Stray Light in Laboratory

Sources of stray light are associated with the stray light in the laboratory during the indoor
experiment. This component has been estimated in previous experiments made in the Tartu Observatory.

4.3.12. Type A Uncertainty of Repeated Measurements

For Type A uncertainty of time series of indoor measurements, white noise of measured series can
be often expected. The analysis has indicated that sometimes the measurements are not completely
independent and the autocorrelation of time series has been accounted for. If there is autocorrelation
in the time series, the effective number of independent measurements 1, has to be considered instead
of actual number of points #; in the series [40]

1—1’1

1

@
where rq is the lag-1 autocorrelation of the time series.

5. Discussion and Conclusions

The LCE-2 exercise consisted of three sub-tasks: SI-traceable radiometric calibration of participating
radiometers just before the intercomparison; laboratory intercomparison of stable lamp sources in
controlled environment; outdoor intercomparison of natural radiation sources over terrestrial water
surface. Altogether, 44 radiometric sensors from 11 institutions were involved: 16 RAMSES, 2 OCR-3000,
4 HyperOCR, 4 WISP-3, 1 SeaPRISM and 1 SR-3500 radiance sensors, and 10 RAMSES, 1 OCR-3000,
2 HyperOCR, 2 WISP-3, and 1 S R-3500 irradiance sensors. Additionally, the majority of sensors
involved in LCE-2 were recalibrated at TO a year later (for FICE-AAOT) giving estimate for their
long-term stability. More than 80% of the sensors changed during one year less than +1%.

Agreement between the radiometers is mostly affected by the calibration state of sensor.
For example, factory calibrations made at different times can cause differences exceeding +10%.
Former calibrations in different laboratories from several years ago can cause differences around
+3%. Different calculation schemes (corrections for non-linearity, stray light or for OLCI band values)
can cause differences about +1 ... 2% each factor. The best agreement of 0.5 ... 0.8% between
participants has been achieved when measurements were carried out just after calibration and for
data handling unified procedures have been used including application of nonlinearity correction
and the same algorithm for calculation of OLCI band values.

Dependence of the calibration coefficients on temperature can also cause significant deviation
from Sl-traceable result, especially in the near-infrared spectral region. For maximum temperature
difference of about 20 °C between calibration and later measurements (typically between 0 °C and 40 °C)
a responsivity change more than 10% is possible [2,13]. For laboratory measurements in controlled
environment the temperature effect is expected to be within (0.1 ... 0.5)%.

Effect of stray light correction evaluated for indoor measurements in the range (400 ... 700) nm
has been less than 0.5%. Though, outside the range of (400 ... 700) nm the relative uncertainty may
increase substantially if correction is not applied.
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Maximum value of the nonlinearity effect due to integration times determined from calibration
spectra of TriOS RAMSES radiometers for a group of 15 radiometers was in the range of (1.5...4)%.
At the same time, variability between the instruments due to this effect if not corrected, remained
within +1% due to the systematic nature of the nonlinear behavior affecting all the instruments in
similar manner. During laboratory measurements the non-linearity correction was applied to both
calibration and measurement spectra, with residues expected to be less than 0.2%.

Field of view and cosine responsivity effects can significantly depend on the limits of error set by
specifications of radiometers, and on results of individual tests showing how large is deviation from
the specified values. In the laboratory, the cosine responsivity error of the sensor during calibration
was close to the error during the intercomparison measurements due to similar illumination geometry,
and therefore, the resulting systematic error is insignificant.

Through the indoor experiment, when conditions for later measurements and conditions specified
for calibration were quite similar, high effectiveness of the SI-traceable radiometric calibration has been
demonstrated, a large group of different type radiometers operated by different scientists achieved
satisfactory consistency between results showing low standard deviations between radiance (27 in total)
or irradiance (15 in total) results (s < 1%). This is provided when some unification of measurement
and data processing was settled: alignment of sensors, structure of collected data, application of
unified wavelength bands and non-linearity corrections. Nevertheless, variability between sensors
may be insufficient for complete quantification of uncertainties in measurement. For example,
standard deviation of nonlinearity estimates versus the mean effect (Figure 13) demonstrates that
differences are not able to reveal full size of systematic errors common for all the instruments.
Therefore, all radiometers still should be individually tested for all significant systematic effects which
may affect the results as this is the only way to get full estimate of the effects degrading traceability to
the Sl scale.

Furthermore, in the frame of the outdoor experiment when conditions specified for calibration
and in field are much more different from each other the variability between freshly calibrated individual
sensors did increase substantially, demonstrating the limitation of typical OC field measurements
with sensors having Sl-traceable radiometric calibration. Including laboratory intercomparison to
the LCE-2 exercise has clearly shown that further reduction of the uncertainty of radiometric calibration
of sensors will not improve the agreement between field results significantly. Much more relevant
for achieving better SI-traceability of field measurements are improved specifications of radiometers,
additional characterization of individual sensors accounting for specific field conditions, and unified
data handling which will be considered in [1].
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Abstract: An intercomparison of radiance and irradiance ocean color radiometers (the second
laboratory comparison exercise—LCE-2) was organized within the frame of the European Space
Agency funded project Fiducial Reference Measurements for Satellite Ocean Color (FRM4SOC)
May 8-13, 2017 at Tartu Observatory, Estonia. LCE-2 consisted of three sub-tasks: (1) SI-traceable
radiometric calibration of all the participating radiance and irradiance radiometers at the Tartu
Observatory just before the comparisons; (2) indoor, laboratory intercomparison using stable radiance
and irradiance sources in a controlled environment; (3) outdoor, field intercomparison of natural
radiation sources over a natural water surface. The aim of the experiment was to provide a link in
the chain of traceability from field measurements of water reflectance to the uniform SI-traceable
calibration, and after calibration to verify whether different instruments measuring the same object
provide results consistent within the expected uncertainty limits. This paper describes the third
phase of LCE-2: The results of the field experiment. The calibration of radiometers and laboratory
comparison experiment are presented in a related paper of the same journal issue. Compared
to the laboratory comparison, the field intercomparison has demonstrated substantially larger
variability between freshly calibrated sensors, because the targets and environmental conditions
during radiometric calibration were different, both spectrally and spatially. Major differences were
found for radiance sensors measuring a sunlit water target at viewing zenith angle of 139° because of
the different fields of view. Major differences were found for irradiance sensors because of imperfect
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cosine response of diffusers. Variability between individual radiometers did depend significantly also
on the type of the sensor and on the specific measurement target. Uniform SI traceable radiometric
calibration ensuring fairly good consistency for indoor, laboratory measurements is insufficient
for outdoor, field measurements, mainly due to the different angular variability of illumination.
More stringent specifications and individual testing of radiometers for all relevant systematic effects
(temperature, nonlinearity, spectral stray light, etc.) are needed to reduce biases between instruments
and better quantify measurement uncertainties.

Keywords: ocean color radiometers; radiometric calibration; field intercomparison measurement;
agreement between sensors; measurement uncertainty

1. Introduction

The FRM4SOC project aimed to support the consistency of the ground-based validation
measurements for “ocean color (OC)”, or water reflectance, with the SI units, and thus, contribute to
higher quality and accuracy of Sentinel-2 Multispectral Instrument (MSI) and Sentinel-3 Ocean and
Land Color Instrument (OLCI) products. For that, the second laboratory comparison exercise (LCE-2)
comparison experiment was organized in the frame of the FRM4SOC project. A stepwise approach
was chosen for the LCE-2: At first, calibration of sensors, secondly; indoor, laboratory comparisons
using various levels of radiance or irradiance performed in stable conditions similar to those during
radiometric calibration; and as a third, outdoor, field measurements of natural radiation sources in an
environment significantly different from laboratory conditions. This paper only describes the field
experiment, whilst the radiometric calibration and indoor exercise are covered in a related paper of the
same journal issue [1].

Intercomparison of data produced by a number of independent radiometric sensors measuring
simultaneously the same object allows assessment of the consistency of different results and their
estimated uncertainties depending on the type of the sensor, the spectral composition, intensity and
angular variability of the measured radiation, environmental temperature, and the particular method
used for collecting and handling the measurement data [2,3]. This information can serve also for further
elaboration of uncertainty estimation. Compared to the indoor experiment [1], much larger variability
between radiometric sensors is expected in the outdoor experiment, due to much larger differences in
target signal and environmental temperature with respect to the radiometric calibration conditions.

The analysis of field measurements is more complicated than for the indoor case. The main
differences in field and laboratory measurements of LCE-2, causing a substantial increase of the field
measurements uncertainty, are shown in Figure 1. The spectral composition and intensity of radiation
from the target being measured (sky, water) are significantly different from the incandescent source
used as the radiometric calibration standard. The angular distribution of downwelling irradiance
also varies from the nearly collimated radiation source used during radiometric calibration. Ambient
temperature in the field can differ from the stable laboratory temperature during the radiometric
calibration by more than +15 °C. The stray light effect may be an order of magnitude larger, due to
different shapes of the calibration and field spectra. Strong autocorrelation in recorded time series data
implies that statistical analysis of intercomparison results should be suitably rearranged.

Due to non-ideal performance of radiometers (temperature dependence, deviation from ideal
cosine response for irradiance sensors, nonlinearity, spectral stray light, etc.), all the differences between
conditions during radiometric calibration and field measurements can contribute to the bias between
radiometers and increase the measurement uncertainty. The known measurement errors should be
corrected and the unknown or residual errors have to be assessed and accounted for in the uncertainty
budget. Unfortunately, the information needed for these corrections is often available only through
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highly time- and resource-consuming tests of individual radiometers, and it is often necessary to make
such corrections based on the characterization of an instrument from the same family.

Field conditions
Diffuse sky,
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Temperature
+(5..40) °C

Clear sky
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Figure 1. Main differences between the field and laboratory measurements of the second laboratory
comparison exercise (LCE-2) causing a substantial increase in uncertainty of the field measurements.

This study aims to evaluate the effectiveness of SI-traceable radiometric calibration for consistency
of OC field measurements, presents LCE-2 data processing results, and discusses techniques and
procedures for improving traceability of OC field measurements.

2. Material and Methods

2.1. Participants of the LCE-2

In total 11 institutes or companies were involved in the LCE-2, see Table 1. Altogether 44
radiometric sensors from five different manufacturers were involved, as shown in Table 2.

Table 1. Institutes and instruments participating in the LCE-2 intercomparison.

Participant Country L-Radiance; E-Irradiance Sensor
Tartu Observatory (pilot) Estonia RAMSES (2L, 1E) WISP-3 (2L, 1 E)
Alfred Wegener Institute Germany RAMSES (2L, 2E)

Royal Belgian Institute of Natural Sciences ~ Belgium RAMSES (7L, 4 E)

National Research Council of Italy Ttaly SR-3500 (1L, 1 E) WISP-3 (2L, 1 E)
University of Algarve Portugal RAMSES 2L, 1E)

University of Victoria Canada (