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Foreword

It’s easy to forget just how thoroughly mobile connectivity has changed our relationship with
technology. Any new piece of hardware is judged not just for the processor, memory, or camera
it contains but for how well it connects. Wi-Fi, fiber, 4G—and soon 5G—have become the new
benchmarks by which we measure technological progress.

In many ways, this era of high-speed connectivity is a lot like the dawn of the railroads or the
superhighways in the nineteenth and twentieth centuries, respectively. Like those massive infra-
structure projects, connectivity is redefining society. And it is bringing capabilities and knowledge
to all facets of society, enabling a new era of collaboration, innovation, and entertainment.

Yet most people take networks for granted because so much of what happens on them is hidden
from view. When we use our phones or tablets or stream video to our connected cars, we expect
the experience to be simple and seamless. The last thing we should care about is how they are con-
necting or onto what networks. And all the while we continue to place ever-heavier loads on these
networks, which now include 4K video and virtual reality.

Keeping up with these demand curves is a monumental task. In fact, knowing how to manage,
secure, transport, and analyze these oceans of data might be the single greatest logistical challenge
of the twenty-first century.

Needless to say, this is a relatively new phenomenon. It used to be that the biggest test for any
telephone network was the ability to handle the explosion of calls on Mother’s Day. Now, any day
can be the busiest for a network—when an entire season of a popular show is released or when the
latest smartphone OS upgrade goes live. A network today must always be prepared.

This paradigm shift requires a new kind of network, one that that can respond and adapt in
near-real time to constant and unpredictable changes in demand while also being able to detect and
deflect all manner of cyber threats.

The old network model completely breaks down in the face of this. That’s why software-defined
networking (SDN) and network function virtualization (NFV) are moving from concept to imple-
mentation so rapidly. This is the network of the future: open-sourced, future-proofed, highly secure,
and flexible enough to scale up to meet any demand.

This book lays out much of what we have learned at AT&T about SDN and NFV. Some of the
smartest network experts in the industry have drawn a map to help you navigate this journey. Their
goal is not to predict the future but to help you design and build a network that will be ready for
whatever that future holds. Because if there’s one thing the last decade has taught us, it’s that net-
work demand will always exceed expectations. This book will help you get ready.

Randall Stephenson
Chairman and Chief Executive Officer, AT&T
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’I The Need for Change

John Donovan and Krish Prabhu

CONTENTS

| S (5] (=) 1 (o= TSRO 8

Although the early history of electrical telecommunication systems dates back to the 1830s, the
dawn of modern telecommunications is generally viewed as Alexander Graham Bell’s invention of
the telephone in 1876. For the first 100 years, the telecom network was primarily “fixed”—the users
were restricted to being stationary (other than some limited mobility offered by cordless phones)
in locations that were connected to the telecom infrastructure through fixed lines. The advent of
mobile telephony in the 1980s, made it possible to move around during a call, eventually ushering in
the concept of “personal communication services,” allowing each user to conduct his or her own call
on his or her own personal handset, when and where he or she wants to. To facilitate this, the fixed
network was augmented with special mobility equipment (towers with radio antennas, databases
that tracked the movement of users, etc.) that interoperated with the existing infrastructure.

The invention of the browser launched the Internet in the mid-1990s. Like mobile networks, the
Internet also builds on top of the fixed telecom network infrastructure, by augmenting it with spe-
cial equipment (modems, routers, servers, etc.). However, the development of the Internet has not
only made it possible to bring communication services to billions of people, but has also dramati-
cally transformed the business and the social world. Today, the widespread use of the Internet by
people all over the world and from all walks of life has made it possible for Internet Protocol (IP) to
be not only the data network protocol of choice, but also the technology over which almost all forms
of future networks are built, including the traditional public telephone network.

At a high level, a telecom network can be thought of as comprising two main components: a core
network with geographically distributed shared facilities interconnected through information trans-
port systems, and an access network comprising dedicated links (copper, fiber, or radio) connecting
individual users (or their premises) to the core network. The utility provided by the infrastructure is
largely dependent on availability of transport capacity. The Communications Act of 1934 called for
“rapid, efficient, Nation-wide, and world-wide wire and radio communication service with adequate
facilities at reasonable charges” to “all the people of the United States.” This principle of universal
service helped make telephone service ubiquitous. Large capital investments were made to deploy
transport facilities to connect customers who needed telephone service, across wide geographic areas.
The deployed transport capacity was much above what was needed for a basic voice service, and as
new technology solutions developed (digital subscriber, optical fiber, etc.), it became clear that the
network was capable of doing much more than providing voice services. The infrastructure that sup-
ported ubiquitous voice service, evolved to support data services and provide broadband access to the
Internet. Today, according to the Federal Communications Commission (FCC), high-speed (broad-
band) Internet is an essential communication technology, and ought to be as ubiquitous as voice. The
quality of political, economic, and social life is so dependent on the telecom network that it is rightly
deemed as a nation’s critical infrastructure.

The history of mobile telephony and Internet has been one of continuous evolution and ever
increasing adoption. The pace of innovation has been exponential—matching the explosion of ser-
vice offerings with those of new applications. Starting with the 1G mobility system that were first
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introduced in the 1970s and reached a peak subscriber base of 20 million voice customers, today’s
4G systems serve a global base of nearly 2 billion smartphone customers.!

“The transformative power of smartphones comes from their size and connectivity.”? Size makes
it easy to carry them around; connectivity means smartphones can not only connect people to one
another, but also can deliver the full power of online capabilities and experiences, spawning new busi-
ness models as with Uber and Airbnb. In addition, the fact that there are 2 billion smartphones spread
out all over the world, and each one of them can “serve as a digital census-taker,” makes it possible
to get real-time views of what people like and dislike, at a very granular level. But the power of this
framework is limited by the ability to interconnect the devices and web sites—at the necessary inter-
connection speeds and manage the latency requirements for near-instantaneous services. This is made
possible by a transport layer, with adequate bandwidth and throughput between any two end points.

Transport technology has continually evolved from the early local access and long-distance
transport networks. Fundamental advances in the copper, radio, and fiber technologies have pro-
vided cheaper, more durable, and simpler to manage transport. The traffic being transported has
evolved from analog to digital (time division multiplexed) to IP. Layered protocols have enabled
many different services to share a common transport infrastructure. The hub and spoke, fixed band-
width, fixed circuits, and relatively long duration switched sessions (an architecture that grew with
the growth of voice services) are no longer the dominant patterns but one of many different traffic
patterns driven by new applications such as video distribution, Internet access, and machine-to-
machine communication, with mobility being an essential part of the offering. This evolution has
now made it possible for the global telecom network to be the foundation for not just voice, data,
and video communication among people, but also for a rich variety of social and economic activity
transacted by billions of people all over the world. The next thing on the horizon is the Internet of
Things (IoT)—driven by the ability to connect and control tens of billions of remote devices, facili-
tating the next round of productivity gains as operations across multiple industries get streamlined.

Traditionally, the users of carrier networks were fairly static and predictable, as was the traffic
associated with them. As a result, the underlying architecture that carriers relied on at the time was,
more often than not, based on fixed, special purpose, networking hardware. Since the operating
environment within a Telecom operator followed an organizational approach that separated the IT
and Network groups, the growth in traffic and the variety of services that needed to be supported,
created an environment where the ability to respond to business needs was increasingly restricted.
The networks of today support billions of application-heavy, photo-sharing, video-streaming,
mobile devices, and emerging IoT applications, all of which require on-demand scaling, high resil-
iency, and the capability to do on-the-fly service modifications.

Network connectivity is at the core of every innovation these days, from cars to phones to video
and more. Connectivity and network usage are exploding—data traffic on AT&T’s mobile network
alone grew by nearly 150,000% between 2007 and 2014. This trend will continue, with some esti-
mates showing wireless data traffic growing by a factor of 10 by 2020. Video comprises about 60%
of AT&T’s total network traffic—roughly 114 petabytes per day as of this writing. To put that into
perspective, 114 petabytes equals about 130 million hours of HD video. As it stands right now, send-
ing a minute of video takes about 4 megabytes of data. In comparison, sending a minute of virtual
reality (VR) video takes hundreds of megabytes. With VR becoming increasingly popular, having
an easy and convenient way to access this data-hungry content is essential. At the same time, [oT
is also generating mountains of data that have to be stored and analyzed. By 2020, there will be an
estimated 20-50 billion connected devices.

Public networks and especially those that cover large areas have always been expensive to deploy.
To enable the growth and the use of networks (the value of a network increases as more users get
on it), operators have relied on technology advances to continue to improve performance and drive
costs down. Compared to a public network in the twentieth century, today’s all-IP network with
advanced services radically changes many of the requirements. The number of different services or
applications available at any one time has grown by several orders of magnitude and services are
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constantly evolving, driven by mobile device capabilities, social media, and value created by avail-
able content and applications.

To keep pace with these new applications, and to be able to provide reliable networking services
in the face of growing traffic and diminishing revenue, we need a new approach to networking.
Traditional telecom network design and implementation has followed a tried and tested approach for
several decades. When new network requirements are identified, a request for proposals (RFPs) is
issued by the carrier. The vendors respond with proprietary solutions that meet interoperability stan-
dards, and each network operator then picks the solution they like. The networks are built by inter-
connecting physical implementation of functions. Today’s telecom networks have over 250 distinct
network functions deployed—switches, routers, access nodes, multiplexors, gateways, servers, etc.
Most of these network functions are implemented as stand-alone appliances—a physical “box” with
unique hardware and software that implements the function and conforms to standard interfaces to
facilitate interoperability with other boxes. For operational ease, network operators prefer to use one
or two vendors, typically, for a given class of appliances (routers, for example). The appliance vendor
often uses custom hardware to optimize the cost/performance; the software is mated with hardware,
and the product can be thought of as “closed.” This creates vendor lock in, and since most deployed
appliances are seldom replaced, the result is a platform lock in, with limited options for upgrading with
technology advances. Figure 1.1 qualitatively depicts the evolution of cost over a 10-year period. For
purposes of illustration, the unit cost signifies the cost for performing one unit of the network func-
tion, (e.g., packet processing cost for 1 GB of IP traffic). Due to platform lock in, any cost improve-
ment comes from either hardware redesigns at the plug-in level with cheaper components, or price
concessions made by the vendor to maintain market position. On the other hand, technology advances
characterized by advances in component technology (Moore’s Law) and competitive market dynam-
ics, facilitate a much faster decline in unit cost, more in-line with what is needed to keep up with the

Unit
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FIGURE 1.1 Cost evolution.
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growth in traffic. A second problem with the current way of network design and implementation is
that in the face of rampant traffic growth, network planners deploy more capacity than what is needed
(since it could take several months to enhance deployed capacity, beyond simple plug add-ons), thus
creating a low utilization rate.

We need to transition from a hardware-centric network design methodology to one that is soft-
ware centric. Wherever possible, the hardware deployed ought to be one that is standardized and
commoditized (cloud hardware, for example) and can be independently upgraded so as to benefit
from technology advances as and when they occur. The network function capability ought to be
largely implemented in software running on the commodity hardware. The hardware is shared
among several network functions, so that we get maximum utilization. Network capacity upgrades
occur in a fluid manner, with continuous deployment of new hardware resources and network func-
tion software as and when needed. In addition, the implementation of software-defined networking
(SDN) would provide three key benefits: (1) separation of the control plane from the data plane
allowing greater operational flexibility; (2) software control of the physical layer enabling real-
time capacity provisioning; and (3) global centralized SDN control with advanced and efficient
algorithms coupled with real-time network data allowing much better multilayer network resource
optimization on routing, traffic engineering, service provisioning, failure restoration, etc. This new
network design methodology (depicted in Figure 1.2) has a much lower cost structure in both capital
outlays and ongoing operating expenses, greater flexibility to react to traffic surges and failures, and
better abilities to create new services.

In order to become a software-centric network, and tap into the full power of SDN, several
steps need to be taken—rethinking the IT/Network separation, disaggregation of hardware and
software, implementing network functions predominantly in software and capable of executing on
a commodity cloud hardware platform, and a high degree of operational automation. Add to this
the requirement that the implementation be done on open source platforms with open Application
Programming Interfaces (APIs).

Today, SDN is commonly perceived to be a new networking paradigm that arose from the vir-
tualization of data-center networks, which in turn was driven by the virtualization of compute and
storage resources. However, SDN techniques have been used at AT&T (and other carriers) for more
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Server|..|Server
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FIGURE 1.2 Transforming the network.
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than a decade. These techniques have been embedded in the home grown networking architecture
used to create an overlay of network-level intelligence provided by a comprehensive and global view
of not only the network traffic, resources, and policies, but also the customer application’s resources
and policies. The motivation was to enable creation of customer application-aware, value-added
service features that are not inherent in the vendor’s switching equipment. This SDN-like approach
has been repeatedly applied successfully to multiple generations of carrier networking services,
from traditional circuit-switching services through the current IP/Multi-Protocol Label Switching
(MPLS) services.

As computer technology evolved, the telecommunication industry became a large user of com-
puters to automate tasks such as setting up connections. This also launched the first application of
software in telecom—software that allowed the control of the telecommunications specific hard-
ware in the switches. As the number and complexity of the routing decisions grew, there came a
need to increase the flexibility of the network—to make global decisions about routing a call that
could not be done in a distributed fashion. The first “software-defined network controller” was
invented, namely the Network Control Point (NCP). Through a signaling “API,” the controller could
make decisions in real time about whether a request for a call should be accepted, which end point
to route the call to, and who should be billed for the call. These functions could not be implemented
at the individual switch level but needed to be done from a centralized location since the subscriber,
network, and service data were needed to decide how to process the call.

Initially, the NCP was a relatively static service-specific program. It had an application to handle
collect calls, an application for toll-free 800 services, an application for blocking calls from delin-
quent accounts, etc. It soon became clear that many of the service application shared a common set
of functions. The “service logic” was slightly different but there were a set of primitive functions
that the network supported, and a small set of logical steps that tied those functions together. The
data varied and the specific parameters used for a service might vary but there was a reusable set.
The programmable network and, in particular, the programmable network controller was born.?

The Direct Services Dialing Capability (DSDC) network was a new way to do networking.
Switches, known as action points, had an API that could be called over a remote transport network
(CCIS6/SS7) and controllers, known as control points, could invoke the programs in a service exe-
cution environment. The service execution environment was a logical view of the network. Switches
queried controllers, controllers executed the program and called APIs into the switches to bill and
route calls. The controller had a function to set billing parameters and to route calls for basic func-
tions. Advanced functions used APIs to play announcements and collect digits, to look up digits for
validation and conversion, and to temporarily route to a destination and then reroute the call. These
functions allowed different services to be created.

The Toll Free Service (i.e., 800-service) that translated one dialed number into another destination
number and set billing parameters to charge the called party for the call was another example of using
SDN-like techniques in a pre-SDN world. The decisions on which destination number was controlled
by the customer for features such as area code routing, time of day routing, etc. were implemented
using software that controlled the switches. An entire multibillion dollar industry grew out of the
simple concept of reversing the charges and the power of letting the customer decide which data center
to route the call to, for reducing their agent costs or providing better service to their end customers.

For enterprise customers, AT&T provided a trademarked service called AT&T SDN ONENET,
which provided private dialing plans, authentication codes and departmental charging capability
as a virtual Time-Division Multiplexing (TDM) network for enterprise customers. With or with-
out a Private Branch Exchange (PBX), the service exposed a programmable virtual network to
enterprises. The DSDC network also provided the ability to add or remove resources to the call for
advanced functions and mechanisms for dealing with federated controllers. Service Assist was a
mechanism to service-chain an announcement and digit collection node into a call; this grew into
Interactive Voice Response (IVR) technology with speech recognition but it was an early form of
service chaining for virtual networks. When more than one controller was needed to handle the load
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(or to perform the entire set of desired features) NCP transfer was used, which today we would see
as controller-to-controller federation. Many variations of these types of service were created, across
the globe, as both the ability for software control and the availability of computing to do more pro-
cessing, allowed the service providers to let their customers manage their business.

These SDN-like networks in the circuit-switched world were followed by a similar capability of
providing network-level intelligent control in the packet-routed world, where the routers replace the
switches. The development and implementation of SDN for AT&T’s IPP/MPLS network—generally
known as the Intelligent Routing Service Control Platform (IRSCP)—was launched in 2004.* It was
driven with the goal of providing AT&T with “competitive service differentiation” in a fast-maturing
and commoditized general IP networking services world. The IRSCP design uses a software-based
network controller to control a set of specially enhanced multiprotocol Border Gateway Protocol
(BGP) (MP-BGP) route reflectors and dynamically distribute selective, fine-grained routing and for-
warding controls to appropriate subsets of IP/MPLS routers. The essential architectural construct
of IRSCP enables on-demand execution of customer-application specific routing and forwarding
treatment of designated traffic flows, with potential control triggers based on any combination of the
network’s and the customer-application’s policies, traffic and resource status, etc. This yields a wide
range of value-added features for many key networking applications such as Content Distribution
Network (CDN), networked-based security (Distributed Denial of Service [DDoS] mitigation),
Virtual Private Cloud, etc.

Apart from SDN, the other key aspect of the transformation is network function virtualization
with transitioning to an architecture that is cloud-centric. AT&T started its own cloud journey in
late 2010 with multiple efforts, each focused on different objectives—a VMware-based cloud for
traditional IT business applications, a Compute-as-a-Service (CaaS) offering for external custom-
ers, and an OpenStack-based effort for internal and external developers. These disparate clouds
were subsequently merged into a common cloud platform, which evolved into the AT&T Integrated
Cloud (AIC). Today, this is the cloud environment in which AT&T’s business applications run. It is
also the platform for the cloud-centric network function virtualization effort. By 2020, it is antici-
pated that 75% of the network would be virtualized and running in the cloud.

The methods and mechanisms for deploying applications on a dedicated server infrastructure are
well known, but a virtualized infrastructure has properties, such as scalability and active reassign-
ment of idle capacity, which are not well understood. If applications are not structured to make use
of these capabilities, they will be more costly and less efficient than the same application running
on a dedicated infrastructure. Building services that are designed around a dedicated infrastructure
concept and deploying them in a virtualized infrastructure fails to exploit the capabilities of the vir-
tualized network. Furthermore, building a virtualized service that makes no use of SDN to provide
flexible routing of messages between service components adds significantly to the complexity of the
solution when compared to a dedicated application. Virtualization and SDN are well defined, but the
key is to enable using virtualization and SDN together to simplify the design of virtualized services.
Integration of virtualization and SDN technologies boils down to understanding how decomposition,
orchestration, virtualization, and SDN can be used together to create, manage, and provide a finished
service to a user. It enables services to be created from modular components described in recipes
where automated creation, scaling, and management are provided by Open Network Automation
Platform (ONAP), an open source software platform that powers AT&Ts SDN. ONAP enables

* Independent management of applications, networking, and physical infrastructure

* A service creation environment that is not limited by a fixed underlying network or com-
pute infrastructure

* The automatic instantiation and scaling of components based on real-time usage

* The efficient reuse of modular application logic

* Automatic configuration of network connectivity via SDN

» User definable services
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ONAP will benefit service providers by driving down operations costs. It will also give providers
and businesses greater control of their network services becoming much more “on demand.” At the
end of the day, customers are the ones who will benefit the most. The idea of creating a truly per-
sonalized secure set of services on demand will change the way we enable consumer applications
and business services.

Today’s telecom networks are rich treasure troves of data—especially pertaining to the world of
mobility. On an average day, AT&T measures 1.9 billion network-quality check points from where
our wireless customers are actually using their service. This data go into network analytics to better
understand the customers’ true network experience. The program is internally referred to as Service
Quality Management; sophisticated analytics is used to make sense of this massive volume of net-
work data and discern what customers are experiencing. These technologies have transformed how
we manage our network—driving smarter decisions and resolving issues quicker than ever before.?

For instance, if two areas have disrupted cell towers—restoring service to all customers quickly
is a key operational objective. Based on the real-time data and historical measurements that are
available, AT&T’s home developed algorithm called TONA—the Tower Outage and Network
Analyzer—factors in current users, typical usage for various times of the day, population and posi-
tioning of nearby towers, to assess which towers can respond by off-loading the traffic from the
disrupted towers. TONA has created a 59% improvement in identifying customer impact, and it
shortens the duration of network events for the greatest number of customers. This is but one exam-
ple of the power of using real-time data to improve network performance.

This transformation is not limited to the network and its associated technologies. The transformed
network also needs a software-centric workforce. Reskilling the employees in a variety of software
and data specialties is as important as transforming the architecture of the network. Besides, the tra-
ditional RFP approach, used today to procure new products or introduce new vendors, gets replaced
by a more iterative and continuous approach for specifying and procuring software. It also calls
for active involvement with the open source community.® Open source speeds up innovation, lower
costs, and helps to converge quickly on a universal solution, embraced by all. Initially conceived to
be something people can modify and share, because the design is publicly accessible, “open source”
has come to represent open exchange, collaborative participation, rapid prototyping, transparency,
meritocracy, and community-oriented development.” The phenomenal success of the Internet can be
attributed to open source technologies (Linux, Apache Web server application, etc.) Consequently,
anyone who is using the Internet today benefits from open source software. One of the tenets of the
open source community is that you do not just take code. You contribute to it, as well.

AT&T strongly believes that the global telecom industry needs to actively cultivate and nur-
ture open source. To spur this, we have decided to contribute the ONAP platform to open source.
Developed by AT&T and its collaboration partners, the decision to release ONAP into open source
was driven by the desire to have a global standard on which to deliver the next generation of applica-
tions and services. At the time of this writing, there are at least four active open source communities
pertaining to the Network Functions Virtualization (NFV)/SDN effort:

* OpenStack

* ON.Lab

* OpenDaylight
* OPNFV

AT&T has been active in all four, and will continue to do so. Many other telecom companies, as
well as equipment vendors, have also been equally active.

Any significant effort to re-architect the telecom network to be software-centric cannot ignore
the needs of wireless (mobile) systems. The fourth generation wireless system, Long-Term Evolution
(LTE), which was launched in late 2009, made significant advances in the air interface, as well as
the architecture of the core network handling mobile traffic. The driver behind this was the desire to
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build a network that was optimized for smartphones and the multitude of applications that runs on
them. As of this writing, fifth generation mobile networks are being architected and designed and
their rollout is expected in 2020. Compared to the existing 4G systems, 5G networks offer

Average data rate to each device in the range of 50 Mb/s, compared to the current 5 Mb/s
Peak speeds of up to 1 Gb/s simultaneously to many users in the same local area

Several hundreds of thousands of simultaneous connections for massive wireless sensor
network

Enhanced spectral efficiency for existing bands

New frequency bands with wider bandwidths

Improved coverage

Efficient signaling for low latency applications

New use cases such as the oI, broadcast-like services, low latency applications, and lifeline
communication in times of natural disaster will call for new networking architectures based on
network slicing (reference). NFV and SDN will be an important aspect of 5G systems—for both the
radio access nodes as well as the network core.

The chapters that follow explore the concepts discussed in this chapter, in much more detail. The
transformation that is upon us will achieve hyper scaling, not unlike what the web players have done
for their data centers. We think this is one of the biggest shifts in networking since the creation of
the Internet.
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