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Introduction: Social Informatics in the
Context of the COVID-19 Pandemic

Shengnan Yang, Xiaohua Zhu, and Pnina Fichman

The Pandemic and ICTs

At the very beginning of the outbreak of coronavirus disease in China in
early 2020, while rumors disseminated on social media platforms turned out
to be the truth, a set of digital solutions were initiated in China to cope with
the strict lockdown policy. The use of information and communication
technologies (ICTs) piqued our scholarly curiosity, in the context of this
epidemic. From casual chats to formulating research ideas, we started to
work on a panel proposal for the 2020 Annual Meeting of the Association
for Information Science and Technology (ASIS&T), entitled “The Use
of ICT during COVID-19”. This conference panel captured the attention
of a publisher, which led to the publication of this book. Soon after our
initial discussion, the epidemic developed into the COVID-19 pandemic,
spreading throughout the world. The pandemic triggered countless in-
novative designs and inspired new ways of ICT use across different en-
vironments worldwide. Thus, ICTs’ role has extended beyond identifying,
tracing, understanding, managing, treating, and perceiving pandemics, by
enabling people’s interconnectedness across diverse cultures, traditions,
histories, and political systems (Wilson & Jumbert, 2018).

The pandemic was a “great accelerator” of digital transformation
(Armano, 2020), in which all sectors of society and communities across the
globe significantly increased their reliance on ICT for various reasons
(Hakmeh et al., 2021; Meiller, 2020; Tosheva, 2020). Since the beginning of
the COVID-19 outbreak in early 2020, many people, businesses, organiza-
tions, and governments have experienced unprecedented ICT adoption and
use, willingly or not. Social media platforms, mobile-based applications, and
artificial intelligence have enabled faster responses and continuous con-
nectivity, by supporting information dissemination, large-scale user parti-
cipation, and mass collaborations across national boundaries. This reliance
on ICTs, paired with other societal changes such as quarantine, isolation,
and political tensions, stimulated unparalleled individual and social delib-
eration about ICT-related issues. Although scholars explained ICTs’ pro-
found roles and consequences in the information society (Castells, 2000;
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Webster, 2014), the pandemic stirred discussion everywhere. Arguably, never
before have ICTs been a topic of such frequent mention by the media—
on radio, TV, and magazines—and in daily conversations, leading to intense
scrutiny of ICT use by both academics and the public. The current public
discourse reveals a sophisticated understanding of the intended and un-
expected consequences of ICTs—control versus resistance, gratitude versus
criticism, development versus inequality, and the public interest versus in-
dividual rights and privacy—making the research in our book particularly
timely and relevant.

The backdrop of the COVID-19 pandemic provides a unique opportunity
for us to reflect on and reexamine our relationships with ICTs, as we en-
vision the postpandemic era. It is imperative that we investigate the com-
plexities and consequences of ICT use, implementation, and regulation
during this crisis, to shed light on practices that maximize the benefits and
minimize the harm to society. The fact that ICTs were interjected into the
daily lives of so many individuals is another reason why the pandemic
constitutes an ideal setting for deepening our understanding of ICTs. In the
past few decades, researchers in informatics, science and technology studies,
and communication studies have refuted technological determinism, and
instead largely adopted the approach of co-construction and mutual shaping
of technology and society (Gillespie et al., 2014; Lievrouw, 2014; Meyer,
2014). However, when technology use is pressed upon people and society
rather than merely offered as an option—such as using ICTs during lock-
downs for work and education—deterministic approaches to understanding
technology dominate much of the discourse. Claims like “[t]he rapid rise of
digital technologies is transforming economic and social activities around
the world” (UNGIS, 2021) are common. Moreover, as Boczkowski and
Lievrouw (2008) suggested, it was not sufficient merely to acknowledge
the complexity of the sociotechnical system, and the “tension between de-
termination and contingency” (p. 996); ICT research should tackle the
specific contexts and conditions that may alter the subtle balance between
determination or contingency. The pandemic context offers us a valuable
opportunity to examine these tensions, and the specific sociotechnical con-
figurations of ICTs, using case studies and comparative analyses.

Social Informatics

Readers who are new to social informatics may benefit from making an
acquaintance with this field. We see social informatics as the study of the
interdependencies among people, digital technologies, and their contexts of
use (Sawyer & Jarrahi, 2014). Building upon the widely used concept of
sociotechnical systems, ranging from the early iconic works of Rob Kling
(Kling & Jewett, 1994; Kling et al., 2005) to more recent anthologies and
monographs such as Social Informatics: Past, Present and Future (Fichman
& Rosenbaum, 2014), Social Informatics Evolving (Fichman et al., 2015),
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and the recent special JASIST issue “The Social Informatics of Knowledge”
(Meyer et al., 2019), social informatics scholars have stressed the importance
of the context—historical, cultural, geographical, and beyond—in studying
ICTs. Through this lens, scholars can understand a wide variety of topics
linked by the recognition of the integration of ICTs into organizations and
people’s social lives (Fichman & Rosenbaum, 2014). Informed by this line of
work, we see the COVID-19 pandemic as a valuable context for social in-
formatics research because of the scale of ICT adoption and use, the increase
in public awareness, and the noticeable impact of ICT on society. Each of
the chapters in this book report on research that was primarily conducted
during the first two years of the pandemic, in 2020-2021, a period of time
that serves as a significant historical moment to capture and reflect upon.

The concept of “social informatics” in this book is used in two ways. First,
it serves as an underlying theoretical perceptive across all the chapters. It
is used to evaluate, examine, and analyze the interaction among human
agencies (individuals, groups, and institutional actors), technologies (social
media, online communities, and algorithms), technology-related activities
(policymaking, information behavior, collaboration, and communication),
and related contexts (types of regimes, public health crisis, culture, working
environments, and so on). All chapters either explicitly or implicitly examine
the mutually shaping process between human agencies and nonhuman ones,
unpack the unintended consequences of the process, and emphasize the im-
portance of context. For instance, Fichman and Dedema (Chapter 3) examine
the relationships between technology and society by illustrating how the
dystopian context of COVID-19 quarantine and the utopian imagination of
ICTs converged to create a complex and even paradoxical contextual setting
for ICT use by boundary maintenance and boundary-crossing processes. Sun
and Fichman’s study of online depression self-help communities (Chapter 6)
discusses contextual factors related to topic shift, in addition to socio-
psychological aspects. Hara and Dedema (Chapter 7) unbox the use of Twitter
by scientists and medical professionals, pseudo-experts, and government
health organizations, using a lens of social informatics by considering online
public engagement with science as a sociotechnical system.

Second, social informatics serves as a theoretical foundation for developing
new theories in context because of its flexibility. For example, Simons and
Elkins (Chapter 4) extend the term “information culture” from the traditional
organizational model to a sociotechnical context related to misinformation
spreading. They leverage the frameworks of social informatics, cultural
competency, and psychosocial understandings of information behavior, to
propose a “social information cultural competency” framework for designing
contextualized information literacy efforts. Zhu and Yang (Chapter 1) in-
corporate social informatics into policy design studies and propose a com-
prehensive framework for analyzing misinformation-related policies across
different regimes. Rosenbaum (Chapter 9) provides a sketch of a conceptual
framework using the concepts from phenomenology, postphenomenology,
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and critical data studies to explain how algorithmic assemblages shape the
lifeworld and the natural attitude. Building upon the social informatics con-
ceptualization of assemblage, Sanfilippo and Liu (Chapter 2) propose an
applied conceptualization of governance assemblages to address how design
and management, infrastructure and use, and practice and regulation intersect
to impact privacy as experienced in three arenas: education, healthcare,
and labor.

This book is unique also because it provides an international and com-
parative perspective on the use of ICTs during the COVID-19 pandemic,
enhancing our understanding of ICT’s role across international environ-
ments during the various stages of the pandemic. Chapters in the book
demonstrate that, even though people have been confronting the same
health crisis around the globe, the intentions and consequences of ICT use
vary by region, nation, and community. A set of comparative and interna-
tional studies, such as Zhu and Yang’s work in Chapter 1 and Fichman and
Dedema’s work in Chapter 3, are included. In the end, the geographical
coverage of this book includes empirical evidence from different regions and
cultures—FEurope (Chapters 3 and 8), North America (Chapters 1 and 3),
and Asia (Chapters 1, 5, and 6).

Organization of the Book

This book is organized into four sections: 1) governance, 2) information
behavior, 3) community, and 4) everyday life. These sections echo major
concerns around ICT use and consequences during the pandemic.

The Governance section in our book covers the interventions and regulatory
strategies implemented by governmental agencies, digital platforms, and re-
lated stakeholders. This health crisis nested in the infosphere has triggered a
consequential information crisis (Xie et al., 2020), especially when we confront
the challenges of misinformation, attitude polarization, and the dilemma
between protecting privacy and ensuring public safety. Effective interventions
and governance are required but often lag. The first two chapters in this
book focus on the formal regulation and governance related to information
and digital platforms. Zhu and Yang (Chapter 1) propose a comprehensive
framework combining basic components of policy design studies and socio-
technical dimensions to understand information policies for misinformation
regulation. Their framework emphasizes the sociotechnical nature of mis-
information and its regulatory practices. The empirical findings of their study
also demonstrate how governments vary in their regulatory reactions to
misinformation, and the uniqueness of local contexts related to information
policies. Sanfilippo and Liu (Chapter 2) focus on privacy issues on digital
platforms when the context of ICT use was blurred during the pandemic. Built
upon the analysis of the privacy governance of ICTs, using a three-layer in-
stitutional hierarchy, they further develop creative and holistic governance
assemblages for responding to emergency circumstances.
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The second section of the book, Community, presents two chapters fo-
cusing on online user interactions for social support on social media plat-
forms. Social media are the channels mediating individuals’ communication,
but they also forge the emergence and evolution of online communities,
as Chapters 3 and 4 demonstrate. Both studies draw on the concept of
communities of practice. Simons and Elkins (Chapter 4) focus on specific
sociotechnical communities mediated by social media and examine how they
are related to the dissemination of COVID-19 misinformation. This study
pushes our understanding of misinformation-sharing behavior beyond
psychological factors at the individual level. Instead, they emphasize that
people’s connections to others form a unique “social information culture”
that influences their misinformation-sharing behavior. Fichman and
Dedema (Chapter 3) examine the relationships between technology and
society by illustrating how the dystopian context of the COVID-19 quar-
antine and the utopian imagination of ICTs converged to create a complex
and even paradoxical contextual setting for ICT use through communities
of practice’s boundary maintenance and boundary-crossing processes.

Chapters in the third section, Information Behavior, analyze people’s in-
formation behaviors to fulfill their needs in coping with this global crisis.
The pandemic triggers diverse information needs, particularly about health-
related issues. Li and her colleagues (Chapter 5) trace the middle-aged user
group and their information-seeking behaviors in multiple regions in China.
They explore the interaction between information behavior and emotional
change, and its influencing factors in the Public Health Emergency of
International Concern (PHEIC). Dedema, Hara, and Knox (Chapter 7)
focus on online public health communication, examining what and how
scientists, medical professionals, and public health organizations commu-
nicated with the public on social media during and about the COVID-19
pandemic in the United States. Sun and Fichman (Chapter 6) showcase an
online communicative pattern by investigating the discussion topics and
analyzing the language features in online depression communities before,
during, and after the COVID-19 lockdown in China, using data from two
online depression self-help groups on Chinese social media.

The fourth section zooms in on individuals’ Everyday Life. The last two
chapters in this book take a critical perspective, either explicitly or im-
plicitly, to highlight ICT use in everyday life or work routines. Incorporating
technical, material, and social aspects of algorithm systems, Rosenbaum
(Chapter 9) introduces algorithmic assemblages that are embedded in our
everyday routines and practice. The pandemic provides important examples,
demonstrating how algorithmic assemblages are shaping the lifeworld
and the natural attitude. This chapter sheds light on the critical study of the
power and information asymmetries inherent in sociotechnical systems.
Bystrom (Chapter 8) focuses on the everyday working-from-home (WFH)
impact in a Scandinavian university, examining how regular work practices
and office routines were sustained and altered by ICT use. However,
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contextual and personal relationships at work were poorly supported by
ICTs during the lockdown period. Whereas the results point to an overall
positive attitude toward ICT tools, her work showcases the challenges and
difficulties related to the social facets of remote working, such as insufficient
support in the all-digital work environment, the need for work community,
and potential conflicts between groups and individuals.

The Pandemic, and ICTs’ Role, Goes on

In today’s global network society, social structure and organizational ar-
rangements are largely supported by information networks powered by
ICTs (Castells, 2000). Constant connectivity allows us to head into an
age of digital interdependence (Leonardi & Treem, 2020; United Nations,
2019). But never before have ICTs been at the center of society’s response
to a global health crisis like the COVID-19 pandemic, which may have a
far-reaching fallout (World Health Organization, 2020).

We take a holistic view of the role of ICTs during this global pandemic,
through the lens of social informatics, as it is critical to our understanding of
the relations between society and technology. Our book advances the con-
cepts, methods, and theories that are informed by and support the social
informatics perspective. The various chapters emphasize the mutual inter-
actions among people, technologies, and their particular contexts of use.
This book provides evidence in multiple contexts to highlight that ICTs do
not simply bring change to society, organizations, groups, and people’s lives;
ICTs are also bound by the power dynamics of stakeholders and are em-
bedded in specific contexts. Our emphasis on the intersection between ICTs
and health, culture, art, social interaction, governance, information dis-
semination, and work will hopefully be of interest to readers from various
disciplines and will stimulate interdisciplinary conversations around these
exciting topics.

When we developed the book proposal, we assumed the pandemic would
have ended by the time the book was finished. We envisioned then, at least
partly, that this book would capture the complex relationships between
ICTs and society during an unusual and temporary context, the COVID-19
pandemic, and thereby contribute to the empirical and theoretical devel-
opment of social informatics. However, as we write this introduction in
August 2022, we are still living with an ongoing pandemic. A consensus has
formed that human beings will have a greater reliance on digital technology
for good and ill, as we embrace the new normal of a “tele-everything” world
(Anderson et al., 2021). It might be too early to make final conclusions
about the role of ICTs in the pandemic. However, the studies in this
book can shed light on the importance of ICTs, and help to unpack the
complexity of technology-related practices during a global crisis. We hope
to intrigue more researchers to trace the emerging social change and evol-
ving digital tools in a still-unfolding pandemic era.
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1 Toward a Sociotechnical
Framework for Misinformation
Policy Analysis

Xiaohua Zhu and Shengnan Yang

Introduction

At the beginning of 2020, fake news, rumors, myths, misinformation, dis-
information, malign/subversive information, false information, conspiracy
theories, and even hate speech began to spread more rapidly and widely than
ever before. As United Nations Secretary-General Antonio Guterres said in
a video message, a “global ‘misinfo-demic’ is spreading”, which travels faster
than the virus itself (“Hatred going viral”, 2020). Using social media and
other Information and communications technology (ICT) to disseminate
misinformation is certainly not a new phenomenon—scholars already claim
we now live in a post-truth era (Wimberly, 2021). However, the pandemic
exacerbated the existing problem to such an extent that the world is be-
coming aware of the damage misinformation can generate. Recent events in
2022, such as Elon Musk’s alleged plan to privatize Twitter (Associated
Press, 2022) and the “World’s First Tiktok War” (Chayka, 2022) accom-
panying the Russia-Ukraine war, raised more concerns and debates over the
definitions of truth, free speech, democracy, and many other social values
and norms in the social media environment.

Before the pandemic, many governmental organizations, as critical ac-
tors in the sociotechnical system of communications and information, had
begun to make laws or investigate means against misinformation, as ex-
emplified by the European Union’s Code of Practice on Disinformation
(EU, 2018), and more recently by the Digital Services Act (EU, 2022).
Several countries, including Singapore and China, adopted stricter crim-
inal laws to punish misinformation creators and distributors. It is not
surprising that much of this legislation targets ICT, mainly social media
platforms, as the platforms have been the primary means of misinforma-
tion dissemination. For the same reason, however, passing such legislation
in many other countries has been challenging. For example, the United
States has traditionally relied on corporations to regulate themselves in
many information-related issues such as privacy (Jaeger & Taylor, 2019,
p- 3), and social media platforms, as business entities, have a great degree
of autonomy (Gillespie, 2010, 2018).
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During the pandemic, governmental organizations at all levels around the
world responded immediately to the misinformation problem by publishing
fake news debunkers and providing accurate, scientific information about
the coronavirus and its treatment, to protect their citizenry. Meanwhile,
policymaking regarding misinformation and its dissemination via social
media platforms has become an urgent issue for many governments. Given the
different circumstances and value systems, it is only natural that different
countries utilize different policy tools; however, in modern society, policy-
making is often not isolated to each government, but rather is influenced
by other political entities (Schmitt, 2012). As misinformation policies are
being developed around the world, a systematic examination of policies on
misinformation in different countries is warranted; policymakers and experts
need a deep understanding of the various misinformation policies adopted by
different governments and the development of misinformation policies at
different stages. Existing comparative research on the regulation of mis-
information is often descriptive in nature (e.g., de Gregorio & Radu, 2019;
Radu, 2020; Rodrigues & Xu, 2020; Pielemeier, 2020), and there is a need for
suitable analytical tools for systematic and comparative policy studies.

Social informatics provides valuable perspectives in developing analytical
tools for such analysis. As Kling et al. (2005) argued in their landmark
social informatics monograph, Understanding and Communicating Social
Informatics, social informatics perspectives can help us mitigate the un-
certainty in ICT policymaking and improve the policymaking process
(p. 52). Conversely, the sociopolitical landscape surveyed in such policy
studies provides a window for social informatics scholars to examine and
gain perspectives on the complexity of the sociotechnical networks of ICT,
and a particular aspect of the network—the government regulation of ICT
applications. Using the sociotechnical lens, we also hope to bridge the
artificial gap between social informatics research and information policy
research in the field of information science.

Taking a social informatics perspective, we focused on the actors and their
actions, as well as the contexts of such actions, to develop an analytical
framework for comparative misinformation policy analysis. This framework
includes context, agents, targets, issues, channels, and actions as the main
analytical dimensions, for each of which we identified a list of elements. We
tested the framework in two different contexts/situations, the United States
and China. For the empirical comparisons and analyses of the two cases, we
used a content analysis method, aiming to answer the following guiding
question: How did the governments of the United States and China react to
the infodemic during the COVID-19 pandemic (2020-2021)? The findings
of this study reveal multiple threads of social and political narratives em-
bedded in the text of policy documents. The differences and similarities in
the policy documents demonstrate the complexity of misinformation reg-
ulations that sometimes contradict to popular beliefs and often simplified
political reasoning.
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Definitions of key terms

In this study, misinformation is used as an umbrella term to cover related
concepts, including fake news, disinformation, false information, rumors,
conspiracy theories, malignant information, inaccurate information, and
more. In the literature and policy documents, these terms often have specific
(and varying) definitions and unique usages. For example, in the EU con-
text, disinformation (désinformation in French and desinformation in
German) is used almost exclusively; in China, rumor (¥%% in Chinese) and
false information (FE{E{Z /5. in Chinese) are used more often. But in the
public discourses, they are often used interchangeably and ambiguously,
with misinformation as arguably the most widely used one, especially in the
US context.

Drawing from Dye’s (1976) classic, broad definition of public policy,
“whatever governments choose to do or not to do” (p. 1), and Jaeger and
Taylor’s (2019) comprehensive definition of information policy (p. 3), we
define misinformation policy in this study as what governments choose to
do, via lawmaking and other activities, regarding various aspects of mis-
information. Comparative policy analysis often looks at similarities and
differences in public policies and policymaking processes in different jur-
isdictions (Schmitt, 2012). This study examines not only the content of policy
documents that serve as governments’ decisional output (laws, regulations,
executive orders, etc.) but also those created in the government mis-
information policymaking process, including bills, proposed rules, reports,
strategies and plans, announcements, and other informational items doc-
umenting the governmental behaviors and intentions.

Terms like digital platforms, social media platforms, and online platforms
are often used interchangeably, and often cause confusion because of dif-
ferent perspectives and understandings. In this study, a digital platform or
online platform is broadly defined as a website or mobile application that
provides a public-facing forum for content distribution and/or user inter-
actions and the entity that owns/runs the website or application. It can be
state-owned or commercial in nature. Social media platforms constitute a
subset of digital platforms. A social media platform is defined as a com-
mercial website or mobile application that provides a public-facing forum
for users to interact with other users, and the company/business that owns
and runs it.

Case selection and background

We analyzed and compared the policy documents generated by the US
federal government and the Chinese central government for several reasons.
First, the two countries’ distinct characteristics regarding political systems,
authoritarian and democratic regimes respectively, make their government
forms, policymaking processes, and social norms and values notably
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different from each other. They can serve as two extreme cases of policy
analysis and offer a wide range of variations for a deep understanding of
misinformation policies. Second, as two leading technologically advanced
countries in the world, both of them started to regulate the internet, in-
cluding fighting misinformation mediated by digital technology, prior to
the pandemic, reflecting different backgrounds and various approaches.
Third, both countries suffered greatly from misinformation during the
pandemic, including health-related misinformation, political misinforma-
tion, and conspiracy theories. This section outlines the backgrounds of both
countries, particularly related to their existing (mis)information regulatory
frameworks and practices.

General background of misinformation regulation in the United States

Before the pandemic, the US’s focus on combatting misinformation in-
cluded “[p]olitical ads, foreign disinformation, general misinformation,
media literacy and deepfake videos” (Funke & Flamini, n.d.). What they
lacked, however, was a top-down, national policy response or large-scale
collaborative initiatives. During the 2016 presidential campaign, many in-
cidents of hacking, social media account manipulation, and foreign inter-
ference were reported and investigated (CNN Editorial Research, 2016). The
US Senate announced a bill in October 2017 to regulate political ads on
the internet, called the Honest Ads Act, aiming to bring rules similar to those
used for traditional media to social media platforms (Honest Ads Act,
2018). The effort to regulate platforms regarding political advertisements
was unsuccessful, and social media platforms remained largely self-
regulated. Facebook, Twitter, and Google admitted to the Senate that
Russia manipulated their platforms, but they were confident in their own
measures to monitor fake accounts and ad buyers (The Guardian, 2017).
Faced with the spread of fake news, some state governments introduced bills
trying to monitor misinformation on social media, but these failed too
(CBS Sacramento, 2018). The only successful policy action was enacting
several state laws that mandated improving media literacy through civic or
public education (Funke & Flamini, n.d.).

General background of misinformation regulation in China

China had sophisticated internet control under direct regulation by the
government (Yang, 2012) with a focus on cyberspace security, socialist
spiritual civilization, and social stability. China started to set up its direct
regulation mechanism in the early 2000s. At that time, the internet and
online media were mainly treated as an extension of traditional propaganda
tools and were regulated accordingly. Enhanced centralized control of the
online sphere began in the early 2010s. A thorough restructuring of China’s
internet governance landscape was launched in 2014, when President Xi
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made the announcement about building China into a “strong Internet
power“ (#5535 E in Chinese) and treated the internet as “the most un-
predictable variable” (Xi, 2014). Internet governance was reconstructed with
a set of organizations, priorities, and regulations (Creemers, 2017). High-
level regulatory institutions were established in 2014. In particular, the
Cyberspace Administration of China (CAC) was founded under the new
Central Leading Group for Cybersecurity and Informatization, with re-
sponsibilities of regulating online content and promulgating new rules
on subjects ranging from malicious software in mobile app stores to the
use of social media accounts. Fighting “fake news”, which was primarily
referred to as “rumors”, has been prioritized as a crucial regulatory action.
Correspondingly, regulatory tactics were enacted, including creating gov-
ernment agencies as regulators, enacting laws and policies to regulate
information creators and providers, criminalizing misinformation, and
building centralized channels for fact-checking, official information spread-
ing, and rumor-reporting. Moreover, the misinformation regulations in
China were placed under a set of formalized policies at the national level,
including amending the National Security Law in 2016 and the Criminal Law
Amendment Act in 2015. The control of misinformation became stricter
when China added “fabricating and disseminating misinformation that
seriously disturbs public order” as a crime to its criminal laws, and publicly
deployed cyber police to patrol the internet for illegal and harmful in-
formation (Magnier, 2015).

Literature Review

In the past few years, scholars shifted the focus of online misinformation
(broadly defined) research from the narrow category of “political adver-
tisements”, to the broader scope of “paid for” content (Shattock, 2021).
Meanwhile, the research has become more profound, evolving from sum-
marizing “what happened”, to analyzing “why it happens and how to
prevent it”. During the COVID-19 pandemic, much research on mis-
information has emerged, mainly on three aspects of the misinformation
challenge. The first thread uses a technological perspective, with the purpose
of misinformation identification and detection (e.g., Abdali, 2022; Alam
et al., 2021; Hossain et al., 2020; Kolluri & Murthy, 2021; Zhou & Zafarani,
2020). The second thread emphasizes the social aspect of and individuals’
beliefs or behaviors related to misinformation, oftentimes under the dis-
cussion of conspiracy theory. This thread of research focuses on who en-
gages with misinformation and what their motivations are, how people are
exposed to and affected by misinformation, and how this may vary across
subpopulations and personal networks (e.g., Cassese et al., 2020; Imhoff &
Lamberty, 2020; Miller, 2020; Pummerer et al., 2022). Research in these
two threads usually concentrates on specific misinformation and examines
the conditions and consequences of its spread.
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The third thread is macro-level political research. It examines a variety of
misinformation regulatory practices in different regions and the roles
of related stakeholders, particularly digital platforms. The governance models
and the difficulty of regulation are the main topics within this thread, iden-
tifying and analyzing regulation models and the underlying relations between
governments and social media platforms (Gillespie, 2018; Rochefort, 2020;
Tenove, 2020; Van Dijck, 2020). These models operate along a spectrum of
increasing governmental control, from little oversight to intense regulation
(Durach et al., 2020; Rochefort, 2020; Gorwa, 2019). At one end of the
spectrum is the regulation that emphasizes the role of governments in mod-
erating content on platforms, in which governments directly regulate plat-
forms via legislation. At the other end of the spectrum, called self-regulation,
is the regulation that focuses on the social media platforms themselves, with
limited, if any, governmental oversight. In the middle of the spectrum is the
co-governance approach that combines platforms and governments together.
In practice, more and more countries have been adopting the co-governance
model. The COVID-19 pandemic has motivated many governments around
the world to prioritize COVID-19-related actions, such as providing guidance
to social media platforms about taking down false content, establishing
special agents to fight against misinformation, and criminalizing malicious
falsehoods related to the pandemic (Radu, 2020). One of the results is
the increased complexity of regulatory practices and the misalignment be-
tween the practices and the models identified by researchers. For instance,
Zhu et al. (2022) examined anti-misinformation policies in five countries,
ranging from authoritarian countries to democratic ones, and noted a trend
of combining different regulation strategies in practice, which blurred the
boundaries of existing models.

Meanwhile, the difficulty of misinformation regulation has sparked much
discussion not only about different regulatory models and legislative stra-
tegies but also about the pandemic context specifically. According to
Shattock (2021), the intrinsic limitation of self-regulation is that its volun-
tary nature does not promote concrete “structured cooperation between
platforms” (European Commission, 2020). Platforms do not face material
sanctions for implementation failures. Moreover, the constant debate be-
tween the need to update misinformation regulations, versus its potential
threat to freedom of expression, also reflects the difficulty of regulating
misinformation (Baade, 2018; Pielemeier, 2020). In addition, the ambiguous
definition of misinformation and its unique characteristics, compared with
other types of prohibited content, raise concerns about legislation strategies.
As Pielemeier (2020) argued, one regulatory regime to rule all forms of
online content might not fit the merits of misinformation. In the context
of the pandemic, the difficulty of misinformation regulation is rooted both
in the tension between the state’s control versus individual freedom and the
broader sociopolitical environment, such as “the public diplomacy cam-
paigns of competition by geopolitical actors® (Vériter et al., 2020, p. 569).
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Among the discussions of regulatory practices and models, digital tech-
nologies, particularly social media platforms and algorithms, are regarded as
the essential factors affecting the dissemination of misinformation. Social
media have become the leading news outlets, as the primary information
source for many users, despite lacking quality control (Humprecht, 2019).
The unique technological features of social media, such as likes, shares, and
comments, have contributed to the spread of misinformation. Social media
help connect and inform people, while rewarding online engagement rather
than accuracy and allowing emotionally charged misinformation to spread
more easily than fact-based or emotionally neutral content (Vosoughi et al.,
2018). During the COVID-19 pandemic, social media have been both
the culprit of and antidote to misinformation. Countering disinformation
online became as important as providing much-needed medical equipment and
supplies for health workers, in the first month of the pandemic (Radu, 2020).
In such a context, social media platforms are frequently being reformed, either
through self-initiatives or under the regulation and oversight of government.

The existing studies provide insight into misinformation governance with
a few salient limitations. First, the existing literature is dominated by the
context of political elections. Originating from the narrow category of “po-
litical advertisements”, prior discussions were often framed by a dichotomy
in the international political context, democracy versus autocracy, stating
that democratic countries were affected by the misinformation campaigns
(or foreign propaganda) from nondemocratic countries. This predefined
ideological assumption, amid limited context, ignored the complexity of the
misinformation-related phenomenon. Even though there is a shift of focus
to a broader scope, in which paid-for content and economic concerns have
become essential in some policies, discussions beyond political concerns
are still insufficient in the existing literature. Second, studies at the macro
level lack a systematic review of the legal, legislative, and police practices.
Specific practices in a single country or regime remain the focus of most
studies. As mentioned, there is a misalignment between evolving regulatory
practices and scholarly models. More diversified regulatory approaches are
merging, such as various co-governance-related practices, with multiple reg-
ulatory strategies in different countries. Thus, a comprehensive analytical
tool is needed to understand these complexities.

Methodology

Data collection

With the goal of creating a comprehensive review of misinformation po-
licies, we started with an exhaustive search of policy documents issued by
the US federal government and the Chinese central government, between
January 1, 2020 and December 31, 2021, a two-year period during the
pandemic.
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To collect the US data, we relied on two major sources: govinfo.gov, a
central depository of US federal government documents, and the govern-
ment websites of the US Supreme Court, all of the cabinet-level depart-
ments, the White House, and a few specialized government agencies (e.g.,
the Cyberspace Solarium Commission, the Global Engagement Center, and
the Cybersecurity and Infrastructure Security Agency) whose responsibilities
cover misinformation-related issues. We used the advanced search options
on govinfo.gov to search for legislative information (proposed or passed
bills); congressional hearings, reports, and other documents; executive or-
ders and other presidential information; and proposed and passed regula-
tions. The search functions of government agency websites did not always
generate accurate and complete results; therefore, we used Google’s “site
search” function to conduct an exhaustive search on each government
agency’s website. The keywords we used for both sources included “fake
news”, “misinformation”, “disinformation”, and “conspiracy theories”.

After the exhaustive search and data collection, we manually filtered,
deduplicated, and sorted nearly 2,000 documents into four categories: highly
relevant, somewhat relevant, informational items, and irrelevant.’ Only
92 highly relevant documents that were mainly about or directly addressed
misinformation issues were included in the final analysis, including 20 pro-
posed bills, 4 congressional resolutions, 1 adopted regulation, 7 congres-
sional hearings and reports, 8 executive orders and other presidential
documents (remarks, proclamations, and notices), 3 Supreme Court deci-
sions, and 49 web documents from cabinet-level executive departments and
special agencies. It is worth mentioning that many of the policy documents
do not reflect what the government actually did or will do, as they were
proposals, bills, or other discussion items, but they still fit our definition
of misinformation policy, in revealing the various policymakers’ viewpoints
in the sociopolitical “action situation” (Ostrom, 2005).

In China, policy documents were collected mainly from two sources:
official government-document databases, including the State Council’s
Policy Database ([ 45 BB K SC4FE in Chinese), the Administrative Regula-
tions Database (17 BUE M HE E in Chinese), and Legislative and Regulatory
Databases (723 Z 2% in Chinese); and the government websites of all
of the 26 constituent departments of the State Council, and 16 internal divi-
sions of the Central Committee of the Chinese Communist Party, including
the specialized government agency, the Cyberspace Administration of China
(CAC), whose responsibilities cover misinformation-related issues. Similar
to the searching and browsing process of the US data collection, we used
the searching functions on each database and website, as well as Google’s site
search, to find relevant documents. In the Chinese context, misinformation
is often referred to as “rumor”, “false and unhealthy information”, “fabri-
cation”, and “fake news”. Through keyword searching, we collected 127 re-
levant government documents that included cogent policies and regulatory
practices. The irrelevant and informational items were filtered out in the



Misinformation Policy Analysis 19

search process. We then excluded documents that were either not highly re-
levant or repetitive, such as newsletters reporting the enforcement of specific
regulatory policy by local governmental agencies, summary reports pub-
licizing the achievement of anti-misinformation activities, and those docu-
ments only roughly mentioning the principle of prohibiting misinformation
but without detailed guidance of the implementation. As a result, only
47 highly relevant governmental documents, mainly about or directly ad-
dressed misinformation issues, were included in the final analysis, including
6 laws and regulations enacted by the central government, 3 presidential
speeches, 10 departmental rules released by CAC, and 28 special action plans
and regulatory practices initiated by CAC and other government agencies.

We developed a web crawling tool using Python to batch download re-
levant policy documents and convert them into PDF format, before im-
porting them into NVivo R1 for qualitative coding. In the data collection
process, we noticed that the Chinese government published more formal
policies and policy implementation outcomes, compared to the United
States, which had more discussion/proposal documents related to debunking
misinformation. There are two possible reasons for this difference. First,
cyberspace regulation in China was in the stage of implementation and
evaluation, while the United States was at the policy-designing stage.
Second, the opacity of the decision-making process in China caused diffi-
culty in retrieving documents related to their policy design (Williamson &
Magaloni, 2020).

Content analysis method

This policy analysis study is a content analysis. According to Neuendorf
(2002), content analysis is the “systematic, objective, quantitative analysis
of message characteristics” (p.1). This kind of content analysis, according
to Altheide (1987, 1996), is a conventional quantitative content analysis
with certain limitations. Altheide suggested applying “several aspects of
an ethnographic research approach ... to produce ethnographic content
analysis” (1996, p.14). Instead of placing data into predefined categories, the
ethnographic content analysis uses protocols more flexibly, allowing for the
emergence of new concepts, categories, and variables. It emphasizes con-
stant discovery and constant comparison of meanings, both of which are
suggested by grounded theorists (Glaser & Strauss, 1967; Glaser, 1978).

Another categorization of content analysis was suggested by Gerbic and
Stacey (2005) based on the method of developing the analysis framework.
In the “clean slate approach” (p. 50), researchers adopt an existing theory
or model as their content analysis framework. In the “grounded theory
approach” (p. 50), the framework for analysis is not developed at first, but
instead emerges from the data analysis. This approach is advantageous
when the phenomenon under study is relatively new, and little is known
about it.
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In this study, we initially conducted some pilot analysis based on a set of
heuristics/dimensions of policy design and analysis, including policy goals,
instruments, targets, agents, sources, and content (Schneider & Ingram,
1990; Howlett, 2011). However, we soon found them insufficient in sup-
porting detailed and granular analysis. This insufficiency is partly because of
the complexity of the misinformation-related issues, and partly because
of the nature of the policy documents we collected—not all of them are
officially approved/enacted, actionable policies. Instead, they contain a
wide range of issues, actions, and stakeholders with different standpoints. A
deductive approach, with a set of predefined, general policy elements, could
not cover those specifics for a detailed and meaningful analysis. In addition,
we aimed to discover and compare the patterns of misinformation policies
over a period of two years in the pandemic context, rather than testing
existing theories or hypotheses. Therefore, we followed the ethnographic
content analysis approach introduced by Altheide (1996), and the grounded
theory approach suggested by Gerbic 2005), to generate the framework
from the data itself through constant comparison and modification.

Developing the analytical framework

Employing a social informatics perspective, the initial open coding of all
policy documents enabled us to recognize the sociotechnical nature of
misinformation. This trait is often ignored by the policy-focused literature
that underlines the sociopolitical aspect, and the library and information
science literature that highlights the technological aspect. We argue that
misinformation is a complicated and multidimensional phenomenon, and
misinformation policymaking can be best understood as a sociotechnical
network consisting of various “tangible and intangible components”, in-
cluding people, hardware, software, techniques, support resources, in-
formation structures, etc. (Kling et al., 2005, pp. 54-55). While Kling and his
colleagues (2005) used sociotechnical networks to conceptualize ICTs
themselves, and expected this model to facilitate ICT policy analysis,
it is logical to extend the model for the examination of a broader ICT
phenomenon such as misinformation.

Through the combination of a deductive approach (with initial heuristics
and dimensions based on the literature) and an inductive approach (using
open coding of all policy documents and constant comparisons and dis-
cussions between researchers), as well as the inspiration of the sociotechnical
network model, we developed an analytical framework to facilitate the ex-
amination of governments’ countermeasures to misinformation, from a
policy analysis angle. The framework includes six major analytical dimen-
sions, for each of which we identified multiple specific elements. The defi-
nitions of major dimensions and the specific elements are presented in
Table 1.1. Elements in the actions and targets dimensions include subele-
ments, which are specified in the Findings section (Tables 1.6-1.7).
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Table 1.1 Misinformation policy analytical dimensions

Analytical Definition and Elements Identified in this Study
Dimension

Contexts The broad or specific background of (and mentioned in) the policy
document.

Business and economy, COVID-19, domestic politics, education and
capacity building, human rights and development, international
relations, internet integrity, legislation, public administration,
security and defense, societal discourse, and cyber ecology.

Agents The government agencies and other organizations/individuals that
are charged with certain roles in dealing with misinformation by
this policy, or the government agencies and other organizations/
individuals that took certain actions against misinformation
according to the policy document.

Education institutions, interagencies, intergovernmental actors,
local government agencies, special government agencies, health
organizations, journalists and news organizations, nonprofit
organizations, private sectors, researchers, scientists, and experts,
digital platforms, and the public

Issues Different types of misinformation or misinformation-related
matters regulated or discussed by policymakers.

Conspiracy theory, economy-related misinformation, general
misinformation, health-related misinformation, ideology-related
misinformation, news and media, and political misinformation

Channels Carriers or channels of misinformation creation, distribution, and
consumption, in particular, the ICT-based ones.

Algorithms, social media, applications other than social media,
data and online traffic, hardware, and infrastructure

Targets Misinformation stakeholders (e.g., consumers, creators, and
distributors) that the policy document aims to act on. For
example, a policy may include direct actions to help, regulate,
or punish certain groups; these groups are the policy targets.
They are passive actors in the policy.

Misinformation consumers, misinformation creators, and
misinformation distributors

Actions Actions that the policy document serves/creates (e.g., condemning
certain behaviors), mandates (in the case of bills or regulations),
reports (in the case of many government website news and
announcements), or suggests (in the case of congressional
hearings and various government reports).

Direct actions, expenditure-based actions, information-based
actions, and policymaking

The dimension of contexts (which also can be called action situations) was
inspired by the influential institutional analysis and development (IAD)
framework developed by Elinor Ostrom (2005). The action arena, a key
component of IAD, consists of participants and action situations. An action
situation is a social space where sociopolitical actors (i.e., participants) in-
teract with other actors and direct resource allocation to achieve favorable
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outcomes. This concept is essential for us to compare policies from different
governments.

Actors are an essential component of any institutional or policy analysis.
In this study, we followed two types of actors, agents and targets. In a simple
sense, agents are the regulators, and targets are those being regulated by
policies. Because we focused on policy analysis, government agencies, as
the policymakers, are the main agents examined in this study. However,
other agents are often involved, because governments may require or mo-
bilize other stakeholders, such as digital platforms, to fight misinformation.
In addition, governments often act through partnerships with nonprofit
organizations or private firms to achieve policy goals (Girard et al., 2009).

With the evolvement of ICT, the research on detecting misinformation
has expanded the focus from a single modality to multimodal (Abdali,
2022), from human-generated ones to social bots (Shao et al., 2018), even
powered by algorithms and AI (Adams, 2017). The expansion of mis-
information also drives policymakers to design more detailed laws and
rules. The creation and dissemination of misinformation rely on tech-
nology carriers and channels, including but not limited to hardware as the
foundations, code and algorithms for developers’ design, applications for
users to utilize, and data as the representation of information. We grouped
and named these elements in our framework “channels”, as a unique di-
mension to capture the technologies associated with misinformation
creation and distribution.

In policy design and analysis, the term rargets means actors and popu-
lations whose behavior is linked to the achievement of policy goals, such as
individuals, households, groups, and business firms (Schneider & Ingram,
1990). In our analysis, however, targets’ behaviors are not simply “linked
to” but are in effect regulated/changed in certain ways by the policies. This
narrower definition helped us distinguish agents and targets in the analysis
as these two groups overlap. For example, a digital platform can be an agent
in fighting misinformation, as well as a target whose business model is
questioned. It is critical to differentiate the active agents versus the passive
ones in misinformation policy analysis.

Actions are the tools that governments use to achieve policy objectives.
For instance, financial instruments are deployed to encourage desirable
behaviors by providing economic incentives, according to Pal’s classification
of policy instruments (Pal, 2014 p. 134). We identified various actions from
the policy documents; but it is important to note that, in this chapter, only
governments’ actions are included, as government agencies are the main
actors we followed in this study. Each actor’s actions are worth examining in
future research.

Among the six analytical dimensions, three are worth special attention.
They are the essence of what we call the misinformation phenomenon—
people, ICT, and information. Governments’ misinformation counter-
measures are often developed to regulate human targets (i.e., various social
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groups involved in the creation, distribution, and consumption of mis-
information), ICT carriers or channels of misinformation (regarding how
misinformation was created, called “channels” in this study), and the
specific types, topics, issues, and manifestations of misinformation (we call
them “issues”). In short, targets, channels, and issues are the three significant
aspects of misinformation that government policies tend to tackle.
Emphasizing the sociotechnical nature of the misinformation phenomenon
and breaking down the policy subjects into the three dimensions helped us
examine and compare policy documents in a more granular manner, and
therefore gain more insight into policy content and goals.

Data analysis

After developing the codebook with dimensions, elements, definitions, and
coding notes, the two authors conducted a final round of data analysis,
based on the proposed framework, using NVivo R1. The method used in
developing the framework and the comprehensiveness of the codebook,
prevented, to a great degree, the disagreements between the two coders.
When discrepancies appeared, they were immediately solved by discussion,
and decisions made during discussions were incorporated into the codebook.

The coding was on the paragraph and sentence level, but the general
analysis and reporting in this chapter use the document as the unit of
analysis, for convenience and clarity. The next section presents the findings
using both quantitative and qualitative means. The quantitative analysis
focuses on the number of occurrences of each analytical element, that is,
the number of documents that contain the element. Percentages are used
to compare and contrast the policy documents in the two countries. It
should be noted that the numbers alone cannot provide an accurate picture
of the policy arena, especially regarding the comparisons between the two
governments.

Findings

Contexts

We started the research assuming that the COVID-19 pandemic was a cri-
tical factor in misinformation policy development in various countries.
Indeed, in both the United States and China, COVID-19 was often men-
tioned in the policy document as the background, context, and rationale for
government policymaking and other actions. But other contextual factors
also stood out in the analysis, and the two countries exhibited different
emphases. For example, in the United States, politics was the most cited
context. “International relations” appeared in over 40% of the policy
documents, and about 20% contained “domestic politics”. Along the same
line, “security and defense” was frequently mentioned. In contrast, China’s
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Table 1.2 Frequency and percentage of contexts elements in policy documents from
the United States and China

Contexts United States China

Occurrence Percentage Occurrence Percentage

Business and economy 7 7.6 10 22.2
COVID-19 38 413 13 28.9
Domestic politics 18 19.6 2 4.3
Education and capacity building 11 12.0 4 8.9
Human rights and development 7 7.6 3 6.7
International relations 38 41.3 4 8.9
Internet integrity 0 0.0 3 6.7
Legislation 21 22.8 7 15.6
Public administration 13 14.1 6 13.3
Security and defense 35 38.0 10 21.3
Societal discourse 38 41.3 16 34.0
Cyber ecology 10 10.9 24 S1.1

policies seldom mentioned political issues, and “cyber ecology” (%4544 in
Chinese), which often involves the overall internet content construction and
regulation, for the purpose of cleaner cyberspace and more positivity,
appeared in more than half the documents (Table 1.2).

In our analysis, “international relations” was used to refer to any policies
related to foreign affairs or the relationship between multiple countries or re-
gions. “Domestic politics” was coded when the policy document focused on
political issues, particularly related to elections, public engagement, and poli-
tical participation in the country, and did not include foreign influences on
domestic politics. As is presented in other sections (“issues” and “targets”), the
US government’s reactions to misinformation had a strong focus on foreign
actors (Russia, China, Iran, etc.) and influences of these actors on the US
election and other political matters, which was a continuation of the US
government’s political trend since at least the 2016 election. Even during the
pandemic, politics was the top concern of the US government.

In China, the contexts had a domestic focus. Since the central government
enacted a policy titled Wingluo xinxi néirong shéngtai zhili guiding (trans-
lated into English as Provisions on Ecological Governance of Cyber Content)
(2020), with the purpose of creating clean cyberspace and a sound network
ecosystem, “cyber ecology” has served as the overarching guidance of online
information regulations. The government imposed two top-down tactics for
misinformation prevention—directing online content construction and es-
tablishing a comprehensive online network governance system. On the one
hand, this policy emphasizes the activities of “promoting positive energy
and the socialist core values” and “disposing of illegal and harmful in-
formation conducted by the government, enterprises, society, Internet users,
and other parties”. On the other hand, the policy establishes the governance
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mechanism—online platforms must implement their internal procedures to
moderate real-time online content and handle online rumors.

Society discourse was an essential backdrop of misinformation policies in
both countries. Many policy documents mentioned broad social aspects of
misinformation, such as influencing people’s perceptions, as one of the
reasons for regulating misinformation-related issues. However, a scrutini-
zation of the societal discourse revealed different patterns. In the United
States, the society discourse covered in policy documents tended to be either
general (such as “a rise of misinformation that impacts the daily lives of
people in the United States, including misinformation about the virus,
public health, our democracy, and the government’s response” [COVID-19
Misinformation and Disinformation Task Force Act, 2020]) or politics-
oriented (such as “domestic extremist groups such as white supremacists and
anti-government extremists have made use of online platforms to spread
their messages and connect with like-minded individuals” [National
Commission on Online Platforms and Homeland Security Act, 2020]). In
China, the content of societal discourse was more specific, including creating
and disseminating “good-quality online content (fi/fi 1% in Chinese)” to
the public and “cultivating positive online culture (55 & MM [\ _LH
[ 4% 4L in Chinese)” (CAC, 2020a) for them.

It is worth mentioning that business and economy often served as a
background in China’s misinformation policies, as opposed to the US’s
political focus. Some policies state that their purposes are to maintain
the order of the market economy and protect individuals’ economic rights.
As discussed in later sections, business and economy were not simply a
background, but rather were part of the holistic approach to regulating
cyberspace.

Issues

Our analysis revealed a range of specific issues/topics related to the mis-
information phenomenon being considered by policymakers in the two
governments. As Table 1.3 shows, the issues emphasized by governments
through policies were different in almost all aspects.

In both counties, the misinformation phenomenon encompassed a wide
range of issues. The only similarity was the health-related misinformation,
although it was discussed more in the United States than in China. For
example, the US Congress received bills such as the Health Misinformation
Act (2021) and the COVID-19 Disinformation Research and Reporting Act
(2021), and the US Surgeon General issued an advisory to warn the
public against health misinformation (OSG, 2021). In China, combatting
COVID-19-related misinformation was presented in the White Paper:
Fighting COVID-19: China in Action (State Council Information Office
of China, 2020). In the third meeting of the Central Committee for the
Comprehensive Rule of Law, President Xi emphasized the importance of
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Table 1.3 Frequency and percentage of issues elements in policy documents from the
United States and China

Issues United States China

Occurrence Percentage Occurrence Percentage

Conspiracy theory 4 4.3 0 0.0
Economy-related misinformation 1 1.1 13 27.7
General misinformation 6 6.5 17 36.2
Health-related misinformation 30 32.6 8 17.0
Ideology-related information 42 45.7 4 8.5
News and media 1 1.1 9 19.1
Other misinformation 2 2.2 3 6.4
Political misinformation 31 33.7 7 149

fighting against COVID-19 rumors as one critical aspect of pandemic pre-
vention ruled by law (Xi, 2020).

The most noticeable difference is that the topics covered in Chinese po-
licies were relatively evenly distributed, while in the United States, there was
a clear emphasis on ideology-related information (especially the foreign
influences on American elections) and general political misinformation.

As mentioned in the previous section, the US misinformation policy had
a strong political focus and national defense emphasis. US government
agencies had prioritized combatting foreign disinformation since the 2016
presidential election, which continued into the pandemic period. In
September 2018, former US President Donald Trump declared a national
emergency to deal with the threat of “foreign interference in a United States
election” (Executive Order No. 13848, 2018). Several agencies, particularly
the Department of State, issued multiple reports from 2017 to 2021 that
examined various aspects of foreign state-sponsored disinformation and
the strategies of the federal government agencies, especially the diplomatic
measures (DOJ & DHS, 2021; GEC, 2020; NIC, 2021; Park Advisors, 2019;
Powers & Kounalakis, 2017; Walker & Walsh, 2020). Related bills were
introduced in the US Congress in 2020 and 2021, including Protecting
Democracy from Disinformation Act (2020), Protect Against Public Safety
Disinformation Act (2020), Anti-CCP Espionage via Social Media Act (2021),
No Social Media Accounts for Terrorist and State Sponsors of Terrorism Act
(2021), etc. These bills were still under discussion while the chapter was
being written.

Although foreign interference was especially emphasized by the Trump
administration, the shift in administrations in 2021 did not seem to have
altered the trajectory of misinformation policymaking—current US pre-
sident Joseph Biden, in September 2021, announced to continue “the
National Emergency with Respect to Foreign Interference in or Under-
mining Public Confidence in United States Elections” (Notice, 2021), with
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almost identical content to Trump’s earlier notices on the same matter
(Notice, 2019; Notice, 2020). More recently, the Global Engagement Center,
arguably the most important special agency against foreign disinformation,>
issued a new report on Russia’s disinformation activities (GEC, 2022).
Furthermore, because of the role of election misinformation in the January 6
Capitol riot of 2021, domestic political misinformation issues, including
domestic terrorism and conspiracy theories, began to gain more attention.
For example, the Security Clearance Act (2021) was introduced to Congress
to strengthen the national security clearance by requiring more information
about individuals’ involvement in spreading conspiracy theories.

In contrast to the US’s political and ideological focuses, Chinese policies,
besides regulating misinformation in general, concentrated on misinforma-
tion harmful to the domestic economy. For example, the government made
several rules to regulate online economic activities, including advertisements
mediated by live streaming services, online public/official accounts® for in-
formation spreading and branding, and algorithm-based digital services for
automatic recommendations.

One of the prominent subcategories under the business and economic
issue was related to the fan economy in the entertainment industry, which
largely relied on online traffic to attract fans’ and general users’ attention.
Several specific policies were implemented to battle against the spread
of inflated data and misleading content, such as faked fan accounts
and botnets that manipulated online comments and purposefully misled
the public. Financial issues were also quite notable. CAC, in collaboration
with the Development and Reform Commission, the Ministry of Finance,
and the People’s Bank of China, initiated a “special action” to regulate
noncompliant financial news on commercial websites, and self-media/we-
media social media by punishing problematic websites and platforms
following laws and regulations (CAC, 2020b). Another salient aspect of
misinformation regulation in China is news and media. Nine documents
mentioned battling fake and fabricated online news mediated by social
media platforms and digital applications (such as pop-ups and push no-
tifications on mobile applications), to avoid misleading audiences and to
“purify” cyberspace (for example, CAC (2020a), CAC (2021c)). These
regulations mainly focused on the legitimacy of the news creators and
the authority of their data sources.

Channels

Different from topics/issues of misinformation, the channels dimension is
specially designed to capture the policy elements about the technological
carriers and channels that facilitated the creation and distribution of mis-
information. In recent scholarly discourse, misinformation is frequently
associated with social media. It may appear that social media is a dominant
issue within misinformation regulation; however, treating it as a channel can
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Table 1.4 Frequency and percentage of channels elements in policy documents from
the United States and China

Channels United States China

Occurrence Percentage Occurrence Percentage

Algorithms 13 [less] 14.1 8 17.0
Social media 18 19.6 14 29.8
Applications other than 3 33 15 31.9

social media
Data and online traffic 0 11
Hardware and infrastructure 4 4.3 2 4.3
Other channels 3 0

provide more insight. It is not surprising that both governments tried to
regulate social media through their misinformation policies. For example,
several US bills were related to social media regulation, including the Social
Media Fraud Mitigation Act (2021). In China, CAC released Hulianwdng
yonghu gongzhong hao xinxi fuwu guanli guiding (translated into English as
the Provisions on the Administration of Public Account Information Services
of Internet Users) (2021b), primarily for regulating social media.

However, our policy analysis revealed additional technological aspects
being discussed or governed in misinformation policies, and we observed quite
meaningful differences between the two governments in terms of algorithms,
applications other than social media, and data and online traffic (Table 1.4).

Both governments paid attention to algorithms. In China, two general
policies— Wdngluo xinxt néirong shéngtai zhili guiding (translated into English
as Provisions on Ecological Governance of Network Information Content)
(2020a) and Guanyu jinyibu ya shi wangzhan pingtdi xinxt néirong gudnli zhiiti
zérén de yijian (translated into English as Opinions of the Cyberspace
Administration of China on Further Pushing Websites and Platforms to Fulfill
Their Primary Responsibility for Information Content Management) (2021a)—
forbid misusing algorithms to fabricate information. In late 2021, one more
specified policy was released, the Provisions on the Management of Algorithmic
Recommendations for Internet Information Services (2021e), to prevent the
abuse and misuse of technologies in internet information services. This policy
made China one of the first countries to tackle the regulations of algorithmic
recommendations and deep synthesis directly. Digital service platforms were
required to optimize the algorithm recommendation by prioritizing good-
quality content and preventing the spread of false and harmful information.
The US Congress received several bills on regulating algorithms, including
the Deep Fakes Accountability Act (2020) and the Algorithmic Justice and Online
Platform Transparency Act (2021). Compared to the Chinese regulations,
these bills have a narrower political focus. In addition, all other policies that
mentioned algorithms are very vague regarding the specific measures.
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China has very specific policies regarding applications and online traffic
besides social media and algorithms. A recent example is the Wdngluo zhibo
yingxiao gudnli banfd (shixing) (translated into English as Measures for the
Administration of Live Streaming Marketing [for Trial Implementation])
(2021d). The CAC issued this domain-specific policy and clarified a set of
forbidden behaviors, including but not limited to transaction fabrication,
traffic fraud, and false information spreading, as entities or individuals using
live streaming applications to participate in online commercial activities.

Agents

In this study, agents are defined as individuals, groups, or organizations that
are or should be carrying certain active roles in fighting misinformation, ac-
cording to government policies. This definition is broad, and we coded it
with special attention because we intended to identify all of the actors whom
governments considered or planned to utilize or mobilize as agents in fighting
misinformation. Since we only analyzed government policy documents in
this studys, it is not surprising that government agencies appeared in all docu-
ments as initiators, regulators, or announcers. To capture more characteristics
of government actors in dealing with misinformation, we focused on a few
types and patterns of government organizations—interagencies (when mul-
tiple government agencies were involved in policymaking or actual interven-
tion), intergovernmental actors (when government agencies in different
countries were involved), local government agencies (when they were named
in the policy), and special government agencies (special agencies established
or primarily used to fight misinformation) (Table 1.5).

Table 1.5 Frequency and percentage of agents elements in policy documents from
the United States and China

Agents United States China

Occurrence Percentage Occurrence Percentage

Education institutions 8 8.70 3 6.4
Interagencies 48 52 10 21.3
Intergovernmental actors 6 6.52 0 0.0
Local government agencies 8 8.70 5 10.6
Special government agencies 10 10.87 28 59.6
Health organizations 7 7.61 1 2.1
Journalists and news organizations 9 9.78 4 8.5
Nonprofit organizations 14 15.22 9 19.1
Other agents 5 543 0 0.0
Private sector 9 9.78 11 23.4
Researchers, scientists and experts 10 10.87 3 6.4
Digital platforms 11 11.96 16 34.0
The public 9 9.78 7 14.9
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Both governments had established or utilized special agencies in their
counteractions for the prevention of misinformation. In the United States,
special agencies, such as Cyberspace Solarium Commission (CSC), Global
Engagement Center (GEC), Cybersecurity and Infrastructure Security Agency
(CISA), National Telecommunications and Information Administration
(NTIA), and the US Agency for Global Media were the notable agencies
that were often involved in misinformation countermeasures, especially
against foreign misinformation and related issues. The “issues™ section cites a
few reports published by GEC. However, in the policymaking arena, as seen
from our data collection, the US special agencies have not been playing
as critical a role as a particular Chinese government agency, the CAC, has. As
the centralized Internet regulator assigned by the central government, CAC
is responsible for coordinating and supervising online content regulation.
More than half of the Chinese policies were issued by CAC. It also directed the
implementation of policies by initiating special actions to battle misinforma-
tion behaviors.

There were other major differences between the two governments re-
garding the “agents” dimension. The United States appeared to have a more
collaborative approach emphasizing partnership, and China’s approach was
more centralized. The United States stresses the collaboration of various
government organizations; over half of the policy documents involved
multiple agencies. The government established or suggested setting up in-
teragency task forces and commissions, such as the National Commission
on Online Platforms and the Homeland Security and Task Force on
Algorithmic Processes on Online Platforms. Many bills called on multiple
government agencies in different branches to take responsibility. The
Chinese government policies also showed a certain degree of collaboration,
such as the party-state collaboration, a few joint actions initiated by multiple
agencies, and policies requiring multiple agencies to implement. However,
CAC has been the predominant government agency leading the relevant
policymaking.

In addition, the US policies had more actors involved than China’s
policies. Higher and secondary education institutions, health organiza-
tions, journalists and news organizations, researchers, scientists and ex-
perts, and community leaders were often called upon to serve in different
roles for fighting misinformation—research, education, public engage-
ment, and more. The United States emphasized public and private part-
nerships prominently in some of its policy documents. In addition, other
countries and US allies, coded as intergovernmental actors in the analysis,
were also mentioned as partners in fighting misinformation, again often in
the context of foreign propaganda. In contrast, the Chinese government
highly stressed the roles and responsibilities of social media platforms and
various digital service providers concerning the governance and modera-
tion of online information. They were required to develop and implement
online information content ecology regulatory mechanisms to monitor
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unhealthy information, promote socialist core values, and cultivate a po-
sitive, healthy and optimistic online culture. For one instance, platforms
were required to “regulate the set-up of topics, strictly prevent acts of
malicious transmission such as stirring up hot topics, faking originality,
coarseness and vulgarity, creating or spreading rumors, or aggregating
negative information” (CAC, 2021a). For another example, platforms
were required to monitor and assess public accounts and prevent them
from fabricating subscription numbers, followers, click rates, or the
number of forwards and comments (CAC, 2021b). They were also re-
quired to establish complete mechanisms for the early warning, discovery,
tracing back, screening, dispelling, and elimination of online rumors and
other misinformation.

Targets

The “targets” dimension in the analytical framework captures the social
actors, including individuals, groups, businesses, and populations, whose
behaviors the policy aims to change in certain ways. As with agents, mis-
information targets also involved various stakeholders, ranging from one
or a few individuals to the general public (populations in and outside of
a country). Different from agents who have played or are expected to play
certain roles in fighting against misinformation though, targets are treated in
the policy documents as passive actors being regulated, educated, protected,
punished, or treated in some other ways. Some actors, such as social media
platforms, are sometimes considered both agents and targets, even in the
same document.

We put the wide range of misinformation targets into three categories
for easier identification—targets who are or potentially can be involved
in misinformation consumption, targets who are participants in mis-
information creation, and targets who may be involved in misinformation
distribution. Like most other elements in this framework, these targets
are not mutually exclusive; within one policy document, there can be many
different targets.

In terms of consumption, both countries had multiple policies that aimed
to protect different populations from the influence of misinformation or
to prevent them from consuming misinformation in the future. Over half
of the United States’ policies mentioned the general population as current
or potential misinformation consumers. The specific populations mentioned
(usually briefly) in the US policies include veterans, women, racial and
ethnic communities, vulnerable populations, and children. In China, there
was more emphasis on specific populations, particularly those relatively
vulnerable groups—children and youth, women, the elderly, low-income,
and the disabled. The US policies often did not spell out what exactly should
be done for the specific groups, while Chinese policies were usually more
specific and targeted, and typically presented as protective and educative
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Table 1.6 Frequency and percentage of targets elements in policy documents from
the United States and China

Targets United States China

Occurrence Percentage Occurrence Percentage

Misinformation Consumers 56 60.9 17 40.5
Content consumers 11 12.0 5 10.6
General population 49 53.3 11 23.4
Specific population(s) 11 12.0 9 19.1
Misinformation Creators 54 58.7 24 511
Advertisers 3 33 8 17.0
Foreign government(s) 33 35.9 4 8.5
Foreign individuals and 24 26.1 1 2.1
organizations
Digital service users 0 0.0 5 10.6
General content creators 21 22.8 15 31.9
Misinformation Distributors 27 29.3 24 S1.1
Digital platforms 26 28.3 21 44.7
Traditional media or press 3 33 3 6.4
Other actors being regulated 10 10.9 1 2.1

programs with the goal of empowering adults by increasing the awareness of
misinformation and preventing children from accessing false and unhealthy
information.

Regarding misinformation creation, both countries touched on a similar set
of targets, but their weights were markedly different. Not surprisingly, the
United States’ policies stressed foreign actors, including foreign governments—
Russia, China, Iran, etc.—and foreign individuals/organizations, who often-
times appeared together in the same documents. In contrast, China had far
fewer references to foreign actors, and when they did, the United States was
often the target. The two countries’ policies on advertisers and general content
creators were also unlike each other. Again, the US’s policies did not always
spell out the specific actions of the misinformation creators, with a few excep-
tions. In China, a set of prescribed actions targeted various digital service users
who might misuse specific digital channels or platforms for misinformation
creation. The prohibited behaviors included using social live-streaming services
to manipulate online traffic for click fraud, using digital synthesis services to
spread false information, utilizing the internet information service for fraudu-
lent traffic, voting, comments, and transactions, and using public accounts
to fabricate untruthful information.

The two governments showed some similarities in regulating mis-
information distribution. In particular, both highlighted the regulation of
digital platforms. In the United States, for example, several bills mentioned
regulating social media accounts for security reasons. In China, nearly half
of the policies mentioned digital platforms as the main targets related to



Misinformation Policy Analysis 33

the distribution of misinformation. Compared to the United States, which
primarily focused on social media platforms, Chinese policies covered a
larger range of digital platforms, including both content-orientated ones
and algorithm-driven ones. The former, under an umbrella term, “internet
content service providers”, refers to content service platforms, news and
media platforms, online forums, searching, e-commerce platforms, online
public accounts service, etc. Algorithm-driven platforms include algorithm
recommendation service providers and deep synthesis services, which enable
the creation of social bots, the fabrication of fake news, or the manipulation
of search results and traffic. Also, in contrast to the United States’ (pro-
posed) policies, the Chinese policies usually included precise requirements
and punishments regarding all of these different types of platforms.

Government actions

Although we identified multiple agents from the policy documents, in this
chapter we only include the analysis of government actions, as limited by space.
Drawing from the literature on policy design (Pal, 2014) and based on our
open coding in the framework development stage, we identified four categories
of policy instruments for misinformation—direct actions, expenditure-based
actions, information-based actions, and policymaking actions.

Direct action by the government is usually narrowly understood as gov-
ernmental agencies or their collaborative partners providing a direct service
to achieve an outcome, instead of working through citizens or organizations
to achieve public goals (Pal, 2014). In this study, however, it is defined as
the various actions that government agencies take or plan to take to prevent
or control misinformation directly. The Chinese policy documents showed
more direct actions. In almost all categories (see Table 1.7 for specific ac-
tions), the Chinese policies had higher percentages than the US ones. One
type of action is especially noteworthy in China—governments mobilizing
citizens to file reports/complaints and handling these complaints directly.
Encouraging the public to report misinformation is not unique—for ex-
ample, the US’ Trump administration introduced a “Tech Bias Reporting
tool” to solicit “online censorship” reporting (Executive Order 13925, 2020),
but citizen reporting has served as arguably one of the most effective mea-
sures in the Chinese government’s rumor control.

The element of serving directly (providing information and services), is
a special type of action unique to misinformation policies, and should not
be confused with direct actions or information-based actions. Because of
the nature of misinformation, the direct actions of governments include
providing facts or correct information to counteract misinformation.
Therefore, we defined serving directly as information, tools, or services
provided directly by the government or by a third-party partnership or
contract. In China, the government directly engaged in fact-checking prac-
tices by operating the state-owned Refute-the-Rumor Platform and
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Table 1.7 Frequency and percentage of actions elements in policy documents from
the United States and China

Actions United States China

Occurrence Percentage Occurrence Percentage

Direct actions 39 424 29 61.7
Court actions 15 16.3 10 21.3
Direct moderation 6 6.5 16 34.0
Encouraging and handling 2 2.2 8 17.0
citizen complaints
Making warning 0 0.0 4 8.5
Requirements or orders 5 54 9 19.1
Serving directly (providing 8 8.7 3 6.4
information and services)
Shutting down business 10 10.9 11 23.4
Oversight 3 33 7 14.9
Expenditure-based 8 8.7 7 14.9
Appropriation or allocation 8 8.7 0 0.0
Fine 8 8.7 7 14.9
Information-based 41 44.6 23 48.9
Condemning or criticizing 7 7.6 4 8.9
Other information-based 10 10.9 0 0.0
actions
Promoting media literacy 21 22.8 9 19.1
Raising awareness 23 25.0 2 4.3
Publicity* 0 0 15 31.9
Policymaking 43 46.7 17 36.2
Developing plans, programs, 29 31.5 9 19.1
and strategies
Investigation and research 18 19.6 7 14.9
Rulemaking or lawmaking 13 14.1 2 43

collaborating with commercial companies to build fact-checking websites.
Governments serving the public directly by providing information and
services has been prevalent worldwide since the beginning of the pandemic,
and the numbers in our analysis of policy documents are by no means an
accurate depiction of such services, because they were not often mentioned
in the policy documents we collected.

Expenditure-based actions consist of both affirmative and negative actions.
Some of the United States’ policy documents mention expenditure-based
actions, such as congressional appropriations, agency budget justifications,
and awarding grants, for the purpose of supporting various governmental
and nongovernmental misinformation countermeasures. None of the Chinese
policies we analyzed, however, mentioned such actions. This does not mean
China did not have this type of action; rather, this was possibly due to the
distinctive government financial practices and reflects another limitation of
our data collection and document analysis. In Chinese policies, fines were
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widely adopted as an administrative punishment to prevent misinformation
creation and sharing.

Information-based actions are efforts to influence people through the
transfer of knowledge, communication of reasoned argument, and moral
persuasion to achieve a policy result (Vedung & van der Doelen, 1998,
p- 103). As with many other governments, the United States and China both
prioritized promoting media and information literacy programs. They were
also similar in issuing proclamations or announcements that criticized other
countries’ disinformation behavior. But the differences between the two
countries are apparent. First, more of the United States policies were aimed
at or emphasized raising the public’s awareness of misinformation. Second,
the United States had more types of information-based actions, such as
making suggestions, issuing advisories, reaffirming certain values, expressing
concerns, calling on other governments to correct misinformation, etc. In
contrast, China’s actions appeared more coherent and uniform. Third, a
general observation is the diplomatic nature of these information-based
actions—blaming other countries, consistent with the United States’ overall
emphasis on foreign disinformation. In comparison, China’s emphasis on
publicity, with a focus on mainstream values and themes, indicated a
priority of domestic control on public opinions—often referred to as unified
thought or unity of thinking.

In this study, policymaking is a category we used to capture the purpose
or proposition of certain government actions. These actions were more
evident in the United States, since many policies demanded or suggested
government agencies or other agents perform research to understand mis-
information, and make tools to prevent its dissemination, develop plans to
battle misinformation in its various aspects and sectors, and make laws or
rules to regulate misinformation-related issues. Overall, the United States’
policies were more tentative and investigative. They had much more law-
making and rulemaking requests than China did, possibly because China
already had quite comprehensive, detailed, and mature laws and regulations
to command and prohibit these behaviors.

Discussion and Conclusion: A Framework for the Future

As information and communication technologies are fast developing and
widely used, the scope and spreading speed of misinformation are also in-
creasing. Today, the misinformation phenomenon has expanded from a pre-
COVID politics-focused social issue to a more pervasive social challenge.
Governments worldwide have adopted or are designing a variety of regulatory
strategies and tools to cope with this challenge. To understand the complexity
and nuanced realities of government misinformation regulatory practices, in
this study we developed an analytical framework by connecting policy design
studies and the social informatics perspectives. Our framework emphasized
two aspects of misinformation policies. First, we identified agents, actions,
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and target groups. These essential components of policy design reflect the
logic of governmental regulations that aim to change human behaviors.
In addition, drawing from the social informatics tradition, we incorporated
several sociopolitical dimensions related to misinformation—the contexts
where misinformation policies are devised; the specific issues, topics, and
forms of misinformation; and the channels for its creation and spread. We
demonstrated misinformation in today’s information environment as a so-
ciotechnical phenomenon with social groups/human actors/stakeholders,
ICT, and information itself, and proved the usefulness of these analytical
dimensions from policy analysis.

Methodologically, we employed the content analysis and comparative
case study methods as a combined analytical approach to unpacking
government-initiated misinformation-fighting policies. Additionally, we
systematically collected misinformation-related policies in each country and
reported both numerical results and qualitative descriptions. This approach
fills research gaps in the existing literature that had mainly focused on single
cases, and lacked systematic research design and data collection for com-
parative work.

Empirically, we tested this tech-socio-political framework in the United
States and Chinese contexts separately. Our findings suggested that the
differences between those two countries are much more than the ideological
debate, which is predominantly discussed or taken for granted in the existing
literature. As shown in our coding scheme of “issues”, “contexts”, and
“channels”, misinformation regulation is embedded in the broader social,
technological, and political context. In addition, different from previous
misinformation policy studies that tended to focus on either social media
or misinformation content, this study revealed and identified a wide range
of elements in the misinformation policy content, which can provide useful
evidence for policymakers. The complexity of the contexts, issues, and
social norms determines the diversity and complexity of the misinformation
policies and policymaking in different settings. For example, through the
United States-China comparison, we found that, while political actors
in the United States are still proposing and discussing the adoption of
misinformation-related policies, the Chinese policies related to mis-
information have been embedded in the comprehensive and sophisticated
ICT regulatory and legislative system under centralized control.

Admittedly, we found the policies in the two countries fit well with their
well-known, respective political narratives. The US policies have a strong
political (especially international relationship) focus, and their (proposed)
actions are often diplomatic in nature. China’s policies are more domestic-
focused and often mention “publicity” of mainstream values and “di-
recting” public opinions. However, quite different from the stereotypical
views of the Chinese information policies, we found that the Chinese
government’s regulatory actions regarding misinformation are not merely
about censorship (even though “purifying” online discourses is one of the
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main components). Rather, they are more frequently used to protect and
promote their digital-driven domestic economy. These results echoed
Creemers’ (2017) statement that digital technology is placed at the center
of an ambitious agenda for comprehensive reform of social and economic
governance in China. Correspondingly, digital platforms have been placed
at the center of the misinformation regulations and have played a dual
role. On the one hand, they are the policy targets to be governed in the
existing regulatory framework. On the other hand, they are the agents of
regulators to take responsibility for online content moderation and con-
trol. The pressures from the government will probably make the platforms
in China act differently from their counterparts in the United States,
which are still enjoying autonomy and conducting content moderation
voluntarily or for profit.

This framework is also useful for identifying nuanced differences between
countries that are at different stages of policymaking. The majority of US
policies are still in the discussion, negotiation, or planning stages. The reg-
ulatory system of social media platforms is still in its infancy. In contrast,
China’s policies are much more mature. The Chinese government has es-
tablished a sophisticated legislative system consisting of overarching laws
and domain-specific policies that cover the regulatory practices related to
misinformation and evolving digital platforms.

This United States-China comparison sheds light on the potential of our
framework. It can serve as an analytical tool to identify nuanced char-
acteristics of misinformation regulation in different countries. Built upon
this, we can deepen our understanding of and expand our knowledge of this
global phenomenon.

Based on the analytical framework and findings presented in this chapter,
we conceptualize misinformation policy analysis using Figure 1.1. This
model captures the main analytical dimensions and can help researchers
understand the misinformation phenomenon from a policymaking point of
view. As stated in the Methodology section, agents and targets often overlap,
but this overlap is not shown in the diagram. This conceptual model presents
a sociotechnical network beyond loosely connected components, as it reveals
some of the relationships among the components. Although this current
revelation of these relationships may be too rudimentary at this point, it
provides a start for future investigation.

Our framework is neither individual behavior-focused at a micro-level,
nor the macro-level discussion of regulatory models per se. Instead, this
meso-level framework expands information distribution-focused studies
by embracing both human and nonhuman agents and their related con-
text, situated from the perspective of governments. This overarching
framework might guide researchers to pursue questions in different geo-
graphic settings through various element combinations. By unpacking
the context, issues, and actions, we can identify the foci and priorities
related to distinct regulatory systems. What matters to the governments
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Figure 1.1 Misinformation policy analytical conceptual model.

most as they confront such social challenges? What are the underlying
logic and core values of the regulation? For instance, domestic-focused
and diplomacy-focused misinformation regulation in China and the
United States implied divergent concerns about the consequences of
misinformation. Under what kind of conditions do governments design
different regulatory actions? What does it mean if similar misinformation
issues are regulated differently in different countries? Next, unfolding
the agents and target groups might also expand our understanding of
how stakeholders engage in the regulation and the boundaries among
them. For instance, we could further examine what kind of roles digital
platforms play, as they might be both the agents and targets related
to certain issues and in certain contexts. Moreover, the complexity of
misinformation increased because of the diversified material features
of technology. We use channels to indicate technology characteristics in
the framework. One relevant question is how different technological
carriers affect the misinformation spread and the consequences. Last,
regulations include a set of practice-based activities. These elements
might also provide policymakers with toolkits to evaluate practices in
different regions for developing and optimizing their own responses to
misinformation.

There are some limitations to this study. First, we selected two extreme
cases in this study to test the feasibility and flexibility of our analytical
framework. The trade-off of this approach is that the entire framework is
built upon case-specific elements. Thus, more studies in different countries
are necessary to verify the usefulness of this framework in a broader
context and enhance its robustness. Second, we should notice the limitation
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caused by the difficulty in data collection and comparability. Governmental
decision-making data are seldom open to the public in China. The data
limitation might have constrained our understanding and comparison of
policymaking. For future studies, it is critical to develop more feasible and
compatible methods for data collection. Last but not the least, limited by
space, we only report the findings regarding major actors and their actions.
The nuanced differences between the two policy systems can be described
and discussed in more detail.

Notes

1 We thank the first author’s students in her Government Information Sources
course for their help in the initial filtering of about 900 of these documents. We
also thank her graduate assistants Elan Sandler and Joseph Winberry for
searching and filtering several hundred of these documents.

2 GEC is an agency under the United States Department of State. It was estab-
lished through the collaboration of multiple agencies, including the United
States Department of State and the United States Department of Defense, ac-
cording to the 2017 National Defense Authorization Act, bipartisan legislation
that requires government agencies to fight against propaganda from foreign
governments.

3 Public accounts refer to verified official accounts used by an entity or individual.
They are public in the sense of ‘public figures’.

4 Propaganda may be a more direct translation of the Chinese term “EAf%”. We
chose another frequently used term, publicity, when coding Chinese documents
to avoid potential negative connotation in the English language context.
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2 Governing Privacy as Contexts
Overlap during Crisis

Madelyn Rose Sanfilippo and Chang Liu

Introduction

Throughout the COVID-19 pandemic, schools, clinics, businesses, churches,
and community organizations have struggled to provide services, support
social interaction and communication, and simply make things work, de-
pending on ever-changing sociotechnical systems and public health guide-
lines. Technological adoption—often of technologies previously unfamiliar
to their users—supported social and interpersonal interactions to a greater
extent than ever before, to achieve safe social distancing. Parents were en-
couraged to download apps they had never heard of before to communicate
with teachers; they were told, “Don’t worry; it’s really easy to use!” Elderly
parishioners made Facebook accounts to try to stream church services.
Overworked and overexposed nurses struggled to keep track of which video
chat each patients’ family used to communicate, as hospitals and clinics were
locked down to avoid visitors’ contracting or further spreading the out-of-
control virus. These brief video conversations were often the only way
families could say goodbye to dying loved ones through one last Zoom
call. Survivors later used the same account to host distant and inadequate
celebrations of life, to conduct work meetings, or to attend online classes.

As many people lived and worked at a social distance over the past two
years, using technology to connect to one another in all aspects of their lives,
contexts of use are increasingly conflated or collapsed (Marwick & boyd,
2011). Often, we speak of or study how social norms in discrete domains
or contexts impact the use of technology, or expectations of privacy within
that context (e.g., Nissenbaum, 2009; Schonscheck, 1997). For example, we
have specific privacy expectations or preferences with respect to health or
education, work, or social interactions. We make an important differ-
entiation between work and social life, including how we conceive of the
balance between them. As depicted in Figure 2.1a, we imagine and govern
them as separate spheres.

However, in the pandemic, these contexts increasingly overlap, as for
example when considering an individual’s need to disclose medical in-
formation in order to obtain permission to work from home or to gain
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clearance to enter buildings, as depicted in Figures 2.1c and 2.1d. These
are not simply matters of socially important contact tracing, including
in work contexts, but rather are a merging of health and work contexts
(Riva et al., 2021). Additionally, for students and academics, as well as all
employees and staff on university campuses and in schools worldwide,
the boundaries are blurred with respect to educational information and
privacy norms (Paris et al., 2021), as in the complex and overlapping
arrangements seen in Figure 2.1c.

In many places, the contextual complexity increases as we all engage in
work, health, education, and social activities, using the same devices, in the
same friendliest-to-video-conferencing spaces in our homes, and challenging
expectations and norms about the privacy of our homes in the process.
In this sense, previous norms do not necessarily guide us toward what good
governance might be, with respect to ICTs (Dwivedi et al., 2020; Kant &
Norman, 2021). In this sense, the pandemic not only raises normative
contextual boundary management challenges, but also conflates and col-
lapses contexts, introducing new normative challenges. Emergency circum-
stances enhance and exacerbate constraints, as well as change the nature of
ICT use and further challenge status quo efforts to regulate data and privacy
within contexts, already limited in efficacy by the nature of social digital
technologies (Sanfilippo et al., 2020).

As the COVID-19 pandemic unfolded and dependence upon digital in-
frastructures increased, these normative challenges arose, and the general
public learned a lot about the fragility and limitations of both platforms and
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governance of ICTs. Suddenly people’s social lives and healthcare needs
were met using the same platforms, which didn’t necessarily differentiate
between the privacy nuances of specific information types or contexts, as
illustrated in Figure 2.1b. This chapter will explore privacy governance and
enforcement in the domains of health, education, and labor.

Background

Under emergency circumstances, privacy is especially important to consider.
While we both anticipate expanded information flows, especially to relief
organizations, and embrace the promises of ICTs to facilitate improved
responses, we also recognize the sensitive nature of information about vic-
tims of natural disasters, pandemics, and other emergencies such as fires or
crimes. The general public expects that information is shared to help these
individuals, and that we safeguard against inappropriate disclosures in order
to protect vulnerable individuals from information harms in the future.

Privacy during and around crises is thus conceived of in terms of con-
textual integrity. We therefore understand privacy as the appropriate
flow of personal information in context, as defined by contextual norms
(Nissenbaum, 2009).

If, for the purposes of this discussion, we focus on contextual governance
in the United States, we might look to regulation as a guide for what
practices ought to be, as they are typically less extensive and more directed
than norms, as well as more path-dependent. Generally, the Privacy Act tells
us how federal agencies and contractors must engage with and protect
personal information, but says little about platforms and practices for non-
civil service interactions. Instead, regulations at the national level provide
some targeted interventions, including the Family Educational Rights and
Privacy Act (FERPA) for the educational context, and the Health Insurance
Portability and Accountability Act (HIPAA) for the health context, while
the Children’s Online Privacy Protection Act (COPPA) intersects with both
in protecting children’s privacy. Yet it is the complex patchwork system
at the state and local level which provides more interesting and extensive
interventions.

We also must look beyond regulation, as governance is fundamentally an
assemblage of institutions that are at once intentional and unintentional,
formal and informal. This chapter builds upon the social informatics con-
ceptualization of assemblage (e.g., Davenport, 2008; Jarrahi et al., 2021;
Meyer et al., 2019) to offer an applied conceptualization of governance
assemblages, in order to address the ways in which design, management,
infrastructure, use, practice, and regulation all intersect to impact privacy as
experienced by people, going beyond how privacy governance is defined
on the books, in theory.

Recent targeted state regulations, like the California Consumer Privacy
Act (CCPA), formalize rules about privacy and address current technology
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as intended, while legacy regulations might have unintended impacts or less
impact over time, as their enforcement with respect to modern technology
and information flows must be reinterpreted. Similarly, while systems often
encode norms or rules to address privacy objectives intentionally, they often
have unintended privacy implications because of informal, unsystematized
choices made in their development or administration. Another relevant
governance example to consider is how management choices, particularly
with respect to educational data, have intentional but informal impact.

In this sense, we must conceive of governance both as a hierarchy of in-
stitutions, in the political-economic sense (e.g., Crawford & Ostrom, 1995),
and as an assemblage of laws, norms, markets, and architecture (e.g., Lessig,
1999), in order to understand fully the often unpredictable and inequitable
outcomes associated with governance in sociotechnical systems. We must
recognize that, while regulations are often path-dependent, other forms of
governance are not so entrenched. While technology, and by extension code
as law (Lessig, 1999), evolves at a fast pace, the governance assemblages,
including markets and norms, entail complex institutional misalignment
that leads to externalities, unintended consequences, and gaps at any given
time. This is exacerbated by the interactions resulting from crossing in-
dividual jurisdictions, when exploring the reality of information flows in a
global economy. For example, requirements under the General Data
Protection Regulation (GDPR) do not align with those under the CCPA,
leading to challenges in international applications of Silicon Valley-based
ICTs in Europe.

Governance interventions reflect a hierarchy of institutional structure,
depicted in Table 2.1, including underlying strategies as approaches toward
particular objectives, norms as strategies embedded with modal language to
enforce social pressure or to hedge, and rules as norms enforced with clear
consequences for violation (Crawford & Ostrom, 1995). At any given point
in time, multiple institutions of different strengths may address the same
dilemma or information resource. Further efforts to operationalize (rules-in-
use) the rules that are formally written in law or policy (rules-on-the-books)
for specific applications may yield results that diverge from the original
intent of the rules. We must also recognize that, in an extended state of
emergency, the discrepancies between rules-on-the-books and rules-in-use
(e.g., Frischmann et al., 2014) are greater than ever, especially around the
governance of privacy and technology, both of which evolve at a faster pace
than their regulation or oversight elasticity (Sanfilippo et al., 2018; 2021).

Table 2.1 provides an example through which we both see how to apply
the grammar and understand how strategies can be institutionalized into
norms, and norms can subsequently be institutionalized into rules. We begin
with the strategy that health insurers share an individual’s personally
identifiable information (PII) with contracted third parties when they are
processing claims, or when the information is necessary for services. As we
coalesce around these strategic practices and reach consensus, we modify
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this strategy to say that health insurers MAY ONLY share an individual’s
PII with contracted third parties when they are processing claims or when
the information is necessary for services. Eventually, we enforce this norm
by appending it with a clear consequence to establish the rule: health in-
surers may only share an individual’s PII with contracted third parties, when
they are processing claims or when the information is necessary for services,
or else fines ($100-$25,000) will be applied per each violation.

We can apply this structured approach to analyze privacy governance of
ICTs used in multiple domains during the pandemic, maintaining the ability
to make comparisons. The conclusion of this chapter maps case analysis
and institutional assemblages onto this typology in Figure 2.2.

Cases

Healthcare

The first case in which we examine contextual privacy governance challenges
is a product of the significant changes in medical interactions during the
pandemic. As COVID-19 outbreaks spread around the world in early 2020,
telemedicine was more rapidly and widely adopted than at any previous
point in history, beginning with its expansion in China in January 2020
(Hong et al., 2020) and spreading worldwide (Ohannessian et al., 2020).
This broad global trend was also evident within the United States, with
a rapid shift toward medical consultations via phone or video-conferencing,
concurrent with the March 2020 shutdowns (e.g., Patel et al., 2021). Not
only are telemedicine platforms considerably more prevalent now, but so
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too are uses of generalist technology for medical interactions and the ex-
change of medical information, including FaceTime, Google Hangouts, and
Skype. These systems support interactions between providers and high-risk
patients who need to avoid exposure in more conventional, physical
healthcare settings, by using technologies with which patients are likely to
be already familiar. Further, platforms such as Zoom and WebEx connect
providers distributed in different places from their patients who need care
in hot spots. These platforms also allow family members of COVID patients
to interact with providers and loved ones when they cannot safely visit them
in hospitals.

Concurrent with these changes, the federal government announced that
it would “exercise discretion” in enforcing health privacy regulations, given
the emergency circumstances (HHS Press Office, 2020), raising yet another
dimension of context: what constitutes an emergency? Note that the official
statement on enforcement discretion was interpreted in many different
ways, with some hospitals informally deciding that this statement paved
the way for delaying decision-making, and others acting quickly to an-
nounce more flexible solutions for patients and their families, recognizing
the pandemic as an emergency circumstance. In contrast, many more well-
funded or institutionally supported hospitals and clinic systems, as well
as many university hospitals and clinics, did not appear to change their
behavior based on this discretion, responding instead to the need for ex-
panded video communication channels by licensing appropriate HIPAA-
compliant platforms.

Recent research has sought to understand the impact of changes in both
ICT use and privacy governance, relative to pandemic sociotechnical sys-
tems (e.g., Carvalho et al., 2021; Yang et al., 2020). In specifically exploring
the statements released by hospital systems about the use of technology
to meet telehealth needs, and examining documentation around technology
practices in the same hospitals throughout the pandemic, there is evidence
that: (1) the norms of the emergency context overrode rules about privacy;
(2) the impact of the enforcement decision was bifurcated between com-
pliance with HIPAA privacy standards and leveraging of the loophole to
satisfice the telehealth need by using any available channels; and (3) the
privacy implications of ICT use in healthcare during the pandemic were
highly inequitable.

Even outside of crisis or emergency circumstances, the US healthcare
context is extremely complex. Given the largely private healthcare system—
augmented by Veteran’s Administration (VA) hospitals and clinics, Medicare,
and Medicaid—and the extensive networks of intermediaries for insurance
and record-keeping, there are numerous actors with distinct roles and inter-
ests, many of which compete with the values and needs of patients. This is
especially true with respect to privacy. Individuals have different preferences
and understandings about how their personal information is collected, used,
retained, and shared over time, which also do not necessarily match with
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reality. Recent events have shown, for example, how little the average person
understands about what information HIPAA protects (e.g., Bodie, 2022;
Lo et al., 2005). Add to the situation vast amounts of technology to mediate
information flows, and an extended state of emergency with no end in sight,
and constant pressure to control the spread of disease and meet wildly
different expectations, and the resultant sociotechnical system is complex
and rife with governance challenges that decision-makers struggle to address.

Changes within the sociotechnical systems employed for healthcare, and
the governance of those systems, were simultaneous, rather than indicative
of clear cause and effect. While some hospitals and clinics responded
to this governance change by expanding the usage of technologies, both
formally and informally, the federal governments’ decisions responded pri-
marily to emergency needs-based decisions, and new practices that were
already happening. In this sense, the norms—or perhaps lack of norms—for
emergencies overrode health privacy norms. Many hospitals and clinics had
already moved numerous interactions, services, and communications to
digital or distributed platforms. Some did so formally, depending on costly
telemedicine services or extensive contracting with Zoom or Webex, often
through public or university contracting. Others did so informally, out of
desperation, depending on whatever means individual patients or families
could facilitate, lacking any organizational support, systematic plan, or
centralized directive.

The federal governments’ initial response to this was a temporary legal
absolution of the patchwork of practices in the short term, with a decision to
waive sanctions and penalties against covered hospitals that do not comply
with the following provisions of the HIPAA Privacy Rule:

* The requirements to obtain a patient’s agreement to speak with
family members or friends involved in the patient’s care. See 45
CFR 164.510(b).

*  The requirement to honor a request to opt out of the facility directory.
See 45 CFR 164.510(a).

*  The requirement to distribute a notice of privacy practices. See 45 CFR
164.520.

* The patient’s right to request privacy restrictions. See 45 CFR
164.522(a).

*  The patient’s right to request confidential communications. See 45 CFR
164.522(b).!

This was notably not a temporary suspension, but rather forgiveness during
this window of time for any standards violations or other rule-breaking
associated with PII and available communication channels during the
emergency circumstances. Yet, the 72 hours grace period defined by HHS
was insufficient, and a series of decisions were made in March and April
2020 by the Office for Civil Rights (OCR) at the US Department of Health
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and Human Services (HHS) to promote flexibility and waive fines and en-
forcement for digital communications,” public health, and health oversight
purposes.”

The result was a moratorium on enforcement of rules for an unspecified
duration, rather than clear strategies, norms, or rules from the federal
government to establish emergency standards of information privacy. This
presented a long-term problem, as the governance void might only tem-
porarily impact information flows, but the information itself would not be
protected against re-use or retention by new and inappropriate data holders.
Further, a problem has emerged as individual hospitals, clinics, and patients
had to improvise and develop rules or standards for themselves, as the
burden of complying with long-term enforcement rested with them. This
has come at a time when healthcare providers are experiencing high stress
and many other demands on their decision-making and problem-solving
abilities, leading to an array of strategies ranging from complete deferment,
to passing the burden of decision-making onto patients and their families, to
temporarily satisficing with a plan toward longer-term data minimization,
to contracting to address telemedicine privacy immediately.

Not only do different grassroot strategies emerge in the absence of
shared norms or enforced rules, but there is also the negative consequence
that the privacy impacts of distinct strategies are extremely unequal
and are inequitably distributed across the US population. Well-resourced
hospitals and clinics are much more likely to negotiate new contracts with
Cisco, Microsoft, or Zoom, obtaining protective data use agreements
that include HIPAA-sensitive and proactive clauses and conditions, such
as data localization in the case of university hospitals, or data mini-
mization. By contrast, rural, low-income, and non-white majority com-
munities are much more likely to have hospitals and clinics that either
choose inaction (i.e., no telemedicine or no policy whatsoever) or adopt a
policy that places the burden of privacy protection on patients and their
families, by instructing them to choose whichever platform they feel
most comfortable using, and preempting liability with dubious policies,
statements, or disclaimers.

While there are very real tradeoffs documented between prioritizing vul-
nerable populations and satisficing with available technology, privacy sa-
crifices in turn also impact these populations. The enforcement action is
limited to healthcare providers, excluding insurance companies. Analysis of
hospital practices relative to socioeconomic status of communities served
illustrates that more affluent medical systems use health-specific technolo-
gies or negotiate appropriate features and terms of use to protect patient
data, than do those hospitals and clinics that serve lower-income commu-
nities. There are significant variations in privacy protections by platform,
and much of the burden of protecting sensitive medical information falls on
individuals as, in their haste to connect, hospitals and healthcare providers
turn to non-contextually configured platforms.
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There are parallel issues and practices in education, as recently revealed in
a large collaborative study of 25 video conferencing platforms used in
K12 and higher education (Cohney 2021). In this project, in addition to
examining security issues empirically, we compare gaps between empirical
privacy practices, platform privacy policies, user expectations, and rules,
enforced via contracts and regulation, including the 140 state educational
privacy laws found around the United States to date, as documented by
the Student Privacy Compass guide to state educational laws (2022).*

In comparison to the health context, higher education has done a much
better job of negotiating privacy obligations and protections via Data
Protection Addenda (DPA). Default settings do not meet state educational
laws or social norms, making the use of general video conferencing plat-
forms inappropriate, without additional effort to enforce norms. Rather
than placing the burden of the protection on patients or health care pro-
fessionals, who are analogous to students and educators in this case,
universities are re-negotiating and hosting platforms locally, to control
data flows in ways consistent with rules and norms. While many adopted
platforms provided some generalist educational addenda, which were im-
mediately adopted, universities have made changes throughout this pan-
demic through contractual changes that are more effective than traditional
purpose limitations (e.g., Zeide, 2016).

In this project, we surveyed both educators and IT administrators in
higher education, with a corresponding survey for K12 administered in
parallel by another group, with which we eventually plan to make com-
parisons. Social expectations and the educational norms that were revealed
include the expectation that practices are consistent by platform, not by use,
meaning from university to university, as well as in free consumer versions.
In addition, educators and IT administrators felt they should control video
data themselves, without the possibility that anyone else could control or
access it. In keeping with many state laws, advertising on the platforms
is strongly opposed. There is also a pervasive expectation that platforms
will automatically comply with laws, which implies that privacy protection
burdens should not fall on students as individuals. Compliance burdens on
schools and universities with respect to advertising vary across states.

The practices across the platforms in this study vary just like their uses
in health contexts did. Education technology platform practices were
often more compliant with regulations, but did not comply with norms.
Regulations are more fixed and clearly defined than contexts, norms, and
technology are over time, providing easier points of reference for com-
pliance. This is especially true regarding educational privacy, yet does not
provide an explanation for the persistent and ubiquitous confusion about
what regulations like FERPA actually impact. Many general video plat-
forms violated their own privacy policies by sharing location information



56 Madelyn Rose Sanfilippo and Chang Liu

immediately, thereby also violating laws about student and family control
over directory information. Additionally, those platforms, such as Jitsi,?
that were the most normative, were so because they provided flexibility,
with their default settings not necessarily aligned with regulations. This
may indicate that the use of locally hosted, open-source platforms pro-
vides the contextual flexibility and scalability necessary during emergency
circumstances.

These findings are also contextualized by a variety of recent educational
technology and student privacy research (e.g., Jones et al., 2021; Paris et al.,
2021; Zeide, 2020), which address the proliferation of datafication, auto-
mation, and surveillance within the complex contexts of pandemic era
education. In addition to the use of video conferencing to meet distributed
educational challenges, and the expanded use of learning management sys-
tems (LMSs), various attempts at techno-solutionism dramatically chal-
lenged established norms, such as with virtual proctoring technologies like
Proctorio (Swauger, 2020). These systems attempted to automate or digitize
conventional in-person techniques to prevent cheating, when in reality they
introduced significantly more data collection and potential information
harm, that were unanticipated and disproportionately borne by female,
low-income, and students of color, as well as those with disabilities.

The invasive nature of surveillance in the home—both in virtual class-
room and virtual assessment settings—garnered significant push-back by
students around the world (e.g., Bailey et al., 2021; Jones et al., 2020), and in
some cases from instructors, in instances where universities imposed bur-
densome requirements (e.g., Wong & Moorhouse, 2020). As universities
and schools introduced new top-down rules to maintain operations amid the
pandemic, they dramatically challenged existing norms and rules about
student privacy, and exacerbated longstanding tensions between students,
educators, administrators, educational technology support, and vendors.

In addition to the social outcry—such as from anti-Proctorio petitions in
the United States and Canada, to the “F*** the Algorithm” movement
in the United Kingdom—various sociotechnical approaches to subvert in-
trusive technologies and supplement perceived inadequate regulation,
policy, and management emerged. Students worldwide found ways to ob-
fuscate surveillance and to game data collection that they perceived as
malicious compliance; their actions constituted a form of grassroots gov-
ernance in practice.

Labor

The COVID-19 outbreaks led to widespread office closures and a broad shift
to remote work, while many jobs have had to continue in person, including
those based in hospitals, nursing homes, schools, grocery stores, logistics,
factories, and warehouses. Maintaining productivity and ensuring safety have
been primary challenges faced by employers and employees around the world.
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Digital technology has played a critical role in the response to this chal-
lenge (e.g., Bodie & McMahon, 2021). Contact-tracing and exposure noti-
fication measures have been widely used to manage health risks at on-site
workplaces. Interactions on communication and collaboration applications,
such as Zoom and Slack, have become a centerpiece of everyday work for
remote workers. The “success” of the technology-driven responses has been
facilitated by multiple factors. In the United States, the use of technology to
respond to the pandemic has been enabled by, among other factors, US law
that gives employers wide latitude in work-related monitoring and tracking
for workplace safety purposes (e.g., Rosenblat et al., 2014), and the public’s
willingness to adapt to health precautions that involve the intrusive use of
technology, despite the skepticism and concerns that have persisted (Auxier,
2020). In addition, technologies and practices have been developed that
purposefully do not collect certain data about individuals, in order to pre-
serve privacy. For example, Bluetooth-enabled contact-tracing and exposure
notification are considered privacy-aware for not gathering location data.
Computer vision technologies used in some workplaces to enforce real-time
social distancing are said to not collect any personal data. But technology
has also given rise to privacy challenges and highlighted the fragility and
limitations of the existing privacy protection approaches.

Current privacy regulations rest on certain preconceptions of contexts and
boundaries. During the pandemic, organizations have relied on the Centers
for Disease Control’s (CDC) guidelines and a patchwork of other regula-
tions and guidelines intended for specific contexts, to navigate the use of
wellness monitoring and other surveillance technology. But the pandemic
has shown that preconceived contexts and boundaries can collapse. For
instance, while US employers are allowed to have wide latitude in man-
dating work-related monitoring and tracking, especially to promote work-
place safety, remote work has made it impossible for employees to maintain
even a fine line dividing the workplace and off-duty spheres. How should
privacy be preserved to keep the employer-employee power imbalance in
check, and protect individuals while they are working for organizations in
highly private places? As things stand now, both organizations and in-
dividuals must answer tough questions like this. In the absence of com-
prehensive data protection guidelines, organizations and individuals are
left to navigate privacy challenges arising from the rapid shifts in technology
use in uncertain times.

This situation gives rise to privacy concerns as businesses’ and organi-
zations’ motivation increases to avoid disruptions, enhance productivity,
and establish control in the altered work environment. While many workers
enjoy working from home because of not having to commute, and having
more flexibility for personal and family responsibilities, surveillance is
catching up to the point where employers look to bring workplaces back
under their control. Some employers are constantly checking-in via instant
messaging and emails, as well as monitoring webcams, displays, and
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keyboards to extend managerial reach to employees working from home.
With organizations enforcing extensive surveillance of remote workers, in-
dividual workers now carry the burden of proof of their productivity, and
must offer transparency to their organizations while working from home.
These scenarios illustrate where surveillance deviates from the meaningful
tradeoffs between safety and privacy, violating norms and expectations.
Increased monitoring for productivity has long been known to impact em-
ployees’ experiences and mental health negatively (Smith et al., 1992). It also
makes individual employees more vulnerable to organizational decisions
made on the basis of systematic and intrusive surveillance.

The invisible, easily-transmitted COVID-19 virus, as a workplace hazard
once unimaginable to many, has raised an expanded notion of safety mea-
sures, and a renegotiation of what are acceptable tradeoffs between privacy
and safety as both a social response and an externality. For in-person
workplaces, where surveillance itself is considered to be the primary safety
measure against the pandemic, expanded safety measures can become a
potential umbrella for broader surveillance via function creep. Pandemic-
motivated surveillance could be repurposed for non-safety-related uses, and
become tools for organizations to assess productivity and performance,
though health precautions may be proffered as their justification. During
the pandemic, many employees have become accustomed to invasive health
precautions to allow for timely responses to the outbreaks. Even worse,
society is just as poorly prepared to end the emergency status and start
reclaiming the privacy that employees, among other citizens, have given up.
Now, the growing consensus among experts that COVID-19 will become
endemic and is here to stay (Phillips, 2021), suggests that the end of the
pandemic will not be clear-cut. But failing to roll back surveillance would be
socially expensive, despite incentives for organizations to keep these tech-
nologies in place. In the long term, even technologies that claim to be less
intrusive (such as Bluetooth-enabled contact tracing and exposure notifi-
cation, or computer vision technology for real-time social distancing) can
pave the way for the normalization of a greater level of surveillance.

The COVID-19 pandemic has shown that the lack of comprehensive data
protection guidelines in the United States has given rise to privacy risks in
a time when labor protection is a priority. This makes yet another case for
new legislation providing comprehensive protection for personal informa-
tion. Robust governance that works in shifting contexts, serves democratic
values, and maintains expectations of privacy in both emergency and usual
times, will help prevent undesirable privacy harms. Privacy cannot remain
an individual responsibility. Workers who experienced the 1918-1919 in-
fluenza pandemic lacked a safety net, in the absence of progressive labor
protection regulations that were only introduced afterwards. The current
pandemic has again highlighted the need to protect workers, and urges us to
expand the protection of their rights, including their privacy, in the face of
the extensive use of technology. Businesses and organizations are likely to
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make critical choices moving forward, debating what considerations need to
be made to retain a competitive workforce. Acknowledging that things will
not simply return to the pre-pandemic state, it is imperative to renegotiate
contexts and boundaries to better reflect values and norms as we emerge
from the pandemic.

Implications

Overall, society cannot simply use ICTs in a manner that is reflexively re-
sponding to emergencies like the current COVID-19 pandemic, without
considering governance. Rather, it is necessary to find ways to ensure
privacy, especially across contexts, through creative and wholistic govern-
ance assemblages, when responding to emergency circumstances. We, as
information professionals, must evaluate and plan for social norms and
expectations in context, and across them, as well as specifically for emer-
gencies and crises, including natural disasters and public health crises.
Regulation alone is not sufficient, particularly when it is not enforced.

Looking at the three cases explored in this chapter, information flows
are not discrete and current governance is insufficient. Despite popular
misconceptions about medical privacy rights and obligations, the reality
of healthcare during the pandemic being overly burdened and under-
supported, coupled with the pervasive impact of medical information on
other contexts, leaves people in a worse position. Normalization of sur-
veillance, dependence upon platform-as-a-service vendors, and education’s
transcendence from traditional classroom spaces to occurring in every
location from bedrooms to parking lots with free wi-fi, illustrate that we
are also overdue for new student privacy protections. Labor surveillance
and intrusions by employers for the sake of essential business extend si-
milar concerns, along with raising new intrusion privacy harms. These
cases indicate that current privacy protection, whether portrayed as an
individual responsibility, or lacking control and transparency, is not only
unsustainable, but also not meaningful. Governance must be more than
notice and consent.

There is a lot to learn from pandemic ICT use about global and do-
mestic privacy governance challenges and needs. Figure 2.2 depicts some
of the strategies, norms, and, to a lesser extent, rules that have shaped
pandemic era privacy around ICTs. The next three paragraphs summarize
and explain the formal and informal, and intentional and unintentional,
governance of strategies, norms, and rules crossing educational, health,
and labor contexts, that were explored in this chapter.

Strategies for employee monitoring varied from organization to orga-
nization, with different expectations for in-person essential workers and
work-from-home employees, by industry, and across municipalities, states,
and countries. While most strategies were intentional, they were often
highly informal, and the lack of consensus prevented their acceptance by
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those whom they impacted and resulted in further institutionalization to
support these practices. The discrepancies between essential workers and
others contributed to digital divide dimensions that are very distinct from
traditional patterns, as suddenly highly educated healthcare workers, for
example, experienced some of the challenges typically associated with
lower-income and less informed professions. Further, strategies for ICT
governance regarding labor give us the clearest foreshadowing of how
seemingly innocuous or temporary choices, made to address emergency
needs, can impact governance by their effects. As use-cases creep and
functions are re-purposed within organizations to satisfice urgent needs
in challenging circumstances, temporary solutions linger and expand,
allowing organizations to surveil simply because it is possible.

Norms have emerged around some technologies such as Zoom—crossing
contexts, or within domain specific needs—as with symptom tracking for
public health purposes, despite the implications for other contexts. The
camera-on requirement across all three cases illustrates how the same di-
rective could be institutionalized in quite different ways; many healthcare
and telemedicine examples depended on formalized camera-on norms to
approximate analogous face-to-face interactions. While education was split
between formal and informal approaches to this norm, their approaches
were often less intentional than those in healthcare.

Notably, the most established rules of FERPA have significant unin-
tended consequences, such as delimiting educational privacy issues with
traditional educational records, and placing the burden of compliance on
schools and universities, based on a model that does not account for modern
educational data flows, thereby overlooking the worst privacy harms to
students. In general, many unintentional facets of ICT governance choices
and failures throughout the pandemic, summarized regarding key implica-
tions from each case, have had a dominant impact. We see distinct and
contextual impacts, despite the overlap in contextual conflation and ICTs
used, as well as the need for proactive governance efforts.

Policymakers, organizational decision-makers, and information profes-
sionals must recognize that privacy is contextual and, therefore, governance
must also be contextual. Privacy is normative and must correspond with
social expectations to be appropriate. Emergency circumstances challenge
contextual boundaries, yet the nature of emergency is itself a context, ne-
cessitating an assemblage of governance features that address social, tech-
nological, and contextual facets. Further, regulations are not sufficient
governance to protect privacy. Rather, governance must also encompass
flexible and contextually responsive design, management, and contracts.

Some may read this chapter, or other academic perspectives, on the
privacy governance worldwide associated with pandemic era ICT use,
and dismiss concerns as relics of temporary emergency circumstances, and
therefore irrelevant, since contact tracing apps and remote proctoring will
not persist forever. Yet, even if we are not concerned with these specific
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technologies in the long term, they have irrevocably changed the nature of
interactions, information lifecycles, and contexts for the long term, including
the nature of work, healthcare and the last mile problem (Hasson, 2010),
and the datafication of students. It is important to consider how we will
govern ICT use and associated data for ordinate and emergency times as we
develop, adopt, and adapt sociotechnical systems. It is equally as important
to consider how ICTs are governing our behaviors, via intentional strategies
and unintentional implications from design choices.

These cases, along with the concept of sociotechnical governance assem-
blages, have meaningful implications for practice. Co-production of govern-
ance and sociotechnical systems should be intentional, with responsive
governance accompanying technological change (Frischmann et al., 2014;
Sanfilippo et al., 2021). All too often governance is an afterthought, in-
tentionally distinct from technology and occurring after the fact from design,
implementation, and use, as a social form of compliance and oversight.
Designers, policymakers, and information professionals need to consider
the implications of data flows within systems as they are created and used,
allowing governance to evolve and respond to emergency and everyday needs,
as a combination of policy, management, market, and design institutions.

Social informatics scholarship implications also emerge from this chapter.
Research cannot continue to limit consideration of governance to a single
facet of context, but instead should explore governance as intended and ex-
perienced with respect to people, technology, and their contexts. Governance
is just as central to outcomes, expected or not, as are underlying values,
preferences, history, and design.

Notes

1 https://www.hhs.gov/sites/default/files/hipaa-and-COVID-19-limited-hipaa-waiver-
bulletin-508.pdf

2 https://www.hhs.gov/about/news/2020/03/17/ocr-announces-notification-of-
enforcement-discretion-for-telehealth-remote-communications-during-the-
COVID-19.html

3 https://www.hhs.gov/about/news/2020/04/02/ocr-announces-notification-of-
enforcement-discretion.html

4 https://studentprivacycompass.org/state-laws/

S https:/fjitsi.org/
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3 A Social Informatics Approach to
Online Communities of Practice of
the Art Recreation Challenge on
Instagram during COVID-19

Pnina Fichman and Meredith Dedema

Introduction

When the COVID-19 pandemic forced people all over the world into
lockdowns, the roles of technology in society shifted and became a necessary
part of every aspect of life. This could be the ultimate realization of the
utopian future in terms of information and communication technology
(ICT) use that early information technology scholars envisioned. In 1992,
Hollan and Stornetta proposed an innovative and somewhat futuristic idea
of “beyond being there”. At the time, they argued that the motivation be-
hind much of the research that focused on the design, implementation, and
use of ICTs was the faith in the ability of ICTs to imitate face-to-face
communication in order to increase work efficiency. However, they claimed
this belief would be problematic, because it limits the possibility to explore
how ICTs could provide an experience that is richer than face-to-face
communication, and enhance communication among individuals and
groups to a level that is “beyond being there”. Building on this idea, Shachaf
and Hara (2007), for example, introduced the notion that the simultaneous
use of multiple communication channels would both introduce situational
complexity (in which behavioral choices of channels were, at times, para-
doxical), and provide communication experiences that are “beyond being
there”, as communication is facilitated across structural barriers among
global virtual team members. These early writings brought a critical view to
the deterministic vision of mainstream research on ICTs. The deterministic
approach assumed that the introduction and increased use of ICTs in society
would improve people’s lives; delivering experiences that are “beyond being
there” would then be possible (e.g., Hollan & Stornetta, 1992). This ap-
proach to ICT research proposed an ideal utopian future, in which the use of
widespread ICT positively enhances people’s work and lives. However, it
wasn’t until the COVID-19 global pandemic and lockdown that the use of
ICTs significantly expanded: people had to conduct almost all of their daily
activities and interactions with the outside world utilizing ICTs.

This dystopian reality of COVID-19 quarantine pushed ICT use from
what was perceived to be technological determinism’s utopia, to a new level
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of ICT use where blurred boundaries of context provided new and imagi-
native communication opportunities. This took the idea of “beyond being
there” one step further. In an attempt to explore how the dystopian context
during COVID-19 quarantine promotes these early conceptions of the
utopian future, we illustrate how the pandemic-driven use of ICTs allowed
for the realization of the utopian use of ICTs to go past the idea of “beyond
being there”. We incorporate these two opposing forces, dystopian and
utopian, that create a complex contextual setting for ICT use to illustrate the
type of relationships between people and technology that are informed by
and contribute to social informatics (Fichman et al., 2015). For that pur-
pose, we develop a case study in which we concentrate on one social media
challenge of art recreation on Instagram that began during COVID-19; four
online communities of practice (CoPs) formed around this challenge, using
unique hashtags (#) in three languages and two scripts, Latin and Cyrillic.
During the COVID-19 lockdown, while visitors could not physically visit
art collections in museums, the museums’ use of digital art collections in-
creased. Museum employees devised new ways of reaching out to their
constituencies by enhancing their online interactions with their communities,
offering through social media new ways to consume, interpret, share, and
interact with art. Inspired by the Rijksmuseum (the national museum of the
Netherlands in Amsterdam), the Getty Museum also started a social media
challenge on Wednesday, March 25, 2020 for Instagram, Facebook, and
Twitter users. In this challenge, they asked users to recreate works of art
from the Getty Museum’s online collection using three household items, and
to post their recreations on social media, along with the hashtag #getty-
museumchallenge (Waldorf & Stephan, 2020). As a result, many social
media users posted their creations, tagging these museums or using hashtags
such as #tussenkunstenquarantaine in Dutch, #uzousomsinus in Russian,
and #gettymuseumchallenge or #betweenartandquarantine in English. This
challenge was also entered by art teachers in elementary school, who saw it
as a fun and engaging activity (e.g., Wantagh Elementary School, 2020).
We approach the exploration of this challenge by interpreting it as an
online community of practice (CoP), bounded by the four hashtags, and
then examining the boundaries and overlap of these four CoPs, focusing on
users who act as “boundary spanners” or “brokers”, and on users’ art re-
creation posts that act as “boundary objects”. Boundary spanners are in-
dividuals who are engaged in information and knowledge dissemination, as
well as in relationship and capacity building; Lave and Wenger (1991)
suggest that this is a leader’s role in a CoP. Boundary objects are entities
that can link communities together, as they allow different groups to col-
laborate on a common task (Wenger, 1998); these boundary objects are
shared within and across these four CoPs. Online CoPs are composed of
members that share common interests and interact with each other to dis-
cuss topics, exchange ideas, and seek support (Rosenbaum & Shachaf,
2010). We argue that this challenge is a social activity that involves people
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with a shared interest in art recreation on social media platforms, who utilize
the platforms’ unique affordances (e.g., hashtags and following) for their
shared social practice and identity. Four common hashtags in three lan-
guages were utilized as part of this Instagram challenge, with each con-
stituting one CoP, with more than 50,000 posts: #betweenartandquarantine,
#gettymuseumchallenge, #tussenkunstenquarantaine, and #wuzou3zossiuus.
Many posts included more than one of these hashtags, crossing CoPs
boundaries.

To illustrate the relationships between ICTs and people during this dys-
topian period of time, we use Wenger’s (1998) theoretical framework of
CoPs, and respond to the need for more research boundary maintenance
proposed by Hara and Fichman (2014). We aim to make a specific con-
tribution to this domain. While there is a lot of discussion about boundaries
in the CoP literature, our objective is to investigate Instagram’s textual and
visual affordances in relation to boundary maintenance, and to observe the
role that these textual and visual practices play in four different CoPs.
Specifically, we explore the overlap between these CoPs as it relates to
their social practice (as it is manifested through text, image, and other
social media features, such as hashtags), and to their identity (as it is
manifested through their nationality, language, and community hashtags).
To gain a better understanding of boundary maintenance, we have com-
pared: 1) the posts that serve as boundary objects and have been shared
across the boundaries of a single community, with those that have not;
and 2) the highly visible posts with those that are less visible. Thus, we aim
to address the following three research questions:

1  What is the overlap between the four online CoPs?
What are the differences between posts that belong to a single
community and those that cross boundaries?

3 What are the differences between posts with high and low visibility?

Background

We first provide background about art recreation and replication; then,
using Wenger’s (1998) CoP framework, we describe the ways in which our
case study of the art recreation challenge serves as a useful template for
studying boundary maintenance in online CoPs.

Art recreation

Art recreation and replication is a common practice among artists.
Replication is the process of reproducing something, and it is distinct from
forgery, which is “the attempt to acquire prestige through the attachment to
a famous name” (Anguissola, 2007, p. 100). Forgery is harmful because it
forces the focus about the painting to be not on the value of the painting’s
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subject itself, but more on its monetary value. There is also attention spent
on distinguishing the differences between the fake and the original (Ravasio,
2018). Recreations themselves are created not so that the little differences
can be identified, but rather with the purpose of emphasizing the meaning
of the piece as a whole. Replications, on the other hand, do not try to
pretend to be the original; therefore, there is less harm done to the artwork
(Ravasio, 2018). In Greek and Roman times, art was sometimes replicated
to protect a sacred talisman from thieves or to substitute for the original
(Anguissola, 2007). While these replications were being used to mirror the
original, they were done for the sake of protecting the original from being
taken and sold. Currently, works of art are displayed in their original forms
in museums, and though they are at some risk of being stolen, it is not
enough of a reason for the museum to display replicas in their place.
Replicas are more commonly made to allow the average person to display
a popular painting, without taking the original or paying as high a price as
the original would command.

Thanks to digital technologies, more and more artworks can be recreated
and replicated online, without temporal and spatial limitations (Gultepe
et al., 2018). As an example, the Getty Museum uploaded digital images
from their collections of artworks, allowing people to see these works of art
online (Zia, 2019). Thanks to information technologies, a variety of in-
formation can also be easily integrated and presented alongside the digital
images of the artworks. This allows museums to provide insights into art-
works and offer new perspectives on their elements, creation, and history.
Digital images can be used to “mechanically index the original” (Geismar,
2018, p. 108), so the original is not forgotten or lost, as was the case in 2016,
when the Institute of Digital Archaeology printed a 3D replica of the fallen
structure the Triumphal Arch of the Temple of Bel in Palmyra, Syria, after
ISIS destroyed it. As a digital recreation of a fallen arch, the media “focus
[ed] on the redemptive power of digital imaging to reproduce lost heritage”
(Geismar, 2018, p.109). Social media platforms are also playing an im-
portant role in the dissemination of digital representations of artworks,
where not only museums, but also many artists, are presenting their art-
works online (Kang & Chen, 2017). Consequently, more attention is drawn
to the included artwork. The increased exposure of the museums’ collections
and activities enhances their influence over current and future art creations,
art movements, and artistic trends. Digitized online artworks are especially
important at a time when many museums and galleries are closed to the
public for various reasons, including the pandemic.

Between art and quarantine as a CoP

Online CoPs are composed of members that share common interests and
interact regularly with each other to discuss topics, exchange ideas, seek
support, and learn how to do things better. The concept of a CoP was
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introduced by Lave and Wenger (1991), and Wenger (1998) further devel-
oped it, discussing the two axes of relevant tradition. The horizontal axis
connects theories of social practice and theories of identity. He explains that,
“Theories of social practice address the production and reproduction of
specific ways of engaging with the world ... [and] Theories of identity
are concerned with the social formation of the person, the cultural inter-
pretation of the body, and the creation and use of markers of membership
such as rites of passage and social categories ... [that help us] understand the
person as formed through complex relations of mutual constitution between
individuals and groups” (1998, p. 13). Online CoPs are phenomena that
have attracted social informatics scholars (e.g., Hara & Fichman, 2014;
Rosenbaum & Shachaf, 2010), and as such we choose to approach the
Instagram challenge as an online CoP. In the context of our CoPs, practice
involves posting unique art recreations along with text and relevant hashtags
on Instagram, as well as commenting on, liking and sharing these posts.
More specifically, a piece of art is chosen, and then materials and methods
for the recreation are selected. Finally, the recreation is captured in a digital
photo and shared along with an image of the original. The level of appro-
priateness of the piece of art, the use of tools and materials, and how people
capture and share the recreations, are crucial elements of the CoP. Then, the
type of text the post includes, and the kinds of comments CoP members
post, are added to the mix, constituting a shared practice.

Wenger (1998) suggests that practice is the source of not only coherence in
a community, but also defines the boundaries of the community. He then
argues that identity can be understood through the inherent characteristics
of practice, and that membership of a community can be achieved through
engagement or other modes of belonging, such as alignment and imagina-
tion (Wenger, 1998). In the context of our CoPs, identity is expressed first
through the shared practice of the art recreation challenge, and then by the
specific hashtag for each of the CoPs. Language can serve as the basis for
group identity, and can define membership in a particular CoP and also be
used for boundary maintenance. This doesn’t seem to be an issue in this
study’s CoPs; the language of the posts and hashtags used for each CoPs is
not limited to English, but rather includes languages such as Dutch and
Russian. In addition to engagement through posting, liking, and com-
menting, using Instagram features, such as following a particular hashtag,
can be interpreted as belonging to a community. Wenger’s (1998) two main
concepts, identity and practice, were further discussed and developed later;
for example, Murillo (2008) adopted five constitutive dimensions as key
characteristics of virtual CoP: mutual engagement, joint enterprise, shared
repertoire, community, and learning or identity acquisition. We describe the
#betweenartandquarantine Instagram challenge as an online CoP, using
these five dimensions.

Mutual engagement among a group of people will form a CoP. The
#betweenartandquarantine challenge consists of members’ practice-related
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interactions to produce artifacts, provide feedback, and discuss other topics.
From the beginning, the shared artifacts that were posted were joined by
textual posts and hashtags, the latter of which linked the posts to the
community of those who shared the same interest. People used household
items to recreate or replicate the artwork, and posted them on social media
platforms using similar hashtags. The posts’ comments involved supportive
text and emojis, and discussions about the technique and materials used,
composition of the artifact and/or its recreation, in addition to other con-
textual comments. Many posters described the story behind the original
artwork or elaborated on the process of making the recreation work, and
they also replied to comments made on their original posts. Mutual en-
gagement is one of the most critical building blocks of an online CoP. Over
time, sustained mutual engagement results in the development of resources
and repertoire that the community shares with its members, “includ[ing]
routines, words, tools, ways of doing things, stories, gestures, symbols,
genres, actions or concepts that the community has produced or adopted”.
(Wenger, 1998, p.83)

This shared repertoire included the use of specific hashtags or even more
outrageous ways of replicating artwork. For example, many members
paired up with their pets (dogs or cats) or their siblings, and used food
or fabrics they found at home; some participants used COVID-19-related
items, such as toilet paper or masks, adding a satirical flavor to their re-
creations. This type of artwork was found easily, given the name of the
hashtags. The #betweenartandquarantine challenge has become one of the
most popular hashtags, just one example of the affordance Instagram
provides for the online community (Bryant et al., 2005). Adding to the
creation of the shared repertoire, from which participants could draw
tools and inspiration, were two institutional Instagram accounts: The
Getty Museum and the Rijksmuseum—the initiator of this challenge
(user_id: tussenkunstenquarantaine). Both have been collecting recreation
and replication work for other online users. These institutional accounts
contributed to another important aspect of a CoP, joint enterprise, which
involves building a shared understanding of the nature of the community’s
activities, as well as creating a differentiated atmosphere for the commu-
nity. The Getty Museum and Rijksmuseum accounts played major roles in
creating and disseminating the challenge from the start, announcing it
and encouraging their followers to take part in this joint endeavor, while
the museums were closed to the public.

The #betweenartandquarantine challenge enabled the formation of a
stable and persistent virtual community. The members of the community
started to develop strong personal interrelationships online, following or
tagging other members in their posts. In this community of like-minded
peers, members started to feel valued by other participants, through likes
and comments. Many who appreciate fine art found a welcoming and
supportive community to release their creativity and relieve their stress and/
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or boredom from social isolation during COVID-19. This outlet provided
members with temporary relief from the isolation and boredom of the
pandemic. Learning or identity acquisition took several paths in these CoPs,
manifesting different ways of belonging, including identity in practice
(Wenger, 1998), where participants identify with the community by sharing
recreations or utilizing other sociotechnical affordances of the platform.
Some individuals who posted frequently became leaders of the CoP, setting
up the tone for what are acceptable behavior and posts, and for some of
these individuals it became their professional identities as artists. As for
other participants, rather than sharing recreations, they identified with the
community solely by liking, following, sharing, and commenting on those
posts, demonstrating other modes of belonging to the CoP.

One of the building blocks of online CoPs is their boundary maintenance,
upheld by boundary-crossing and boundary brokers (Wenger, 1998).
Often boundary objects are the technology that connects CoP members—
Instagram hashtags, in our case—and facilitate boundary-crossing among
different CoPs, while enforcing the boundaries of each CoP. Boundary bro-
kers are members of more than one CoP, who make effective connections
between them (Brown & Duguid, 1998). Wenger (1998, p. 109) describes the
broker’s role in the following way: “It requires the ability to link practices
by facilitating transactions between them and to cause learning by introducing
into a practice, elements of another”. Brokers are CoP leaders (Lave &
Wenger, 1991). In our case, these are users who utilized multiple hashtags,
posted their recreations regularly, and typically engaged with the CoPs more
frequently than others, with their posts, comments, likes, and follows. CoPs’
boundary maintenance processes have received some attention, but scholars
call for the need for further research on boundary-crossing (Hara & Fichman,
2014). When language barriers between communities are evident, unpacking
the role of boundary brokers and boundary objects is necessary; it is parti-
cularly important to understand the boundary-crossing that occurs on
Instagram’s CoPs, given the platform’s visual affordances. Thus, we examine
the overlap across four CoPs that were part of the same art recreation
challenge during COVID-19 lockdown. We also compare posts that were
part of only one of the four CoPs (#betweenartandquarantine, #gettymu-
seumchallenge, #tussenkunstenquarantaine, and #wusousonsius.) with those
that are part of more than one CoP. Then, because according to Lave and
Wenger (1991), CoP leaders are brokers, facilitating the boundary spanning
process, we compare posts with high and low visibility to see if higher visibility
is aligned with CoP boundary maintenance.

Methodology

We conducted this study on Instagram, because of its visual affordance,
hashtags, and tagging features. We collected and analyzed data from four
CoPs that were formed around four common hashtags (in three languages),
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that have been used during the COVID-19 pandemic for art recreation and
replication.

Data collection

On April 2 and 4 in 2021, using Phantombuster’s Instagram Hashtag
Collector, we collected the Instagram posts with each of the hashtags
#betweenartandquarantine, #gettymuseumchallenge, #tussenkunstenquar-
antaine, and #wusomsossius. These four hashtags attracted thousands of
posts each, around the art recreation challenge on Instagram, during the
COVID-19 lockdown. Screening the hashtags of the posts that we have
collected did not reveal additional hashtags for this art recreation challenge
that were as popular; we identified hashtags in languages (e.g., French,
German), but these attracted a much lower participation. The data included
URL, published date, description, comments count, like count, and account
username per post. While there were 233,876 posts on Instagram with these
four hashtags, the crawler agent stopped when it hit Instagram’s rate limit of
at most 5,000 posts per hour (Lam, 2015), thereby collecting 107,698 rather
than the 233,876 posts. After cleaning the data and removing empty, da-
maged or unformatted posts, our included data set went from 107,698 to
107,517 posts (Table 3.1). #tussenkunstenquarantaine, the first hashtag in
the challenge, is the most popular hashtag with 71,009 posts.

To further understand the overlap between the four online CoPs, we
sampled 400 posts, 100 posts from each CoP. We excluded some posts
during the sampling stage based on the following criteria: 1) Posts from
institutional accounts (e.g., museums and media outlets) were excluded, as
institutional accounts may be more influential than others; 2) Posts that
didn’t include images of art recreation, or included more than one recreation
were excluded to simplify the coding interpretation; 3) Posts that included
recreations of scenes from films or magazine covers were excluded to allow
for systematic analysis and contextualization within fine art. Furthermore,
because we wanted to ensure the inclusion of a more representative sample
rather than a sample biased toward less popular posts, we limited our
sample to posts with at least 50 comments. Then, we ranked the posts in
each hashtag based on the number of likes they attracted and chose the top
50 posts (highest number of likes) and bottom 50 posts (lowest number of
likes) from each. In other words, our sample included posts with at least 50
comments that were the most liked and least liked posts in each CoP.

Data analysis

To gain a better knowledge of the boundary-crossing process, a coding
scheme was developed from the data (Table 3.2). The coding scheme was
refined and iterated by two authors in accordance with the data from the
“between art and quarantine” hashtag. Coding was done at the individual
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Table 3.2 Codebook

Category Code Description

Use of Single community Post includes only one out of the
community four hashtags
relevant Multiple communities Post includes more than one out of
hashtags the four hashtags

Use of language

Nationality

Post norms in
the text

Recreation norms
in the image

Social media
features

Single language or script

Multiple languages and
script

The nationality of the user

The nationality of the
artist of original
artwork

The country of the
collection/museum
of original artwork

Info about original
masterpiece

Personal motivation/story
with original/recreation
work

Recreation of
composition

Recreation iconography

goes beyond the
original

Hashtag
Tagging
Followers
Comment

Like

Post written in only one language
or script

Post written in more than one
language and script

The location in the user’s profile

Google information about the
original artwork

Google information about the
collection/museum of original
artwork

The text of the posts includes
information about original
artwork, for example, name of
artist, and name of picture, year,
collection, style and so on

The text of the posts includes
something personal about the
user

Recreation artwork replaces
objects/people/pets compared to
original artwork

The iconography of recreation
artwork goes beyond original
artwork, for example, use of
COVID-19 items, change main
character’s race/gender, use of
modern technology and so on

The number of hashtags used in
the posts

The number of tagging used in the
posts

The number of followers of
posting users

The number of comments the
posts get

The number of likes the posts get

post level, and intercoder reliability reached 87.5%, with Cohen’s kappa at
0.60. For the analysis of the social media features, averages were calculated
for the number of the user’s followers, the number of hashtags used in each
post, and the amount of tagging used in each post at the time of coding,
along with the number of comments and likes per post.
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To answer our research questions, we conducted a comparative content
analysis, as well as statistical analysis to test if the code frequency variations
between and within the four groups of posts we identified were significant.
Using SPSS 28, we performed Chi-square tests, Gamma coefficient, and
t-test, as well as one-way and two-way ANOVA.

Among the limitations of our study are the use of a single case of
one art recreation challenge (with four CoPs’ hashtags) on one platform
(Instagram), the relatively small sample of posts analyzed, and the limited
variability in practices and languages. Thus, transferability of findings
should be made with great caution. Still, our analysis allows for a better
understanding of boundary maintenance and boundary-crossing processes
that involve the unique sociotechnical visual and textual affordances
of Instagram.

Findings

We answer the research questions by first describing the overlap between
the four CoPs in terms of their social practice and identity, and then by
comparing posts that cross single community boundaries with those that
do not. Next, we describe the differences between highly visible posts
versus less visible posts. We examine these differences both as a whole and
within each CoP. In each section, we describe the findings in regard to
our codes, and then in regard to the social media features. We achieve
this by first describing the findings in the sample as a whole, and then
following up with an examination of each CoP.

1 The overlap between the four CoPs.

We start by describing the overlap among the four CoPs in our sample,
illustrating it with a Venn diagram (Figure 3.1). We found that only three
posts in our entire sample included all four hashtags (1%), while 143 posts
(36%) included only one hashtag. Further, most of the posts with the
Russian hashtag (74%) were unique to the Russian CoP, and only one
quarter of the posts with the Russian hashtag included hashtags in other
languages. In each of the other CoPs, only about one quarter or fewer of the
posts were unique to one of the other communities (24 with #betwee-
nartandquarantine, 20 with #gettymuseumchallenge, and 25 with #tussen-
kunstenquarantaine). We also found that the overlap between the Russian
CoP and the other CoPs was smaller (fewer than five posts with each
combination of hashtags, included the Russian hashtag) than the overlap
between each of the other CoPs (more than 15 posts in each combination
of hashtags excluded the Russian hashtag).Thus, it is clear that 1) the
boundaries of the Russian online CoP were less permeable than the three
other CoPs; 2) the overlap across all four CoPs is significant, with only
one third of the posts (36%) in our sample including a single hashtag.
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[] #betweenartandquarantine

[ #tussenkunstenquarantaine

[ #gettymuseumchallenge

Il #uzou3omsuus

Figure 3.1 The overlap between the four CoPs.

While there is some overlap between the four CoPs, we examined if and
how the use of various Instagram social media features also varies across the
four CoPs. As shown in Table 3.3, the highest average number of hashtags
were seen in the two English CoPs, while posts in the Russian CoP included
half as many hashtags. A similar pattern was observed for the average
tagging in each CoP measure. Interestingly, posts in the Russian CoP re-
sulted in more likes, more comments, and had an average of almost five
times more followers than did posts in the English CoPs. The variations
across the four CoPs were statistically significant for tagging, according
to the one-way ANOVA statistic (see the second and third column of
Table 3.4). Despite the common practice of posting art recreations on
Instagram, users in each of these four CoPs demonstrated significantly
different social media behaviors.

In the Russian CoP, the use of only one of the four CoPs hashtags was
higher than in any other CoPs (Table 3.5), and according to Chi Square

Table 3.3 Average numbers of social media features in each of the four CoPs

Average per post for each CoP  Hashtag Tagging Follower Comment Like

#betweenartandquarantine 13.37 1.60 23,942 88 1,826
#tussenkunstenquarantaine 10.39 1.62 77,071 111 3,458
#gettymuseumchallenge 12.77 1.68 27,491 100 2,423

#uzouzommauus 5.71 0.79 154,392 168 4,326
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Table 3.4 ANOVA results for social media features across four CoPs, and between
single and multiple communities across four CoPs

Social One-way ANOVA Two-way ANOVA Two-way ANOVA
media across four CoPs between singlel of posts with highllow
features multiple community visibility across
across four CoPs four CoPs
Levene’s  F (N=3) Levene’s F(N=3) Levene’s F (N=3)
Statistic Statistic Statistic
Hashtag 14.140%%*  12.201%%* 7.923%** 2302 7.071*¥*%*%  0.575
Tagging 2.135 2.347 2.419* 3.417 2.990%** 0.278
Follower 6.575%%*% 2582 4.627%** 2304 9.265%**  2.693*
Comment  19.694*** 10.642%** 9. 707***  437]1** 17.277%%*%  15.704%**
Like 4.336** 3.117* 2.596* 2.061 11.840%**  4.025%*

Sig. (*p <0.05; **p <.001; ***p <0.001).

statistics (Table 3.6), this difference was significant. The Russian hashtag
was more likely to be used in a post without any of the other three
hashtags.

Interestingly, as shown in Table 3.5, posts in all four communities were
mostly written in one language (87%), and we didn’t find any significant
differences between the four when comparing the use of single or multiple
languages. Furthermore, the only significant difference between the four
CoPs was the use of a single hashtag (first column of Table 3.6). In all
four CoPs, more often than not (86%), the nationality of the original painter
and the user did not match, nor did the location/museum of the original art
and user’s nationality (88%). The frequency of disclosure of information
about the original artwork was at about the same level (88%), and the in-
clusion of a personal story in posts was similar across the four communities
(61%). The frequency of the use of objects varying from those in the original
artwork was as common across the four CoPs (28%). Posting recreations
with iconography that went beyond the original was low overall (21%), yet
was slightly higher in the two English CoPs compared with the other two
(25% and 24% compared with 19% and 17%, respectively).

2 The difference between posts in single community and those that cross
boundaries.

To answer our second research question, we compared posts that belong
to a single community—those that include only one of the four hash-
tags—with those that bridge CoPs boundaries—they include more than one
hashtag. As can be seen in Figure 3.2, the frequency of each of the codes
is higher in posts with multiple communities. However, these differences
between single communities and multiple communities were statistically
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Table 3.6 Results of cross tabulation across four CoPs, between single and multiple
communities, and between high and low visibility posts

Codel Chi Square Four CoPs Singlelmultiple Highllow
Statistics (hashtags) 1 community y° visibility
(N=400, df=3) (N=400, df=1) (N=400, df=1)
Single community 85.538*#* / 2.449
Single language 2.944 0.488 5.056*
Nationality: 0.389 0.503 7.386**
Painter=User
Nationality: 2.001 1.518 1.181
Museum=User
Info of original work 0.442 11.126*** 0.023
Personal story 0.199 10.097%** 27.271%%*
Replace the object 0.150 0.153 0.000
Iconography beyond 2.674 0.125 1.210
original

Sig. (*p <0.05; **p <0.01; ***p <0.001).

Single language
Nationality: Painter=User
Nationality: Museum=User
Info of original work
Personal story

Replace the object

Iconography goes beyond

0% 20% 40% 60% 80% 100%

m Single community Multiple community

Figure 3.2 Code frequency in single and multiple communities.

significant for only two codes, the inclusion of a personal story (x> = 11.126,
p<0.001), and information about the original work (x> = 10.097, p < 0.001)
(second column of Table 3.6). As can be seen in Figure 3.2, posts in multiple
communities were significantly more likely to include a personal story and
information about the original work than were posts in a single community
(236 vs. 115 and 171 vs. 72, respectively).
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We conducted a follow-up analysis in each of the CoPs to observe whe-
ther they follow the same pattern. Surprisingly, the percentage of Russian
hashtags accompanying posts divulging information about the original work
was the same in single community posts as it was in multiple communities’
posts (88%). But for the other three hashtags, the percentage of posts in
multiple communities including such information was higher, compared
with posts in each single community (92% vs. 79%, 92% vs. 76%, and 93%
vs. 60%, respectively) (Table 3.7). This was significant in only one of the
CoPs, the #gettymuseumchallenge (G =-0.783, p<0.01) (Table 3.8).
Although for each CoP, the percentage of posts that included a personal
story was higher in multiple community posts than in single community
posts, these differences were significant in only two CoPs, #betwee-
nartandquarantine (G =-0.481, p<0.01) and #gettymuseumchallenge
(G=-0.607, p<0.01).

When it came to Instagram’s features, we found variations between the
posts in single and multiple communities, including the average number of
hashtags, tags, followers, and comments per post (Table 3.9). We found a
higher average number of hashtags and tags for posts in multiple commu-
nities than in single communities (13.44 vs. 5.38 and 1.83 vs. 0.69, respec-
tively), but we found a higher average number of followers, comments, and
likes on posts in single communities than those in multiple communities
(91,754 vs. 59,022, 150 vs. 97, and 3,706 vs. 2,628, respectively). The dif-
ferences between the average number of hashtags (F =37.531, p <0.001),
tags (14.068, p <0.001), and comments (F =36.209, p <0.001) were statis-
tically significant, in contrast to the number of followers and likes (second
column of Table 3.10).

We conducted a follow-up analysis in each of the CoPs to examine if these
differences follow the same pattern (Table 3.11).

3 The difference between posts with high and low visibility.

We found that in each of the CoPs, all the compared social media features
significantly varied between posts in both single and multiple communities
and followed the same pattern as we had identified in the sample as a whole
(fourth and fifth columns of Table 3.4).

Our sample included the 50 most visible posts and 50 least visible
posts—based on the number of likes a post received—in each CoP, in order
for us to answer the third research question effectively, and identify the
differences between posts with high and low visibility in our sample and
within each of the four CoPs. Figure 3.3 illustrates the differences in code
frequency based on post visibility, showing that, unlike our expectations,
posts with high visibility were more commonly included in only one of the
four CoPs. Posts with lower visibility were more likely written in one lan-
guage, paired with a personal story, or associated with artwork by an artist
who does not have the same nationality as the user—nor does the artwork
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Table 3.9 Average number of social media features in single and multiple commu-

nities
Average per post for single Hashtag Tagging Follower Comment Like
and multiple community
Single community 5.38 0.69 91,754 150 3,706
Multiple communities 13.44 1.83 59,022 97 2,628

Table 3.10 t-Test results for social media features of single/multiple community and
high/low visibility posts

Social media Singlelmultiple community F Highllow visibility F
features (N =400, df=398) (N =400, df=398)
Hashtag 37.531%** 10.989%**

Tagging 14.068*** 12.260%**
Follower 0.092 27.359%**
Comment 36.209%** 114.507%**

Like 1.683 42.059***

Sig. (*p <0.05; **p <0.01; ***p <0.001).

Table 3.11 Average numbers of social media features in single and multiple com-
munity across four CoPs

Average per post for single and Hashtag Tagging Follower Comment Like

multiple community in each CoP

#betweenartandquarantine Single 5.92 1.04 63,304 112 3,282
Multiple  15.72 1.78 11,512 80 1,366

#tussenkunstenquarantaine Single 7.28 0.60 37,304 116 3,812
Multiple 11.43 1.96 90,327 110 3,366

#gettymuseumchallenge Single 7.05 0.45 53,435 130 3,304
Multiple  14.20 1.99 21,005 92 2,203

Husonsonanus Single 4.12 0.66 129,734 180 3,916
Multiple  10.23 1.15 224,573 133 5,495

belong to a museum nearby. In addition, the poster is likely to have ex-
perimented with iconography that goes beyond the original. However, only
some of these differences were statistically significant (fourth column of
Table 3.6). It was surprising to see that visible posts were significantly less
likely to include a personal story, more than one language, or reflect an
artwork by an artist from another nation than low visibility posts. As can be
seen in Figure 3.3, among the top three most frequent codes is the inclusion
of a personal story (147 vs. 96). However, only about half of the highly
visible posts included a personal story (96 out of 200), while about three
quarters of the less visible posts included a personal story (147 out of 200).
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Single community

Single language
Nationality: Painter=User
Nationality: Museum=User
Info of original work
Personal story

Replace the object

Iconography goes beyond
0% 20% 40% 60% 80% 100%
m Low visibility High visibility

Figure 3.3 Frequency of codes in posts with high and low visibility.

When we further compared posts with varying levels of visibility in each
of the CoPs (Table 3.12), we found that the difference in the inclusion of
a personal story in less visible posts was greater in each of the four CoPs,
and statistically significant in three of them (Table 3.13). Interestingly,
regarding the Russian CoP, highly visible posts were less likely to include
photos with replaced objects than were the less visible posts. Furthermore,
posts with high visibility using the two English hashtags were more likely
to be included in only one CoP than posts with low visibility (17 vs. 7 and
13 vs. 7, respectively), whereas highly visible and less visible posts within
the Dutch or Russian CoPs were as likely to be posted in single commu-
nities as they were in multiple communities (12 vs. 13 and 37 vs. 37, re-
spectively). However, these differences were statistically significant only
for the #betweenartandquarantine CoP (G =0.520, p <0.05). While our
sample indicated that highly visible posts were significantly more likely
to use one language than were less visible posts, these differences were
statistically significant only for posts within the #gettymuseumchallenge
community (G =-0.529, p<0.05). Furthermore, highly visible posts
within the Dutch community were significantly less likely to use an art-
work for which the nationality of its artist matches the user’s (G = —0.568,
p <0.05).

As we examined the variations in use of social media features between
posts with high visibility and those with low visibility (Table 3.14), we found
that for each measure we examined, highly visible posts had a significantly
different pattern from the less visible posts (third column of Tables 3.10).
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Table 3.14 Average frequency of use of social media features in posts with high and
low visibility

Average per post for posts with Hashtag Tagging Follower Comment Like
high and low visibility

High visibility 7.92 1.54 138,018 162 5,817
Low visibility 13.21 1.31 3,429 71 209

As expected, posts with high visibility received significantly more likes and
comments, included more tags, and were posted by users with significantly
more followers, but they have used significantly fewer hashtags.

When we examined whether these differences were evident in each of the
CoPs (Table 3.15), we found that three CoPs follow a similar pattern of
social media features use, but differed from the Russian CoP; these were
significant differences (fourth column of Table 3.4). We found that posts in
the Russian community use fewer hashtags than the other three, regardless
of high or low post visibility (3.16 compared with 9.88, 8.66., and 9.96; and
8.26 compared with 16.86, 12.12, and 15.58). In posts with low visibility
in the Russian community, we found more tagging on average per post
(0.84 compared with 0.74), in contrast to the three other CoPs, where the
more visible posts had a greater number of tags than posts with lower vis-
ibility (1.56 compared with 1.64, 1.38 compared with 1.86, 1.44 compared
with 1.92). Furthermore, in the Russian community’s posts with high visi-
bility, we found more comments (304,972) and likes (8,458) on average than
in any of the three other CoPs. Still, while the follower count of users who
post highly visible posts in the Dutch CoP is not as high as the Russian
average, it is not as low as the other two English CoPs (151,546 compared
with 43,770 and 51,786). Furthermore, the Dutch CoPs’ most visible posts
receive a higher average of likes than those of the most visible posts in the
English CoPs (6,734 compared with 3,434 and 4,642).

Table 3.15 Average numbers of social media features in posts with high and low
visibility across four CoPs

Average per post for high and low visibility ~ Hashtag Tagging Follower Comment Like
per each CoP

#betweenartandquarantine High 9.88 1.64 43,770 103 3,434
Low 16.86 1.56 4,114 72 217
#tussenkunstenquarantaine High 8.66 1.86 151,546 149 6,734
Low 12.12 1.38 2,596 74 221
#gettymuseumchallenge High 9.96 1.92 51,786 129 4,642
Low 15.58 1.44 3,196 70 206
HU30U30JIALIHS High 3.16 0.74 304,972 267 8,458

Low 8.26 0.84 3,812 68 194
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Discussion and Conclusions

We begin by discussing boundary maintenance, and then boundary-
crossing; we explain our findings in light of existing knowledge on CoPs and
within the specific sociocultural context of the four observed CoPs, drawing
on cross-cultural communication theories (Barna, 1994; Hall, 1989;
Hofstede et al., 2010; and Trompenaars & Hampden-Turner, 2012).

As a result of our attempt to understand if and how Instagram’s visual
affordances play a role in boundary maintenance processes (Dedema &
Fichman, 2021), we have noticed specific sociotechnical practices that aim at
maintaining the boundaries of a given CoP, consequently creating a
homogeneity within the CoP and strengthening the CoP members’ identities
in practice. In particular, we observed that the hashtag’s language served as
a boundary maintenance tool, especially when the Cyrillic script in the
Russian hashtag was used. The Latin script, on the other hand, was utilized
in the three other hashtags. In fact, the use of a different script, rather than
just the use of a different language, seems to enforce boundaries that are the
least permeable, and the Russian/Cyrillic hashtag was significantly more
likely to be used in a post without any of the three other Latin hashtags.
This Instagram feature, the hashtag’s script, aligns strongly with the se-
paration and overlap between the four CoPs; we found that the vast ma-
jority of the posts in the Russian CoP did not overlap with any of the three
other CoPs, while the vast majority of the posts in each of the three other
CoPs overlapped with at least one other CoP.

The differences between the Russian CoP and the other three were evident
in the comparison of almost all of Instagram’s social media features that we
examined, but any significant differences in regard to art recreation practice
were unnoticeable. Specifically, on average, the Russian posts received more
likes and comments, and had many more followers, yet fewer hashtags than
did posts in each of the three Latin-script CoPs. Thus, we conclude that,
despite the common practice of posting visual images of art recreations on
Instagram, users in each of these four CoPs exhibit various social media
behaviors. While the art recreations were shared across CoPs boundaries,
the posts were shared almost exclusively among the segments of the com-
munity that used the same script. The hashtag, which is a textual re-
presentation of the post’s topic, serves as a stronger form of identity in
practice than do the images of art recreation. It is perhaps not a surprise that
the script used to write a language creates barriers between the four observed
CoPs, given that language barrier is one of the six most basic stumbling
blocks in intercultural communication (Barna, 1994). What is noteworthy
here is the extent to which chosen script dictates the permeability of a
community even on Instagram, a platform known for its visual affordances,
and within the context of a challenge that focuses on fine art. While an
image is worth a thousand words and the art recreation practice was shared
across CoPs, the least permeable boundaries between the CoPs have been
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maintained through the different hashtags’ scripts. Future research should
further explore and compare the extent of the textual versus the visual
boundary maintenance practices.

Indeed, while hashtags’ scripts served as a significant boundary between
CoPs, making the Russian CoP more distinct from the other three, most of
the posts in our data set were common to multiple CoPs, demonstrating
permeable boundaries where boundary-crossing practices are common.
These posts that facilitated the boundary-crossing process and belonged to
more than one CoP (multiple communities) differed from those that did not
facilitate the boundary-crossing process and only belonged to one CoP
(single community). Most of the posts that crossed boundaries employed the
Latin script, while the majority of the posts that used the Cyrillic script did
not cross the boundaries of a single CoP.

We found that, more often than not, the ways in which the platform’s
social media features were utilized for boundary-crossing were expected. For
example, posts that crossed CoP boundaries had, on average, a significantly
larger number of hashtags and tags. Interestingly, however, posts in more
than one CoP had significantly lower average numbers of followers, com-
ments, and likes compared with posts that did not cross boundaries. This
suggests that perhaps brokers function at the periphery of each CoP.
Boundary brokers are “members who are particularly adept at maintaining
a presence at the boundary of their community, while sustaining their own
engagement in practice” (Thommons, 2017, p.12). Lave and Wenger (1991)
describe how newcomers become experienced members of a CoP, starting
with low-risk contributions at the margin of the community, in what the
authors call legitimate peripheral participation. In a similar way, art histor-
ians have frequently traced deviations and innovations in style and techni-
ques at the margins of masterpieces; these margins were often left to the
artist’s students and apprentices, some of whom later became established
artists, pushing art forward through a continued chain of development
(Gombrich, 1995). We observed that the social media practices differed
between posts that served for boundary-crossing and those that did not,
placing the Russian CoP as an outlier again.

The differences between the boundary-crossing posts and non-boundary-
crossing posts were also noticeable in our content analysis, as boundary-
crossing posts were significantly more likely to include information about
the original work and/or to include a personal story than were posts in single
communities that did not cross boundaries. Yet again, this boundary-
crossing practice was not as common in posts within the Russian CoP,
where posts were equally likely to include information of the original work
in the Russian CoP, whether they were posted to one or more CoPs.
Furthermore, while the percentage of posts that included a personal story
was higher in boundary-crossing posts in each CoP, there was a significant
difference when comparing them with the English non-boundary-crossing
posts, #betweenartandquarantine and #gettymuseumchallenge. This may
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suggest that the language of the post, in addition to scripts, plays an im-
portant role in boundary-crossing practices; other cultural norms may affect
this boundary-crossing practice (inclusion of a personal story), making it
more common in Anglo-Saxon cultures than in other cultures.

It is possible that in Anglo-Saxon cultures, sharing personal information
with strangers in online CoPs is more common, and that in these in-
dividualistic cultures, people are more likely to trust strangers enough to
share with them their personal stories, in order to connect and gain sym-
pathy. This practice of sharing information with strangers varies across
cultures (e.g., Trompenaars & Hampden-Turner, 2012). For example, small
talk across cultural barriers between Russians (coconut culture) and
Americans (peach culture) is tricky in part because of their cultural differ-
ences (Meyer, 2014). Meyer (2014) explains that in peach cultures, “people
tend to be friendly (“soft”) with new acquaintances ... share information
about themselves and ask personal questions of those they hardly know. ...
[then] they suddenly get to the hard shell of the pit where the peach protects
his real self and the relationship suddenly stops”. Meyer (2014) continues
and claims that in contrast, in coconut cultures, “people are initially more
closed off from those they don’t have friendships with. They rarely smile at
strangers, ask casual acquaintances personal questions, or offer personal
information to those they don’t know intimately. But over time, as coconuts
get to know you, they become gradually warmer and friendlier. And while
relationships are built up slowly, they also tend to last longer”. Meyer’s
(2014) idea comes from the difference between cultures based on the diffuse-
specific dimension of culture (Trompenaars & Hampden-Turner, 2012) or
the differences between high-low context cultures (Hall, 1989). Russian’s
diffuse and high context culture impacts their communication pattern,
as they don’t talk with strangers and are more conservative in general,
whereas individuals from Anglo-Saxon cultures are less conservative and
more likely to talk with strangers. These cultural differences can explain why
the Russians’ CoPs posts included less personal information than posts in
the three other CoPs, and also why sharing personal information in posts
in the Russian CoP was low both in boundary-crossing and non-boundary-
crossing posts.

More generally, we found that the Dutch CoP most of the time was si-
milar to the two English CoPs, and frequently in between the Russian and
English CoPs, and this might be explained by the relative rank of these
countries on Hofstede’s six dimension of national culture (Hofstede et al.,
2010). Furthermore, these cultural differences can explain why the Russian
CoP boundaries were less permeable more generally, in addition to the
differences in the use of Cyrillic vs. Latin script, and why we found different
boundary maintenance practices between the Russian CoP and the three
other CoPs. Russia differs from the Dutch and the other Anglo-Saxon
cultures also on each of Hofstede’s cultural dimensions (Hofstede et al.,
2010)," which can help explain the general similarity between the three CoPs
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in English and Dutch, and the differences between the Russian CoP and the
three other CoPs. Future research may benefit from a more thorough ex-
ploration of variations across cultures in other CoPs, beyond the specific
cultures that we cover.

It is important to note here, however, that the frequency of sharing per-
sonal information in posts in the art recreation challenge may further be
intensified online, compared with offline information sharing due to the
disinhibition effect (Suller, 2004). When people communicate on social
media platforms, they are more likely to open up and share personal in-
formation than they would be offline. As a result of benign online disin-
hibition (Suller, 2004), people might self-disclose more on the Internet than
they would in real life, or go out of their way to help someone or show
kindness online. The effect of cultural variations in toxic online disinhibition
has been documented, (Fichman & Rathi, 2022), but the impact of culture
on benign disinhibition has yet to be explored.

Because we initially thought post visibility (# of likes) may be a good
indicator of boundary-crossing processes, we examined the differences be-
tween posts with high and low visibility and found that, following the same
pattern we have identified earlier, the Russian CoP was also an outlier when
it came to differences between posts with high or low visibility. Contrary to
our expectations, posts with high visibility were more likely to belong to just
one CoP, and when compared to less visible posts, the latter were sig-
nificantly less likely to include a personal story, more than one language, or
an artwork by an artist from another nation. Only about half of the visible
posts included a personal story and about three quarters of the less visible
posts included a personal story. Furthermore, posts with high visibility, as
expected, received significantly more likes and comments, included more
tags, and were posted by users with significantly more followers. These posts
included significantly fewer hashtags, consequently minimizing the like-
lihood of crossing boundaries, which is counter-intuitive. All but the
Russian CoP followed the same patterns when it came to social media
features use; posts in the Russian community used fewer hashtags than the
three other CoPs, regardless of visibility. Less visible posts in the Russian
community included more tags on average per post, in contrast to the three
other CoPs, where more visible posts had more tags than posts with lower
visibility. Posts with high visibility in the Russian community had on
average more comments and likes than visible posts in any of the three other
CoPs. Surprisingly, visible posts in the Dutch community were posted by
accounts with more followers and received more likes on average than
visible posts in any of the two English CoPs. The challenge was very popular
in the Netherlands, and the Dutch CoP, which also created an active
Instagram account, was nominated for social media influencer of the year
for 2020 in the country, and was awarded second place (The Best Social
Awards, 2021). The variations between the Russian CoP and the three other
CoPs only add to the differences we have already identified and explained in
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regard to boundary maintenance and boundary-crossing processes across
and within these four CoPs.

Beyond the specific contribution that our study makes to the body of
literature on online CoPs, our study also adds to the understanding of the
relationships between technology and society more broadly, and to social
informatics research in particular. We provide an example of an Instagram
challenge to illustrate how the dystopian context of COVID-19 quarantine
promoted early conceptions of the utopian future, in which ICTs are used
everywhere in ways that go past the idea of “beyond being there”. Two
opposing ideals, dystopia and utopia, are merging to create a complex and
even paradoxical contextual setting for ICT use. It is this combination that
allows for the use of ICTs in new and innovative ways. As we observed, in
all four CoPs, practices involved sociotechnical manifestations that are
“beyond being there”, not only in terms of specific technological affor-
dances, but also by creating a new form of art that combines 1) the past and
the present in pushing into the future; 2) fine art of the great masters and
folk art that is created by anyone through repetition, the latter of which is
enabled and encouraged on social media in general, including Instagram,
with the help of its visual affordances; 3) the real artifact and its digital
representation or the digital manipulation of the recreation that only exists
in digital format. As a form of art, the recreation exists only in light of the
original; its existence, however, pushes the boundaries of the original into
new contexts in which new artists and amateurs utilize other materials,
objects, and style to create new pieces of art. The recreated art then has a life
of its own, as it is easily shareable; it can be further manipulated and shared
and duplicated like any other meme, regardless of size, medium, materials,
or location of the original.

The art recreation challenge has attracted amateurs and professional
artists, motivated to engage in this social media challenge for many rea-
sons, one of which is the desire to overcome anxiety and trauma that
were introduced to many by the COVID-19 lockdown. One of the most
active participants in this challenge, Eliza Reinhardt, writes: “These works
search for selfhood and a reclamation of lost memories resulting from a
traumatic brain injury. The sedimentary addition and subtraction of
paint functions both as a literal and metaphorical archaeology of memory.
Faces are fragmented, broken, and hidden; ambiguous, but sincere.
A violent collision between my own physicality, paint, and image, the
resulting canvases house a rich eruption of painting — a record of my re-
genesis of self”. (Reinhardt, 2021) The recreations later began to spill over
outside the confinement of their existence as a shareable digital image on a
social media platform, and back into the physical world, bringing some
recreations into museums’ buildings or turning some into commercialized
artifacts. Not only did museums promote the challenge early on (e.g., The
Getty and the Rijksmuseum—the national museum of the Netherlands),
but also later, in response to its popularity, they reinforced the idea that
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art recreations in this challenge exist as a legitimate form of contemporary
art by curating exhibitions of recreations within the museums in real life.
For example, the Palais des Beaux-Arts de Lille—an art museum in
France—curated the first official exhibition of these recreations in real life;
the exhibition was open to visitors from September 19, 2020 to November
30, 2020. The exhibition referred to the recreations as interpretations that
were presented by the masterpieces from their collection, and in some
instances provided the physical setting for visitors to recreate their own
interpretations of museum masterpieces. Another spillover of these re-
creations from Instagram to real life involves the commercialization of
some art recreations by artists (e.g., Eliza Reinhardt) in the form of prints,
postcards, and calendars.

In conclusion, we contribute in this chapter a nuanced understanding
of CoP boundary maintenance within the context of Instagram’s art recrea-
tion challenge during the COVID-19 crisis. We emphasize the sociotechnical
affordances of the platform, and highlight how these sociotechnical affor-
dances pushed the relationships between ICT and society to new levels “be-
yond being there”. By doing so, we contribute to social informatics research.

Note

1 Based on Hofstede et al. (2010) the scores of the Netherland, Russia, and USA,
respectively are: PDI 39-93-40; IDV 80-39-91; MAS 14-36-62; UAI 53-95-46; LTO
67-81-26; and IND 68-20-68.
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4 Treating a Viral Culture:
Using Cultural Competency and
Social Informatics to Design
Contextualized Information
Literacy Efforts for Specific
Social Information Cultures

Rachel N. Simons and Aaron J. Elkins

Introduction

Information does not exist in a void; it is created by people, for people, in
specific contexts and for specific purposes. These contexts and purposes also
shape how information is shared between individuals and within groups.
Researchers have long argued for the importance of understanding in-
formation behavior in context (Agarwal, 2017; Courtright, 2007), including
the role of sociocultural factors (Savolainen, 2016; Shin et al., 2007). Yet,
even given that information behaviors are performed in the context of
sociocultural belonging, the shifting approach to understanding the “post-
truth” nature of information literacy (Cooke, 2018) starkly underlines that
information behaviors within a single context may be far from homogenous.
A single larger sociocultural context (e.g., the population of the United
States) can contain multiple different social information cultures; members
of one information culture can even find another information culture to be
completely incomprehensible.

Thus far, little research has focused particularly on how shared socio-
cultural frameworks shape information behavior within groups or com-
munities as a culture. In this chapter, we develop a novel framework for
understanding “social information cultures” (SICs) as unique subjects of
study. We argue that developing an understanding of how people interact
with information, as contextualized within a specific SIC, can enable in-
formation literacy (IL) efforts that more effectively address members of that
culture. This process requires information professionals to focus on in-
creasing their social information cultural competency (SICC).

In order to understand fully any social information culture, we must also
examine how a culture is shaped by and reflected in its usage of information
and communication technologies (ICTs). In today’s global information
society ICTs, such as social media platforms, bring together individuals
from different geographic areas and allow them to create distinct social
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information cultures that leverage both social and technical aspects to
maintain a community. The field of social informatics (SI) focuses on using
a sociotechnical approach to understanding the “design, uses, and con-
sequences of information technologies” while “[taking] into account their
interaction with institutional and cultural contexts” (Kling, 2007, p. 205).
Accordingly, SI provides a crucial framework for using cultural competency
to understand a particular social information culture in context.

After describing the SICC framework, we illustrate how SICC can be
used to analyze a case study of the COVID-19 misinformation SICs en-
gaged with through social media during the current pandemic. In parti-
cular, we examine three current IL intervention approaches for addressing
COVID-19 misinformation (inoculation or “prebunking” efforts, accuracy
prompts before posting or sharing, and online conversation groups).
During this examination, we consider how each approach compares to key
features of the SICC framework, and how adopting the SICC framework
might enhance such IL efforts. Finally, we conclude with some suggestions
for how IL and SI researchers might employ the SICC framework to
help information professionals treat and inoculate those infected by viral
misinformation cultures.

Social Information Cultural Competency: A Sociotechnical
Approach to Understanding Information Behaviors in Context

In this section, we discuss the different frameworks that contribute to our
novel approach to understanding SICs, by bringing together theoretical
perspectives on psychosocial understandings of information behavior, cul-
tural competence, and SI. We then discuss how information professionals
might better design contextualized information literacy efforts by applying
SICC.

Contextualizing information behavior within social
information cultures

We define culture (Jahoda, 2012) here primarily as a socially constructed,
systematic set of beliefs and concomitant behaviors to which individuals
may adhere—and in which they may engage to various extents—in order to
experience social belonging. A key part of those beliefs and behaviors is
determined by their relationship to narratives within the culture (Bruner,
2014; Miller et al., 2007), including both shared and personal narratives
(Hammack, 2008). All human beings need to feel a sense of belonging to/in a
sociocultural context (Allen et al., 2021); increasingly, many people use
online interactions to foster a sense of social belonging (Meshi et al., 2020).
Social media is an important tool for fostering belonging in educational
settings (Vaccaro et al., 2015), work settings (Eren & Vardarler, 2013), and
for older adults (Sum et al., 2009).
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In addition to culture, a variety of psychosocial factors interact to create
information contexts that influence peoples’ information behavior (Hollister
et al., 2020). Identity performance is one way to indicate belonging to a
given culture; identity performance is the purposive expression of certain
behaviors and suppression of other behaviors (O. Klein et al., 2007). Identity
performance also includes information behavior (O. Klein et al., 2007,
Mahmud & Wong, 2021; S-O’Brien et al., 2011; Torres, 2010; Vignoles et al.,
2006). As individuals participate in both information and cultural contexts,
they engage in particular information behaviors guided by beliefs that
provide them with comfort and moral direction; they additionally hope
their beliefs and subsequent actions will provide them with a better life
(Shermer, 2002).

While research on information worlds (Burnett & Jaeger, 2008), social
media culture (Cino & Formenti, 2021; Megarry, 2018; Odii, 2020), con-
spiracy culture (De Maeyer, 2019; Grodzicka & Harambam, 2021), and
communities of practice (Wenger & Snyder, 2000) address some aspects of
information behavior in particular sociocultural contexts, they have not
necessarily considered the relationship between information behavior and
identity performance as situated within a sociotechnical context. In par-
ticular, very little research has considered this relationship within the
context of cultures whose information behaviors are intertwined with in-
formation and communication technologies (ICTs); such social informa-
tion cultures may exist in hybrid online and physical spaces, primarily
online, or even shift between spaces.

The concept of an information culture is a particularly powerful tool for
interrogating information behaviors performed in a situated context.
Current uses of the term “information culture” typically focus on knowledge
management and sharing behaviors within an organizational work context,
often in relation to productivity (Choo, 2013; Oliver, 2017). This concept of
information culture is important, as it provides a tool to interrogate in-
formation behaviors performed in the particular context of an organiza-
tional environment. However, because of its critical value, we argue that
the term “information culture” should be extended to contexts beyond the
traditional organizational model, to include other groups and communities
of practice. We therefore propose the term “social information culture”
(SIC) to understand better the information behaviors that are performed in
the context of sociocultural belonging, and within a specific sociotechnical
community that includes ICT use as an integral feature.

Social information cultural competency

A single larger sociocultural context (e.g., the population of the United
States) can contain multiple different SICs. In particular, the growing need
for information professionals to address a “posttruth era” (Baer, 2018;
Cooke, 2018; Lewandowsky, 2019; Lewandowsky et al., 2017) starkly
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underlines that social information culture is far from homogenous.
However, very few of the researchers examining the information behaviors
of such cultures have discussed in depth just how information professionals
attempting to work with these SICs (but who are not themselves part of the
SIC) can develop an understanding of how to approach them. One approach
to understanding the information behaviors of such cultures—after re-
cognizing them as cultures—is to develop a nuanced cultural competency.

Cultural competence is an important framework within the fields of
library and information studies (LIS) (Cooke, 2017), although authors have
criticized the lack of critical awareness and theoretical rigor around the term
(Blackburn, 2020). Broadly defined as the ability to interact respectfully with
people from other cultures, and sometimes framed in terms of “cultural hu-
mility” (Hodge, 2019; Hodge & Mowdood, 2016; Hurley et al., 2019), cultural
competence is partially developed by understanding the intersectional nature
of identity, and how our identities variously privilege or oppress us within
the systems of power of a culture (Blackburn, 2020; Montiel-Overall, 2009).
In particular, an understanding of such cultural hierarchies and beliefs may
be facilitated by analyzing both the dominant cultural narratives and coun-
ternarratives within the culture (Cooke, 2017). Accordingly, developing a
nuanced cultural competence for a specific culture requires significant time
and critical reflection, usually including developing a meaningful relationship
with the culture/community (Cooke, 2017).

Intellectual empathy is one tool that information professionals may use
while developing cultural competence (Hollister et al., 2020). Intellectual
empathy asks us to consider how the affective and cognitive factors that
comprise social identity interact to affect reasoning and belief (Baer, 2018,
2019; Linker, 2011, 2015). The five skills essential for intellectual empathy
are: “[Ulnderstanding the invisibility of privilege; knowing that social
identity is intersectional; using the model of cooperative reasoning; applying
the principal of conditional trust; [and] recognizing our mutual vulner-
ability” (Linker, 2015, p. 14). Along with these five skills, we may use the
“web of belief” model (van Orman Quine, 1975) to understand how beliefs
exist in relation to their importance to identity; as people adopt some beliefs
into the core of their identities, those beliefs become highly resistant to
change, even in the face of overwhelming counter-evidence. Developing an
understanding of what beliefs people have adopted as core to their identities,
and why they have so internalized those beliefs over others, can provide part
of the blueprint to build a bridge of intercultural understanding successfully.

Accordingly, we propose that Social Information Cultural Competence
(SICC) is the ability to respectfully interact with people from different SICs
formed through a deeper relationship with the community, an under-
standing of the privileges and oppressions resulting from the intersectional
nature of identity, and intellectual empathy. Additionally, a foundational
aspect of SICC is the expectation both to analyze dominant cultural nar-
ratives of an SIC, and to make space for counternarratives.
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Social informatics and SICC

While the application of cultural competence is an important framework of
practice and instruction within the field of LIS more broadly, the framework
is not frequently applied to research in the area of SI. Yet SI shares several
relevant principles with cultural competence, including encouraging careful
attention to the details of practice and identity as they are enacted within
a specific context.

An integral part of the SICC approach, SI “emphasizes the core re-
lationships among people, ICT, and organizational and social life
from perspectives that integrate aspects of social theory” (Fichman &
Rosenbaum, 2014, p. xviii). Through close examination of these re-
lationships, “the invisible can be made visible and its hidden assumptions
brought to light for careful critical examination” (Fichman & Rosenbaum,
2014, p. xviii). This ability is incredibly important for developing SICC
for a specific SIC. SI has also discussed the importance of looking at
cultural norms, such as around interactions with intellectual property
through ICTs (Eschenfelder, 2014).

The field of SI is not only well-attuned to examining closely both the
sociocultural and technical details of how an SIC engages with ICTs, but is
also useful for considering “embodied, culturally situated knowledge” per-
formed by users of specific ICTs (Simons et al., 2020, p. 183). The sig-
nificance of sociocultural context is a core principle of SI (Goggins &
Mascaro, 2013; Sawyer & Tapia, 2007), wherein “the situated nature and
uses of computing means that context and use are bound up through
practice” (Sawyer & Tapia, 2007, p. 274). Moreover, SI emphasizes that,
because “the design, implementation, and uses of ICT have reciprocal re-
lationships with the larger social context”, we cannot ignore the larger so-
cietal consequences of “the differential effects of the design, implementation,
and uses of ICTs” (Sawyer & Tapia, 2007, p. 274).

SICC is particularly informed by previous SI theory examining the
practices of knowledge sharing in online communities (Hara & Fichman,
2014). Much like the concept of SICs, Hara and Fichman (2014) similarly
emphasize the need to examine the practices of communities outside of
traditional organizations. Similar in some ways to the idea of using
boundary objects or boundary spanners (Hara & Fichman, 2014), SICC
provides a perhaps more contextualized approach for communicating and
understanding information behaviors between those who may not fully
share SIC memberships. In recent years, the rise of “posttruth” con-
ceptualizations of information have only increased the importance for SI to
consider such frameworks of knowledge sharing.

Integrating an SICC approach into the field of SI accordingly has po-
tential impacts for both research and practice in a number of areas. In our
case study within this chapter, we show both how SICs can be analyzed as
a sociotechnical subject of study by SI researchers, and how SICC can
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guide the direct practice of information professionals engaging in in-
formation literacy interventions with a particular SIC.

SICC-informed information literacy interventions

Although the field of IL has historically focused on developing skills
focused on traditional methods of reading (i.e., books and other author-
itative written documents), some authors have argued that IL must adopt
a sociotechnical approach to theory and practice, as well as integrating
social context into IL education and practice (Tuominen et al., 2005).
While research in the areas of digital literacy, ICT literacy, information
literacy, and media literacy frequently overlap among many different
disciplines when considering ICTs (Park et al., 2020), the field of LIS has a
particular interest in addressing the topic through community instruction
led by information institutions (Lloyd, 2010). Accordingly, the field of
LIS has traditionally discussed IL as “more of a practical and strategic
concept used by librarians and information specialists” that should be
implemented through direct education practice or curriculum development
(Tuominen et al., 2005, p. 330).

In particular, social media literacy (or competence) has become a
priority for such efforts (Zhu et al., 2021). The focus on social media
within the field of IL has increased rapidly over the past ten years, espe-
cially because of rising public concern about the increasing spread of
“fake news” and misinformation through these ICTs (Jaeger & Taylor,
2021). In response to these growing concerns, researchers have called
for IL interventions for addressing misinformation on social media
(Rubin, 2019). Rubin (2019), for example, has proposed a sociocultural
and sociotechnical framework for IL interventions, which follows the
epidemiological disease triangle model and focuses on causal factors,
virulent pathogens, and susceptible hosts. Rubin asserts that automated
interventions should only “assist (but not replace) human judgments” and
“require further in-depth understanding of the phenomenon and inter-
disciplinary collaboration” (2019, p. 1013).

The SICC framework is well-suited to build on previous IL theory and
research, while better informing such attempts to address misinformation
through interventions with specific SICs (which necessarily include ICTs).
Currently, only some IL approaches focus on sociocultural factors as a
critical aspect of tailoring literacy development and instruction (Budd &
Lloyd, 2014) or integrate a cultural competency/humility framework
(Cobus, 2008; Hodge & Mowdood, 2016; Montiel-Overall, 2007). While
researchers have looked at the relationship between IL and social capital
(Widén et al., 2021), and how social structures outside of the control of
individuals can impact the development of IL skills (Lin, 2010), IL fra-
meworks continue to struggle between a desire to highlight individual
agency by promoting “the knowledge and skills to battle the complexity of
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the modern information world”, and the tendency to frame individuals
through a “deficit perception” of their current agency and perceived lack
of appropriate literacies (Hicks & Lloyd, 2020, p. 363). Despite making
great progress, IL interventions generally fail to account for the full
complexity of the context of information behaviors. Instead, IL inter-
ventions need to recognize that “knowledge is not located in texts as
such—or in the individual’s head”, and focus on the “co-construction of
situated meanings and takes place in networks of actors and artifacts”
(Tuominen et al., 2005, p. 338).

An SICC-informed approach aims to honor the focus on agency and
skill development that is central to most IL interventions within the field
of LIS. An important part of this process is an emphasis on critical re-
flective practice (Corrall, 2017) for everyone involved in the intervention.
At the same time, an SICC-informed approach shifts the primary focus
from the individual to an SIC—thereby allowing for an information
professional to better understand the sociocultural and sociotechnical
context of that group, before engaging them directly in an intervention.
Developing SICC for an IL intervention necessarily requires developing
a relationship with the SIC and approaching this relationship with
intellectual empathy.

Finally, we again emphasize the importance for an SICC-informed IL
intervention to understand and address the significance of cultural nar-
ratives within an SIC. As information professionals attempt to grapple
with the role of “posttruth” and misinformation, they must address the
important role of narrative in creating a sense of meaning and belonging
in relation to misinformation (Bessi et al., 2015; Bessi et al., 2015;
Dahlstrom, 2021). Researchers looking at the problem of misinformation
on social media have discussed the power of conspiracy narratives, for
example, as being “a combination of disinformation, misinformation, and
rumour that are especially effective in drawing people to believe in post-
factual claims and form disinformed social movements” (Darius &
Urquhart, 2021, p. 1). In fact, some research indicates that ignoring the
relevant narrative during an intervention may have a “backfire effect” that
causes members of an SIC to become even more invested in misinforma-
tion (Zollo, 2019, p. 1). However, it is worth noting that counterstories can
exist even alongside these dominant narratives of misinformation within
an SIC (Goldstein, 2018).

We therefore propose that such SICs that become organized around
cultural narratives of misinformation may be called “misinformation SICs”.
These SICs require a careful SICC approach to IL intervention, lest the
intervention support the very misinformation it is trying to address. In the
rest of this chapter, we develop a specific case study, in order to illustrate
both the SICC framework and how it might improve IL interventions with a
misinformation SIC.
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Case Study: Information Literacy Campaigns Addressing
COVID-19 Misinformation on Social Media

In this section, we will use a specific case study on current approaches to
addressing the rapid spread of misinformation related to the COVID-19
pandemic through social media. We first discuss the specific context of the
COVID-19 misinformation SIC, including developing an understanding of
this SIC as a culture, and illuminating some important technical features of
social media platforms on which this SIC draws. We then discuss some
current frameworks for approaching IL interventions with this SIC. We
conclude by discussing three examples of IL interventions and comparing
these approaches to the SICC framework.

Background

As the COVID-19 pandemic continues throughout the world, access to
accurate and timely information remains a high priority for individuals and
global society. Throughout the pandemic, a significant number of people
across cultures and demographics have and are searching for, engaging with,
and sharing information about the COVID-19 pandemic, specifically
through social media platforms (Banerjee & Meena, 2021; Neely et al.,
2021). Accordingly, the quick spread of accurate health information over
social media can be useful for sharing important and even life-saving in-
formation (Venegas-Vera et al., 2020).

Unfortunately, an alarming amount of the information about COVID-19
and the pandemic that is being circulated is “disinformation”, “misinforma-
tion”, “false rumor”, or “conspiracy theories” (Cinelli et al., 2020; Islam et al.,
2021; Kouzy et al., 2020).! In addition to coverage of these topics in several
previously established fields of research (Pool et al., 2021), the field of “in-
fodemiology” has rapidly developed after the World Health Organization
popularized the term “infodemic” (Purnat et al., 2021; Zielinski, 2021). While
not all information contained in the COVID-19 infodemic is inaccurate,
the prevalence of inaccurate information can make it even more difficult
for individuals to access or assess the accurate information (Calleja et al.,
2021). Even a well-intentioned rush to share academic knowledge about the
COVID-19 pandemic has led to a boom of preprint articles, including many
that have been later retracted or revised (Fraser et al., 2021; Tentolouris et al.,
2021). At least one systematic review identified “social media usage, [a] low
level of health/eHealth literacy, and [the] fast publication process and preprint
service” to be “the major causes” of our current COVID-19 infodemic (Pian
et al., 2021, p. 1).

Researchers are alarmed at both the rapid spread and sheer quantity of
misinformation being shared over social media (N. Ahmed et al., 2020;
Banerjee & Meena, 2021; Bin Naeem et al., 2021). One recent study found,
for example, that roughly 25% of tweets with COVID-19 health
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information contained inaccurate information (Swetland et al., 2021).
What makes this particular kind of dis/misinformation especially con-
cerning is the seriousness of the consequences for not only those in-
dividuals who engage with this dis/misinformation (Barua et al., 2020;
De Coninck et al., 2021; Pian et al., 2021), but also for those in the same
physical communities who do not actively engage with this misinformation
(Calleja et al., 2021; Hornik et al., 2021).

Understanding COVID-19 misinformation networks as social
information cultures

In order to address effectively the negative impacts of COVID-19 dis/
misinformation spread through social media, we must first better under-
stand who is sharing this content, how and where networks of sharing
develop, and—perhaps most importantly—why individuals engage with
COVID-19 dis/misinformation content and choose to share it with others
in their social networks. Previous research on “fake news” and dis/mis-
information has identified several different psychosocial factors for why
individuals engage with and share this content on social media, including a
lack of deliberation in evaluating the content (Bago et al., 2020), a reliance
on emotion (Martel et al., 2020), a “laziness” in utilizing analytic thinking
(Pennycook & Rand, 2019, p. 2521), and using heuristics of familiarity
when encountering information, without a depth of personal knowledge
on the topic (Pennycook & Rand, 2021).

While the research on COVID-19 dis/misinformation engagement and
sharing on social media is still (rapidly) developing, there is compelling
evidence that a cultural model is an appropriate approach for under-
standing this information behavior (Rampersad & Althiyabi, 2020).
Similar to previous examinations of groups such as the “antivax” or
“vaccine hesitant” communities on social media (Koltai, 2020a, 2020b;
Wawrzuta et al., 2021), preliminary research indicates that people who go
beyond simply reading and decide to share COVID-19 “fake news” or dis/
misinformation, do so for complex sociocultural reasons. While individual
differences may predict a particular user’s likelihood of sharing certain
kinds of COVID-19 misinformation, such as conspiracy theories (Lobato
et al., 2020), research has found that the general motivation for sharing
COVID-19 dis/misinformation is greatly determined by tie strength to
others in the sharing network (Apuke & Omar, 2020), along with a
value of altruism (Apuke & Omar, 2021). These shared beliefs may lead
social media users into closed networks of COVID-19 dis/misinformation
that further their ties to the group through “echo chambers” that promote
“confirmation bias” (Modgil et al., 2021).

In short, an individual’s reasoning for whether or not to share COVID-19
misinformation goes beyond individual psychological factors, and is
influenced by their connections to others with similar beliefs and values.
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These connections form a unique SIC that is both mediated by and reflected
in the use of social media. There are indications that content sharing net-
works are not necessarily bound by the same traditional geographical, na-
tional, or demographical divisions as traditional cultures. Within boundaries
such as the United States, for example, COVID-19 dis/misinformation is
spreading across traditional racial, socioeconomic, and gender lines
(Collins-Dexter, 2020; Ross, 2020). Or at least, dis/misinformation narra-
tives can be taken and repurposed for different groups, so that “concepts
similar enough to pass as first cousins on the misinformation family tree
have proliferated in social media spaces that do not usually cross or blend”
(Ross, 2020, para. 5).

This COVID-19 misinformation SIC represents a culture that is unique to
and shaped by the specific context of COVID-19, while also drawing on
preexisting SICs such as the “alternative medicine community” (Soveri et al.,
2021) and “antivax” or “vaccine hesitant community” (Koltai, 2020b). For
example, dedicated sharers of COVID-19 dis/misinformation have begun
employing shared “secret codes” and alternative words to get around bans
on misinformation designed by social media platforms—a tactic that
is particularly well-documented among the previously existing “antivax”
SIC (Collins & Zadrozny, 2021). This shared language not only provides
the SIC with a valuable tool for using social media platforms on their own
terms, but also solidifies their shared sense of group identity as a culture.

Members of the COVID-19 dis/misinformation SIC accordingly draw
on these overlapping SICs to learn both social media tactics (Kalichman
et al., 2021), and how to frame compelling narratives rhetorically (Martin
& Vanderslott, 2021), both of which are key aspects for the SIC to grow
and flourish. Research indicates that, while antivaccine cultural narratives
on social media have tended to coalesce around a few prevalent themes
such as freedom of choice and harm prevention from vaccine-related in-
juries (Wawrzuta et al., 2021), antivaccine narratives are increasingly able
to incorporate more diversity and flexibility, and thus to draw in in-
dividuals with more diverse interests (Johnson et al., 2020). Furthermore,
antivaccine content is better able to present and use rhetorical message
framings that are known to be persuasive and engaging, while provaccine
content on social media may not use such compelling rhetoric (Argyris
et al., 2021).

This greater cohesion of narrative and rhetorical framing on one side of
the debate may be explained by the fact that people who engage with pro-
vaccine content on social media do not necessarily consider themselves to
be part of a “provaccine” social group, and do not perceive their informa-
tion behaviors to be within the context of such an SIC. For example, there
are far fewer “provaccine” groups on Facebook than “antivaccine” or
“vaccine hesitant” groups; on average, antivaccine groups not only create
more content but also stay active for a longer period of time than provaccine
groups (Kim & Kim, 2021). Previous research has shown that antivaccine
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groups on platforms such as Facebook foster a sense of community and
belonging among members, and form “network ties due to homophily
through values”, with those values being consistent between different groups
(Koltai, 2020b, p. 3). These connections indicate a larger sense of culture
that goes beyond specific groups or content. At least one study has shown
that any two local clusters of antivaccine groups on Facebook (e.g., within
two US states) are “typically interconnected through an ether of global
clusters and so feel part of both a local and global campaign” (Johnson
et al., 2020, p. 231).

As this SIC continues to coalesce, it produces a feedback loop that
amplifies its own presence. With many of their normal cognitive and social
structures disrupted by the pandemic, individuals look for alternative
sociocultural structures on social media, and may find a compelling one in
the COVID-19 misinformation SIC. As they become socialized into this
SIC, they begin acting in the “real” world based on these cultural beliefs,
and sharing the results of their actions back on social media—which then
amplifies the cultural narratives even more and draws greater attention
(and new members) to the SIC (Dow et al., 2021). Significantly, the Center
for Countering Digital Hate (CCDH) claims that a number of “leading
antivaxxers” met secretly in person in October 2020 to share their ap-
proaches to using social media and—among other goals—to coordinate
around a “master narrative” (CCDH, 2020, p. 4).

Relevant technical features and understanding the role of platforms

As the CCDH additionally points out (CCDH, 2020), antivax leaders and
average sharers must successfully leverage the technical features of social
media platforms to propagate cultural narratives effectively. It is worth
noting, however, that even the broad use of the term “social media” may
erase important distinctions in how the affordances of each specific platform
interact with the information behaviors of an SIC. For example, “echo
chambers” may look and function very differently on different social media
platforms, based on the features of those platforms (Cinelli et al., 2021). The
use of private groups, the inability for users to curate highly their own
“feed” of posts shared by “friends”, and other sharing features, may create
more highly segregated “homophilic clusters” on Facebook than on a
platform such as Reddit (Cinelli et al., 2021).

At the same time, social media users are capable of translating dis/
misinformation narratives successfully across platforms and adapting to
leveraging the different affordances of these platforms. For example, the
organization First Draft has a number of guides and “recipes” to help
researchers and journalists understand the spread of specific dis/mis-
information across different platforms (First Draft, 2022). The guide to
“tracking the cross-platform spread of harmful and misleading narratives”
asserts that “misinformation and conspiracy theories are not static” and
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“move from one platform to another, often promulgated by organized
online communities that seed this information across the web” (Smith &
De Keulenaar, 2021, para. 1). One example of a particularly contagious
piece of disinformation is the Plandemic “documentary”, which continued
to be shared across multiple platforms, even as individual platforms at-
tempted to ban the video and discussion (Graham, 2020).

Several researchers studying the spread of COVID-19 dis/misinforma-
tion on social media have urged that attempts to address this problem
must consider the deliberate use of “media manipulation” on these plat-
forms by conscious actors (Donovan et al., 2021; Nazar & Pieters, 2021).
Donovan et al. (2021) argue that not only is such “media manipulation”
an understudied aspect of the COVID-19 infodemic, but also that it is
specifically “a sociotechnical process, whereby motivated actors leverage
conditions or features within an information ecosystem to [...] advance
their agenda” (p. 6). Their advice “is designed to work within any cultural
context”, is “fluid”, and relies on “the method of research known as in-
vestigative digital ethnography, which takes into account the differences in
geography, culture, language, law, and demographic diversity, so that
these recommendations can be tailored to specific environments as per the
needs of the locale and situation” (Donovan et al., 2021, pp. 4-95).
Notably, they also identify the sharing of specific narratives as an im-
portant component of the “seeding” of a dis/misinformation campaign
through social media (Donovan et al., 2021, p. 20).

Donovan et al. discuss several specific features of the use of social media
to distribute narratives, including attempting to dominate conversations on
specific platforms “where they believe they can reach a target audience”, for
example, by identifying specific Facebook pages, or engaging with a parti-
cular Twitter hashtag (2021, p. 20). The CCDH has identified similar tactics
around the spread of dis/misinformation, with the goal of advancing nar-
ratives, as well the use of social media deliberately to create spaces for
confused or uncertain individuals to receive misinformation under the guise
of getting “answers”, including misleadingly named Facebook groups and
misleading hashtags on Instagram and Twitter (CCDH, 2020, p. 10). By
achieving a “critical mass in conversation that will lead to a campaign[’s]
becoming newsworthy or result in a false perception of massive public
concern”, seeded dis/misinformation ultimately lends authority to narratives
that become increasingly compelling (Donovan et al., 2021, p. 20). Once “a
particular piece of disinformation has spread beyond a core group of media
manipulation campaign operators, resulting in trending topics on social
media, uptake by influential social media accounts, and coverage by fringe
websites with little or no editorial oversight”, this dis/misinformation has
been successfully integrated into wider discussions on social media beyond
the initial group doing the “seeding” (Donovan et al., 2021, p. 20). These
narratives may then engage both core members of the SIC and other users of
social media.
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Significantly, some researchers have argued that the solution to such
deliberate manipulation of the specific affordances of social media plat-
forms is not simply to increase technical or digital literacy for all people
who may interact with dis/misinformation narratives. For example, Sirlin
et al.’s (2021) study of social media users who were presented with a set of
true and false news posts, found significant differences in the factors as-
sociated with believing false posts versus sharing false posts. While this
study supports previous research associating lower digital literacy with
“less ability to tell truth from falsehood”, it simultaneously contradicts
the prevalent belief that this same relationship explains sharing behaviors
around dis/misinformation (Sirlin et al., 2021, p. 3). In fact, the authors
argue that “the pattern is strikingly different” for sharing intentions,
whereby “[no] digital literacy measure is consistently associated with
sharing discernment—the tendency to share true news more than false
news—nor are they significantly associated with the fraction of headlines
the subject shared that are true (an alternative metric of information
sharing quality)”. Sirlin and colleagues also noted that “analytic thinking
is also not significantly associated with either sharing quality measure”
(Sirlin et al., 2021, p. 3).

Researchers, politicians, and concerned users have all called for greater
transparency from social media platforms (Donovan et al., 2021), and for
these companies to take greater responsibility for the spread of COVID-19
dis/misinformation (CCDH, 2021; B. Klein et al., 2021). Over the past year
and a half, several platforms have made efforts to control this aspect of
the infodemic, primarily by banning certain misinformation (Stelter &
Pellico, 2021), and occasionally by banning the accounts of well-known
“super-spreaders” (De Vynck, 2021; Pietsch, 2021). However, these efforts
have been criticized as still lacking transparency or unity across platforms
(Krishnan et al., 2021).

Such platform-driven efforts have had only limited success in control-
ling either the spread of dis/misinformation narratives or the growth of the
COVID-19 misinformation SIC (N. Ahmed et al., 2020; De Vynck &
Lerman, 2021). As evidenced by the Plandemic video (Graham, 2020)
and other narratives, such as the “#FilmYourHospital” conspiracy
(W. Ahmed 2020), specific narratives may easily circumvent moderation
by any one platform (Cruickshank et al., 2021). To get around bans of
specific links known to contain misinformation, users may develop work-
arounds such as using the WayBack Machine digital archive to point to
links of since-removed (or debunked) articles that are now banned on
platforms (Donovan, 2020). Posts may also use “co-tagging” with multiple
hashtags to circumvent bans on specific misinformation-related hashtags
(Quinn et al., 2021). Automatic flagging on platforms like Twitter has
had mixed results and may even backfire, as members of such mis-
information SICs may be influenced by narratives alleging that these ef-
forts are “political” attempts to control them, and become even more firm
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in their beliefs (Lanius et al., 2021). Notably, many of these moderation
approaches are largely automated. While automated moderation does
show some promise, it still struggles to follow both the role of psycho-
social factors and the way that SICs continue to amend and adapt nar-
ratives across platforms—especially as misinformation narratives evolve
and change over time (Gerts et al., 2021).

Accordingly, we argue that there is still a significant need for information
professionals to intervene and to address the spread of harmful dis/mis-
information on social media platforms, especially within the dedicated
COVID-19 dis/misinformation SIC.

COVID-19 misinformation IL interventions

Because of their long history with similar IL efforts, and their sophisticated
understanding of “information”, information professionals are not only
well-suited to these interventions, but also should feel obligated to intervene.
Bin Naeem and Bhatti (2020), for example, refer to the current COVID-19
infodemic as a “new front for information professionals” and document
existing guides that librarians have assembled to combat misinformation
(p- 233).

Researchers and platforms have tried several approaches to ban or
otherwise label COVID-19 dis/misinformation content on social media,
including fact-checking (Roitero et al., 2021) and de-bunking (Wang et al.,
2021) strategies. As mentioned above, many of these approaches are au-
tomated. However, most such attempts to control dis/misinformation
content do not really attempt to improve the IL within the COVID-19 dis/
misinformation SIC. Instead, such approaches focused on limiting the
spread of the content itself, and therefore do not really correspond to IL
frameworks in LIS, which focus on developing the agency and skills of
users. Accordingly, researchers have argued that interventions need to go
beyond “fact-checking” approaches (Burel et al., 2021; Chou et al., 2021;
Shahi et al., 2021) to developing long-term eHealth and science literacy
(Eysenbach, 2020). Yet these literacy interventions are still framed in
terms of individual users, rather than the SIC as a whole.

Of the approaches aimed at individual users, many COVID-19 dis/mis-
information interventions are framed as media (Melki et al., 2021; Su et al.,
2022) or communication literacy (Mheidly & Fares, 2020) approaches. Some
may be called health literacy (Bin Naeem & Kamel Boulos, 2021; Silva &
Santos, 2021) or digital health literacy (Dadaczynski et al., 2021; Nguyen
et al., 2021; Patil et al., 2021; Vrdelja et al., 2021) interventions. Others have
focused on proactively increasing trust in science (Agley et al., 2020; Agley &
Xiao, 2021), including by using infographics (Crutcher & Seidler, 2021;
Rotolo et al., 2021). Despite the differences in names, nearly all of these
approaches share an interest in trying to automate the intervention and
to scale it up in order to reach as many people as possible.
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Next, we analyze three specific types of intervention efforts that have
recently been gaining significant research and media coverage in more detail.
In our analysis, we discuss both similarities with our proposed SICC fra-
mework, and where possible gaps in these approaches might be better ad-
dressed by incorporating an SICC approach. To develop our analysis, we
have closely read these processes (Feinberg, 2012) through online doc-
umentation, research articles, and interviews that discuss these approaches.
Our analysis is also informed by the approach of Critical Technocultural
Discourse Analysis (CTDA), which “applies critical cultural and, im-
portantly, technocultural theories to ICT artifacts” (Sweeney & Brock, 2014,
p- 3). We discuss these specific intervention approaches merely as examples,
not as a comprehensive review of all approaches.

Inoculation or prebunking

A growing body of research indicates that approaches focusing on fact-
checking or de-bunking dis/misinformation that has already been extensively
shared on social media are not particularly effective in changing the
minds of users who have already been exposed. Even a single exposure may
form an “illusory truth effect” that is hard to combat (Pennycook et al.,
2018, p. 1865). Additionally, debunks “don’t reach as many people as
misinformation, and they don’t spread nearly as quickly” (Garcia & Shane,
2021, para. 3). “Inoculation” or “prebunking” efforts therefore attempt to
catch users at (or before) the first time they encounter a new piece of dis/
misinformation (Lewandowsky & van der Linden, 2021). In a guide devel-
oped for First Draft, Garcia and Shane (2021) list three main types of
prebunking efforts: fact-based (focused on correcting a specific false claim or
narrative), logic-based (focused on explaining tactics used to manipulate),
or source-based (pointing out bad sources of information). While the ap-
proach can be used for different types of dis/misinformation, the guide
particularly emphasizes COVID-19 dis/misinformation.

Focusing primarily on a combination of “fact” and “logic” based ap-
proaches, First Draft offers a guide to designing prebunking efforts.
Notably, the first step is to “figure out what information people need”; the
authors encourage those designing an intervention to “anticipate [their]
audience’s questions” by not assuming “that [their] questions are the same as
[their] audience’s” (Garcia & Shane, 2021, sec. What to prebunk). The au-
thors encourage the use of “tools such as Google Trends to figure out
trending questions or issues”, as well as “[checking] in with community
figures and [thinking] about creating a space where people can submit their
questions” (Garcia & Shane, 2021, sec. What to prebunk). This step involves
asking questions such as “What preexisting narratives might bad actors
exploit?” and “How can you help people identify these tactics and narratives
so that they are less likely to fall for them?” (Garcia & Shane, 2021, sec.
What to prebunk).
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The tenth (and final) step is “Find where your audience is and publish
there”, in which “successful prebunks will join and be integrated in online
spaces and platforms where your audience is already spending time” (Garcia
& Shane, 2021, sec. How and where to share). Those designing interventions
are encouraged to “use social listening and monitoring tools to figure out the
digital spaces where “the party” is happening and join in”, after “[reading]
the room before [jumping] into the conversation” (Garcia & Shane, 2021,
sec. How and where to share). This final step involves “[thinking] about the
culture of the specific online space or platform you have identified” by
asking questions such as “What are the trends or styles that people use
to communicate?” and “How can you use those in a way that effectively
communicates the information you want people to have?” (Garcia & Shane,
2021, sec. How and where to share).

This approach to addressing dis/misinformation is mostly in line with a
true IL approach, as it aims to develop the agency and skills of individuals
by teaching them to “be better equipped to spot it and question it” (Garcia
& Shane, 2021, sec. The basics). The process described here includes several
other qualities that are integral to the SICC framework, most notably a
nascent understanding of the importance of targeting prebunking efforts
at communities that have their own “cultures”. Focusing on listening and
understanding existing narratives are also key components of developing
cultural competency/humility for a specific SIC.

Integrating the SICC framework into this prebunking process would
encourage intervention designers to think more deeply in a few key areas.
In particular, the SICC framework would encourage a deeper approach
to understanding the target SIC, beyond using more shallow tools such as
Google Trends. In particular, developing a better understanding of why
members of the SIC value and share certain narratives would further deepen
the approach to supporting members’ ability to spot and question these
narratives—as well as to evaluate more critically their membership in the
SIC as a whole. Teaching intervention designers more clearly how to engage
in the process of developing cultural competency/humility, such as how to
employ an “investigative digital ethnography” (Donovan et al., 2021, p. 4),
would be particularly helpful.

Finally, while preventative dis/misinformation IL interventions are a
great approach in theory, it is worth considering how cultural competency
should be applied to understanding who is likely to participate in such
interventions. It seems unlikely that core or deeply invested members of
the COVID-19 dis/misinformation SIC would be eager to approach such
interventions without a preexisting value for spotting and questioning dis/
misinformation—which seems especially unlikely given the values of this
SIC. Accordingly, a pre-prebunking effort might be necessary just to build
trust with the SIC and to entice such members to participate in the in-
tervention. As the primary tool for engaging individuals in these inter-
ventions is often automated games that are aimed at reaching as many



114  Rachel N. Simons and Aaron J. Elkins

people in a general population as possible (e.g., DROG, 2022; Social
Decision-Making Lab, 2022; Warner, 2022), it may be difficult to build
this kind of pretrust through a relationship specifically with the SIC.

Accuracy prompts

Based on prior research that indicates a boost in critical thinking reduces
“inattentive” sharing of fake news and misinformation, the intervention
approach of “accuracy reminders” (also called prompts or nudges) aims to
encourage social media users to evaluate COVID-19 dis/misinformation
more closely before sharing it (Pennycook et al., 2020, p. 777). Pennycook
et al. (2020) argue that this approach is effective for fighting COVID-19 dis/
misinformation because “people generally wish to avoid spreading mis-
information and, in fact, are often able to tell truth from falsehood; how-
ever, they nonetheless share false and misleading content because the social
media context focuses their attention on factors other than accuracy”
(p. 771). Accordingly, the approach focuses on applying “subtle nudges” to
make the “concept of accuracy more salient” in users’ minds as they interact
with social media content. Several researchers in this area believe that this
approach can be widely applied, because the analytical thinking mechanism
can work independently from users’ “political ideology” or personal back-
ground (Pennycook & Rand, 2019, p. 39).

In particular, recent research by Epstein et al. (2021) examined several
different accuracy prompt interventions, using survey experiments with US
social media users “quota-matched to the national distribution on age,
gender, ethnicity, and geographic region” (p. 2). As with previous studies,
this study focused primarily on judging the content of headlines (some with
misinformation and some with accurate information), and asking partici-
pants about their sharing intentions. The authors found that the most ef-
fective intervention into reducing participants’ stated intention to share false
headlines incorporated a multistep approach before asking them about their
sharing intentions for the specific headlines of the study: “(i) asking parti-
cipants to judge the accuracy of a non-COVID-19 related headline,
(ii) providing minimal digital literacy tips, (iii) asking participants how im-
portant it was to them to share only accurate news, [...] (iv) asking parti-
cipants to judge the accuracy of a series of [four] non-COVID-19-related
headlines (and providing corrective feedback on their responses), [and]
(v) informing participants that other people thought it was important to
share only accurate news (providing “descriptive norm” information)”
(Epstein et al., 2021, p. 3).

The authors argue that certain forms of this multistep accuracy prompt
intervention are “particularly appealing” because of the following factors:
the approach does not “require technology companies to decide (e.g., via
machine learning or human moderators) what is true versus false”; the ap-
proach allows users to “exercise [their] desire to avoid sharing inaccurate
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content, preserving user autonomy”; and because “accuracy prompts are
scalable (unlike, for example, professional fact-checking, which is typically
slow and only covers a small fraction of all news content)” (Epstein et al.,
2021, p. 2). They additionally argue that “gender, race, partisanship, and
concern about COVID-19 did not moderate effectiveness, suggesting that
the accuracy prompts will be effective for a wide range of demographic
subgroups” (p. 2). Yet the authors do conclude that “the prompts were
more effective for participants who were more attentive, reflective, engaged
with COVID-related news, concerned about accuracy, college-educated, and
middle-aged” (Epstein et al., 2021, p. 2). Finally, they do indicate some areas
for future research, including assessing “how long the effects last” and un-
derstanding how their results “would generalize cross-culturally” (Epstein
et al., 2021, p. 3).

Again, there are several aspects of this approach that could work well in
an SICC-informed IL intervention. In particular, the SICC framework is
roughly in line with the authors’ emphasis on including a complex approach
that incorporates both digital literacy skills and a connection to psychoso-
cial factors of belonging (such as discussing values of the user and of others
they may consider to be in their “community”). Additionally, the approach
specifically values “user autonomy” (Epstein et al., 2021, p. 2) and users’
ability to develop and use their own judgement and IL skills.

At the same time, the SICC framework would indicate some potential
gaps in this approach. First, this is (again) a very individual-centered ap-
proach that explicitly aims to be generally effective across demographics,
cultures, and groups (rather than working with a specific SIC and building a
relationship). However, it is worth noting that even the authors indicated
that the results were most effective for participants with certain character-
istics (namely: attentive, reflective, engaged with COVID-related news,
concerned about accuracy, college-educated, and middle-aged) and that “the
effect was also stronger among people who placed greater importance on
sharing only accurate news, consistent with the idea that shifting attention
to accuracy should increase sharing discernment only insofar as the user
actually cares about accuracy” (Epstein et al., 2021, p. 3). The SICC fra-
mework would suggest that some additional investigation and building of
cultural competency is likely necessary to understand fully if this set of
“characteristics” and “values” indicates the presence of a distinct SIC(s)
with whom this approach will particularly resonate, and if there are other
SICs for whom the approach does not work. While the authors briefly ad-
dress the limitation of generalizing across cultures, they likely mean the
more traditional sense of geographic/national or ethnic/racial cultures.

Additionally, there is little nuance in the approach toward understanding
how a “preference for accuracy” may be balanced with other psychosocial
factors of belonging and belief, including other values of the SIC. Adopting
the SICC framework could potentially help information professionals
looking to use this approach to target certain cultural values better and
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make them even more salient, by more fully understanding the relationships
of other values and the cultural narratives of the SIC. Why and when do
certain “foci” become more “salient” for members of the COVID-19 dis/
misinformation SIC? For example, are all headlines and topics equally
culturally important to the SIC? Are headlines even of primary interest to
members of this SIC when they make sharing decisions?

Finally, as with many current COVID-19 misinformation IL approaches,
this approach particularly emphasizes scalability and generalizability. This is
certainly an understandable goal, and the approach may indeed work well
for the majority of social media users who casually interact with COVID-19
dis/misinformation. While researchers have proposed integrating this ap-
proach into social media platforms, the platforms have not yet adopted
this intervention. Like with the prebunking approach, the current primary
mechanism for this type of intervention is the use of online “training” games
(e.g., Social Decision-Making Lab, 2022). Similar to the prebunking ap-
proach, however, it may be necessary to develop a longer-term relationship
directly with the COVID-19 dis/misinformation SIC, in order to encourage
members of the SIC actually to engage with this intervention.

Conversation groups

In contrast to more large-scale and automatable interventions, several
grassroots “conversation group” approaches have developed, that en-
courage a more interpersonal and human-focused framework for addressing
COVID-19 dis/misinformation. Among these, arguably the most successful
is the grassroots effort “Vaccine Talk”. Vaccine Talk focuses on engaging
with individual users on social media platforms—especially the vaccine
“skeptical” and those with vaccine skeptics in their personal lives. While not
focused exclusively on the COVID-19 vaccine, the group has been greatly
focused on discussing this particular vaccine within the context of the
pandemic (Dwoskin et al., 2021).

Although members may venture out into other social media platforms
such as the Reddit discussion forum (Dwoskin et al., 2021), the movement’s
main home is a private Facebook group (meaning that users must request
and be given access by a group moderator), with almost 79,000 current
members (Vaccine Talk, 2022). The group describes itself as a “group for
vaccine debate and discussion” where “PV [Pro-Vaccine], AV [Anti-
Vaccine], and undecided are all welcome” (para. 1). The group has ten stated
rules, including: “No misrepresentation and no medical advice”; “No doxing
or harassment, civility is required”; “Please provide evidence when asked for
it”; and “Please include a discussion or debate topic” (Vaccine Talk, 2022,
sec. Group rules from the admins). As of August 2021, the group had
twenty-five moderators/administrators who represented six different coun-
tries (Dwoskin et al., 2021) and were collectively available 24 hours a day
(Simon, 2021).
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In interviews, one of the group’s co-founders (Kate Bilowitz) stresses that
the group is moderated “by real people” (para. 5) who “want to get people
out of their echo chambers and start talking to each other” (Simon, 2021,
para. 6). Bilowitz describes “the process to engage somebody who is con-
cerned about vaccines” as beginning with “[encouraging] them to make a
post in the group expressing what it is that they’re concerned about, why
they’re feeling that way and what specific questions they have”; then the
other group members are encouraged “to provide [the poster] with either
evidence showing that, you know, what they’re concerned about is not true
or evidence showing that there’s nothing to be concerned about” (Simon,
2021, para. 9). Not only do posters need to provide some kind of link to
“evidence” within 24 hours upon the request of any single other group
member, but they must also give “a little bit of commentary about it” in
order to “[cut] down on spamming” (Simon, 2021, para. 10). Once “evi-
dence” has been provided, “it’s up to the members in the group to evaluate
that source and tell the member who provided it why it’s a good source
or why it’s a bad source” (Simon, 2021, para. 10). Bilowitz adds that this
reflective engagement process with both the information and the other
group members is “really educational for a lot of people who have maybe
never been challenged in that way before” (Simon, 2021, para. 10).

Unlike the other interventions, which can quantitatively measure the
amount of times that certain misinformation content is shared, or whether
or not recipients of the intervention choose to share sampled misinforma-
tion, the outcome metrics of a conversation group like Vaccine Talk are
more qualitative. The post-by-post approach focuses on each individual and
their own “discussion or debate topic”; there is no external evaluation of the
outcome of the conversation sparked by posts, of the objective truth of
the claims made, or of the impact on the individuals involved. Yet, while the
primary goal of the group is not necessarily to convert as many vaccine
skeptics as possible, Bilowitz claims that the group administrators loosely
monitor the sentiment of people who join the group (as “antivaccine or on
the fence”) and that they have documented over 400 cases of group members
remarking that the group has changed their mind (Simon, 2021, para. 12).

The group deliberately uses different tactics than the automated ap-
proaches that social media platforms are using, focusing on fostering
nuanced conversations instead of simply banning certain key words, topics,
or sources (Dwoskin et al., 2021). In fact, Bilowitz expresses frustration that
Facebook’s tactics to control dis/misinformation frequently hinder the
group’s own efforts, saying that “the biggest challenge that we face right
now is dealing with Facebook’s content moderation” because “Facebook’s
algorithm can’t understand the difference between something that’s posted
with the intention of spreading misinformation and something that’s posted
with the intention of debunking or critiquing it” (Simon, 2021, para. 12).
Furthermore, Bilowitz argues that Facebook’s “inconsistent” flagging
makes it hard for the group to avoid complete (temporary) deactivation—an
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occasional occurrence that “keeps [her] up at night [worrying] about what’s
going to happen to the group” (Simon, 2021, para. 11). She expresses a deep
concern with the “banning” approach, saying, “Facebook is attempting
to shut down misinformation by shutting down all conversation entirely,
[but] T strongly believe that civil, evidence-based discussion works, and
Facebook’s policies make it extremely difficult for that to happen”
(Dwoskin et al., 2021, para. 5). A critical part of making these discussions
work, she emphasizes, is empathy for all of the members of the group:
“Empathy is critical to this work. I don’t think you could do this if you
didn’t care about people. I think all of our moderators and myself [care] very
deeply about what we’re doing” (Simon, 2021, para. 13). The goal of this
“care” is to acknowledge realistically that the “conversation about vaccines”
is not easily solved universally with a one-time intervention, and to “con-
tinue the group and to grow it to help get the correct information to people
to help them feel confident in their decision to get vaccinated” (Simon, 2021,
para. 13). Bilowitz adds that this approach to getting people to accept the
COVID-19 vaccine is “how we’re going to end this pandemic” (Simon, 2021,
para. 13).

Although the Vaccine Talk group would not necessarily describe them-
selves as an “information literacy” intervention, this grassroots movement
has several important features of the SICC IL approach. First, the organi-
zers of the group have an explicit focus on intellectual empathy and on
allowing members of the group to express their own values/beliefs and to be
respectfully heard. Second, the organizers are invested in cultivating an
environment in which members can productively cultivate their own eva-
luations and interpretations, rather than forcing an externally defined goal
and understanding of the context. From its own description, the group is
ostensibly not concerned either with determining an absolute truth or with
defending a particular side in the debate. However, comments made by
Bilowitz clearly indicate that the group’s main purpose is to “get the correct
information to people to help them feel confident in their decision to get
vaccinated” (Simon, 2021, para. 13). Similarly, while a culturally competent
or humble IL approach should be empathetic and respect participants’
agency, information professionals do not necessarily have to adopt a
“neutral” approach without specific desired outcomes—especially when
dealing with SICs of misinformation. Finally, the organizers, while them-
selves not necessarily part of the antivaccine SIC, have taken (and continue
to take) considerable time to engage with this SIC and to understand it.

There are also some aspects of this approach that do not completely line
up with an SICC IL intervention. Most notably, the approach somewhat
deliberately avoids placing posters’ “discussion or debate topic” into full
cultural context, and instead establishes a post-by-post or individual focus.
While the group does leave some room for personal narrative and coun-
ternarratives, it still very heavily privileges—in fact, requires—the presence
of “evidence” and labels itself as an “Evidence Based Discussion Forum”.
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However, the group does leave the validation and interpretation of what
makes something definitively “evidence” up to each individual (which does,
in turn, support the agency of members in developing their own critical
thinking and information literacy skills). Finally, while this approach has
some implications for integrating counternarratives, it does not do so ex-
plicitly; we may also question whether such a group will ever appeal to core
members of the COVID-19 dis/misinformation SIC, or whether it can only
appeal to less-engaged or tentative members.

Discussion: Suggestions for Treating a Viral
Misinformation SIC

Our case study analysis supports previous work indicating that a focus on
individual deficiencies in information literacy skills is not sufficient to ex-
plain why or how misinformation narratives become viral and are shared
within an SIC (Sirlin et al., 2021)—and may even risk creating a “backfire
effect” (Zollo, 2019). Accordingly, we propose that the SICC framework can
guide information professionals in learning to understand information be-
haviors and social information cultural narratives in a sociotechnical
context—without that full context, IL interventions with SICs are not likely
to be as successful, particularly in the case of such viral misinformation
cultures.

First, we argue that IL intervention efforts need to better understand who
is most deeply engaging with dis/misinformation content on social media
(i.e., the actual SIC members), versus focusing exclusively on the behaviors
of non-SIC members who happen to be interacting with misinformation
narratives. It is true that many people engaging in these narratives, while not
actively members of the SIC, may be inadvertently supporting and raising
the profile of these narratives. Yet while there is still value in interventions
that prompt non-SIC members to think carefully about sharing mis-
information, these users may not represent the most “viral” sharers. While
more generalized prebunking and accuracy prompt interventions may be
easier to scale, they will also likely be less effective at improving IL for
the most core members of a misinformation SIC.

Accordingly, at least some IL interventions should be tailored to those
who have become deeply invested in the specific cultural narratives of the
dis/misinformation SIC. For example, one study found that individuals’
belief in COVID-19 misinformation does not necessarily stem from a lack of
trust in the narrative of scientific consensus, so much as a simultaneous
support for other narratives (Agley & Xiao, 2021). This finding indicates
that simply presenting these individuals with consensus-based scientific
“fact” may not be as useful for changing a belief in misinformation, as
making this narrative more compelling than other misinformation cultural
narratives. Using an SICC framework helps information professionals to
assess and address actual SIC members meaningfully.
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Second, we argue that IL interventions need to understand better why
the members of an SIC (especially a misinformation SIC) engage in certain
information behaviors and are invested in certain cultural narratives.
There is compelling evidence, for example, that people fall back on shared
cultural values and narratives even more in times of crisis and informa-
tional uncertainty or overload. Darius and Urquhart argue that, during
the COVID-19 pandemic, conspiracy narratives “provide a pseudo-
epistemic background for disinformed social movements that allow for
self-identification and cognitive certainty in a rapidly changing informa-
tion environment” (2021, p. 1). The exponentially growing — and some-
times legitimately conflicting — information from official and academic
sources about COVID-19 makes many individuals particularly reliant on
trusting compelling narratives and voices (Purvis et al., 2021).

However, the goal of IL interventions should not simply be to purge an
SIC of all cultural narratives: adopting an SICC approach includes re-
cognizing that narratives are a key part of any culture, and that both nar-
ratives and counternarratives are an important tool to engage both
individuals and the group. Previous research has shown, for example, that
narrative approaches can be highly successful in delivering accurate
COVID-19 health information tailored to diverse subgroups across social
media (Gesser-Edelsburg, 2021; Ngai et al., 2020). Currently, the small body
of research on using narratives in conjunction with health information on
social media is focused more on subgroups or personas (e.g., Massey et al.,
2021), and is primarily focused on conveying accurate information—as
opposed to cultivating IL skill development through intervention with an
SIC. We suggest that SICC IL approaches to COVID-19 dis/misinformation
might consider building on such research by, for example, integrating per-
sonal and affective narratives from culturally competent health profes-
sionals. While some research has indicated that personal narratives from
healthcare professionals is effective in promoting accurate COVID-19 in-
formation (Topf & Williams, 2021), these approaches are often still lacking
specific cultural competency for the SICs they are targeting. Integrating
celebrity or other influential voices might be a similar approach.

Similarly, while SICC IL approaches can build on other interventions
that encourage critical reflection, they should integrate an understanding
of how to encourage members of a particular SIC to engage in these be-
haviors. While the literature emphasizes the importance of critical reflec-
tion, few studies address the all-important question of how to get
individuals to engage in this practice if reflection (or reflection in this way)
is not already a valued part of their SIC. For this reason, it may also be
helpful to engage current or former members of the SIC in sharing
counternarratives from within the SIC itself that may support the ultimate
goal of developing IL skills. Conversation group approaches such as
Vaccine Talk offer one possible way to engage such counternarratives, if
deliberately cultivated and supported. When using such an approach, we
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must be aware of how super-spreaders use similar groups to achieve the
opposite goals, and further pull in uncertain SIC members (and potential
members) by doubling-down on and tailoring compelling narratives
(CCDH, 2020). Yet the very success of this approach in drawing in-
dividuals into SICs may indicate the potential for successfully using the
same approach to help draw them out of it again.

Finally, we argue that IL interventions must understand how dis/mis-
information is shared within and outside of SICs, specifically by under-
standing the technical affordances of the ICTs that are an integral part of
the SIC. Building on advice given by Donovan et al. (2021) that is “designed
to work within any cultural context” (p. 4) and “can be tailored to specific
environments as per the needs of the locale and situation” (p. 5), we argue
that an SICC approach can go one step further by understanding the
COVID-19 dis/misinformation SIC is the cultural context itself to which it
should be tailored. Accordingly, information professionals attempting an
information literacy intervention for this (or any) SIC can employ the ap-
proach of “investigative digital ethnography” (Donovan et al., 2021, p. 4) as
part of their development of cultural competency. This approach also in-
cludes developing familiarity with the specific ICTs (and their affordances)
used by the SIC, as an integral part of the SIC.

Notably, as Donovan et al. (2021) argue, “Observing online communities
properly takes time, and the ethnographic process requires a commitment to
observation during breaking news events and also during the downtime in
between” (p. 47). Similarly, we posit that perhaps the most defining feature
of an SICC approach is the deliberate avoidance of haste in deploying
(particularly automated) interventions; time is required to develop both
cultural competency and a meaningful relationship with the SIC, with which
an information professional seeks to work. Time and relationship building
are important features, for example, of the Vaccine Talk conversation
group. While these features are also largely absent from current automated
approaches (such as the prebunking and accuracy prompt interventions), we
argue that automated approaches might find greater success within the
core dis/misinformation SIC if these approaches were designed after fully
developing cultural competency.

Information professionals—particularly those who are used to engaging
with the field of social informatics—are particularly well-situated to ap-
preciate the effort necessary to understand fully both the sociocultural and
technical aspects of an SIC before designing anything. We propose that the
SICC framework provides a valuable approach to understanding the who,
why, and how of successfully treating a viral misinformation culture.

Conclusion

In this chapter, we have proposed a novel framework for designing con-
textualized information literacy interventions using the approach of SICC.
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While developing a case study of dis/misinformation spread through social
media during the COVID-19 pandemic, we argue that current information
literacy efforts to address COVID-19 misinformation—while promising—
are incomplete because they currently fail to fundamentally understand and
address why, how, and through whom cultures of dis/misinformation con-
tinue to flourish online. We propose that adopting an SICC framework will
better allow existing and future information literacy efforts (such as those
aimed at combatting COVID-19 misinformation) to assist individuals in
developing their information literacy skills within the context of their social
information culture.

In addition to advancing IL practice and research, our SICC framework
contributes to the field of SI research by introducing the novel concept of
SICs. The field of SI is a foundational aspect of the SICC framework and
guides the principle of understanding SICs as inherently and deeply socio-
technical “subjects” that are deserving of study. Additionally, we encourage
the field of SI to embrace the conceptual and methodological framework
of cultural competency when investigating SICs; while cultural competency
(or cultural humility) is becoming increasingly relevant within the practice
of many information professionals, it has not yet been adopted within the
research (or practice) specifically of SI. Accordingly, our case study ex-
amination offers one starting example of how SI research might adopt the
SICC framework.

In order to “treat” viral misinformation cultures, information profes-
sionals must develop both a sociotechnical and sociocultural understanding:
they must become empathetic “doctors” who take the time necessary to
understand fully where their “patients” are coming from, or risk adminis-
tering ineffective or even harmful treatments.

Note

1 Because we are not interested here in distinguishing between the sources and/or
intentions of the creators of inaccurate COVID-19 information, for the purposes
of this case study, we primarily refer to inaccurate information as “misinforma-
tion” or “dis/misinformation”.

References

Agarwal, N.K. (2017). Exploring context in information behavior: Seeker, situation,
surroundings, and shared identities. Synthesis Lectures on Information Concepts,
Retrieval, and Services, 9(7), i-163. 10.2200/S00807ED1V01Y201710ICR061

Agley, J., & Xiao, Y. (2021). Misinformation about COVID-19: Evidence for dif-
ferential latent profiles and a strong association with trust in science. BMC Public
Health, 21(1), 89. 10.1186/s12889-020-10103-x

Agley, J., Xiao, Y., Thompson, E.E., & Golzarri-Arroyo, L. (2020). COVID-19
misinformation prophylaxis: Protocol for a randomized trial of a brief informa-
tional intervention. JMIR Research Protocols, 9(12), €24383. 10.2196/24383


https://dx.doi.org/10.2200/S00807ED1V01Y201710ICR061
https://dx.doi.org/10.1186/s12889-020-10103-x
https://dx.doi.org/10.2196/24383

Treating a Viral Culture 123

Ahmed, N., Shahbaz, T., Shamim, A., Shafiq Khan, K., Hussain, S.M., & Usman,
A. (2020). The COVID-19 infodemic: A quantitative analysis through Facebook.
Cureus, 12(11), e11346. 10.7759/cureus.11346

Ahmed, W., Lopez Segui, F., Vidal-Alaball, J., & Katz, M.S. (2020). COVID-19 and
the “Film Your Hospital” conspiracy theory: Social network analysis of Twitter
data. Journal of Medical Internet Research, 22(10), e22374. 10.2196/22374

Allen, K., Kern, M.L., Rozek, C.S., Mcinerney, D.M., & Slavich, G.M. (2021).
Belonging: A review of conceptual issues, an integrative framework, and directions
for future research. Australian Journal of Psychology, 73(1), 87-102. 10.1080/0004
9530.2021.1883409

Apuke, O.D., & Omar, B. (2020). Modelling the antecedent factors that affect online
fake news sharing on COVID-19: The moderating role of fake news knowledge.
Health Education Research, 35(5), 490-503. 10.1093/her/cyaa030

Apuke, O.D., & Omar, B. (2021). Fake news and COVID-19: Modelling the pre-
dictors of fake news sharing among social media users. Telematics and Informatics,
56, 101475. 10.1016/j.tele.2020.101475

Argyris, Y.A., Monu, K., Tan, P.-N., Aarts, C., Jiang, F., & Wiseley, K.A. (2021).
Using machine learning to compare provaccine and antivaccine discourse among
the public on social media: Algorithm development study. JMIR Public Health
and Surveillance, 7(6), €23105. 10.2196/23105

Baer, A. (2018). It’s all relative? Post-truth rhetoric, relativism, and teaching on
“Authority as Constructed and Contextual”. College & Research Libraries News,
79(2), 72. 10.5860/crIn.79.2.72

Baer, A. (2019). What intellectual empathy can offer information literacy education. In
S. Goldstein (Ed.), Informed Societies: Why information literacy matters for citizen-
ship, participation and democracy (pp. 47-68). Facet. 10.29085/9781783303922.005

Bago, B., Rand, D.G., & Pennycook, G. (2020). Fake news, fast and slow:
Deliberation reduces belief in false (but not true) news headlines. Journal of
Experimental Psychology. General, 149(8), 1608-1613. 10.1037/xge0000729

Banerjee, D., & Meena, K.S. (2021). COVID-19 as an “infodemic” in public health:
Critical role of the social media. Frontiers in Public Health, 9, 610623. 10.3389/
fpubh.2021.610623

Barua, Z., Barua, S., Aktar, S., Kabir, N., & Li, M. (2020). Effects of misinformation
on COVID-19 individual responses and recommendations for resilience of dis-
astrous consequences of misinformation. Progress in Disaster Science, 8, 100119.
10.1016/j.pdisas.2020.100119

Bessi, A., Coletto, M., Davidescu, G.A., Scala, A., Caldarelli, G., & Quattrociocchi,
W. (2015). Science vs conspiracy: Collective narratives in the age of misinforma-
tion. PloS One, 10(2), e0118093. 10.1371/journal.pone.0118093

Bessi, A., Zollo, F., Del Vicario, M., Scala, A., Caldarelli, G., & Quattrociocchi, W.
(2015). Trend of narratives in the age of misinformation. PloS One, 10(8),
€0134641. 10.1371/journal.pone.0134641

Bin Naeem, S., & Bhatti, R. (2020). The COVID-19 “infodemic”: A new front for
information professionals. Health Information and Libraries Journal, 37(3), 233-239.
10.1111/hir.12311

Bin Naeem, S., Bhatti, R., & Khan, A. (2021). An exploration of how fake news is
taking over social media and putting public health at risk. Health Information and
Libraries Journal, 38(2), 143-149. 10.1111/hir.12320


https://dx.doi.org/10.7759/cureus.11346
https://dx.doi.org/10.2196/22374
https://dx.doi.org/10.1080/00049530.2021.1883409
https://dx.doi.org/10.1080/00049530.2021.1883409
https://dx.doi.org/10.1093/her/cyaa030
https://dx.doi.org/10.1016/j.tele.2020.101475
https://dx.doi.org/10.2196/23105
https://dx.doi.org/10.5860/crln.79.2.72
https://dx.doi.org/10.29085/9781783303922.005
https://dx.doi.org/10.1037/xge0000729
https://dx.doi.org/10.3389/fpubh.2021.610623
https://dx.doi.org/10.3389/fpubh.2021.610623
https://dx.doi.org/10.1016/j.pdisas.2020.100119
https://dx.doi.org/10.1371/journal.pone.0118093
https://dx.doi.org/10.1371/journal.pone.0134641
https://dx.doi.org/10.1111/hir.12311
https://dx.doi.org/10.1111/hir.12320

124  Rachel N. Simons and Aaron J. Elkins

Bin Naeem, S., & Kamel Boulos, M.N. (2021). COVID-19 misinformation online
and health literacy: A brief overview. International Journal of Environmental
Research and Public Health, 18(15), 8091. 10.3390/ijerph18158091

Blackburn, F. (2020). Cultural competence: Toward a more robust conceptualisa-
tion. Public Library Quarterly, 39(3), 229-245. 10.1080/01616846.2019.1636750

Bruner, J. (2014). Narrative, culture, and psychology. In A. Antonietti, E.
Confalonieri, & A. Marchetti (Eds.), Reflective Thinking in Educational Settings:
A Cultural Framework. Cambridge University Press.

Budd, J.M., & Lloyd, A. (2014). Theoretical foundations for information literacy:
A plan for action. Proceedings of the Association for Information Science &
Technology, 51(1), 82-87. 10.1002/meet.2014.14505101001

Burel, G., Farrell, T., & Alani, H. (2021). Demographics and topics impact on the
co-spread of COVID-19 misinformation and fact-checks on Twitter. Information
Processing & Management, 58(6), 102732. 10.1016/j.ipm.2021.102732

Burnett, G., & Jaeger, P.T. (2008). Small worlds, lifeworlds, and information:
The ramifications of the information behaviors of social groups in public policy
and the public sphere. Information Research, 13(2), 1-18.

Calleja, N., AbdAllah, A., Abad, N., Ahmed, N., Albarracin, D., Altieri, E.,
Anoko, J.N., Arcos, R., Azlan, A.A., Bayer, J., Bechmann, A., Bezbaruah, S.,
Briand, S.C., Brooks, 1., Bucci, L.M., Burzo, S., Czerniak, C., De Domenico, M.,
Dunn, A.G., ...Purnat, T.D. (2021). A public health research agenda for managing
infodemics: Methods and results of the first WHO infodemiology conference.
JMIR Infodemiology, 1(1). 10.2196/30979

CCDH. (2020). The anti-vaxx playbook. CCDH. https://www.counterhate.com/
playbook

CCDH. (2021). Disinformation dozen: The sequel. CCDH. https://www.counterhate.
com/disinfosequel

Choo, C.W. (2013). Information culture and organizational effectiveness. International
Journal of Information Management, 33(5), 775-779. 10.1016/j.ijjinfomgt.2013.
05.009

Chou, W.-Y.S., Gaysynsky, A., & Vanderpool, R.C. (2021). The COVID-19 mis-
infodemic: Moving beyond fact-checking. Health Education & Behavior: The
Official Publication of the Society for Public Health Education, 48(1), 9-13. 10.11
77/1090198120980675

Cinelli, M., De Francisci Morales, G., Galeazzi, A., Quattrociocchi, W., & Starnini,
M. (2021). The echo chamber effect on social media. Proceedings of the National
Academy of Sciences of the United States of America, 118(9), €2023301118.
10.1073/pnas.2023301118

Cinelli, M., Quattrociocchi, W., Galeazzi, A., Valensise, C.M., Brugnoli, E.,
Schmidt, A.L., Zola, P., Zollo, F., & Scala, A. (2020). The COVID-19 social media
infodemic. Scientific Reports, 10(1), 16598. 10.1038/s41598-020-73510-5

Cino, D., & Formenti, L. (2021). To share or not to share? That is the (social media)
dilemma. Expectant mothers questioning and making sense of performing
pregnancy on social media. Convergence, 27(2), 491-507. 10.1177/1354856521
990299

Cobus, L. (2008). Integrating information literacy into the education of public health
professionals: Roles for librarians and the library. Journal of the Medical Library
Association: JMLA, 96(1), 28-33. 10.3163/1536-5050.96.1.28


https://dx.doi.org/10.3390/ijerph18158091
https://dx.doi.org/10.1080/01616846.2019.1636750
https://dx.doi.org/10.1002/meet.2014.14505101001
https://dx.doi.org/10.1016/j.ipm.2021.102732
https://dx.doi.org/10.2196/30979
https://www.counterhate.com
https://www.counterhate.com
https://www.counterhate.com
https://www.counterhate.com
https://dx.doi.org/10.1016/j.ijinfomgt.2013.05.009
https://dx.doi.org/10.1016/j.ijinfomgt.2013.05.009
https://dx.doi.org/10.1177/1090198120980675
https://dx.doi.org/10.1177/1090198120980675
https://dx.doi.org/10.1073/pnas.2023301118
https://dx.doi.org/10.1038/s41598-020-73510-5
https://dx.doi.org/10.1177/1354856521990299
https://dx.doi.org/10.1177/1354856521990299
https://dx.doi.org/10.3163/1536-5050.96.1.28

Treating a Viral Culture 125

Collins, B., & Zadrozny, B. (2021, July 21). Who is the “pizza king”? The secret
language being used by anti-vaccine groups to skirt detection. NBC News. https://
www.nbcnews.com/tech/tech-news/anti-vaccine-groups-changing-dance-parties-
facebook-avoid-detection-rcnal480

Collins-Dexter, B. (2020). Canaries in the coal mine: COVID-19 misinformation and
Black communities. https://shorensteincenter.org/canaries-in-the-coal-mine/

Cooke, N.A. (2017). Information services to diverse populations: Developing culturally
competent library professionals. Libraries Unlimited. https://ebookcentral.proquest.
com/lib/texaswu/detail.action?docID=4742121

Cooke, N.A. (2018). Fake news and alternative facts: Information literacy in a post-
truth era. American Library Association. http://ebookcentral.proquest.com/lib/
texaswu/detail.action?docID=5491295

Corrall, S. (2017). Crossing the threshold: Reflective practice in information literacy
development. Journal of Information Literacy, 11(1), 23-53. http://d-scholarship.
pitt.edu/28240/

Courtright, C. (2007). Context in information behavior research. Annual Review of
Information Science and Technology, 41(1), 273-306. 10.1002/aris.2007.144041
0113

Cruickshank, I., Ginossar, T., Sulskis, J., Zheleva, E., & Berger-Wolf, T. (2021).
Content and dynamics of websites shared over vaccine-related tweets in
COVID-19 conversations: Computational analysis. Journal of Medical Internet
Research, 23(12), €29127. 10.2196/29127

Crutcher, M., & Seidler, P.M. (2021). Maximizing completion of the two-dose
COVID-19 vaccine series with aid from infographics. Vaccines, 9(11), 1229. 10.33
90/vaccines9111229

Dadaczynski, K., Okan, O., Messer, M., Leung, A.Y.M., Rosario, R., Darlington,
E., & Rathmann, K. (2021). Digital health literacy and web-based information-
seeking behaviors of university students in Germany during the COVID-19 pan-
demic: Cross-sectional survey study. Journal of Medical Internet Research, 23(1),
€24097. 10.2196/24097

Dahlstrom, M.F. (2021). The narrative truth about scientific misinformation.
Proceedings of the National Academy of Sciences of the United States of America,
118(15), €1914085117. 10.1073/pnas.1914085117

Darius, P., & Urquhart, M. (2021). Disinformed social movements: A large-scale
mapping of conspiracy narratives as online harms during the COVID-19 pan-
demic. Online Social Networks and Media, 26, 100174. 10.1016/j.0snem.2021.
100174

De Coninck, D., Frissen, T., Matthijs, K., d’'Haenens, L., Lits, G., Champagne-
Poirier, O., Carignan, M.-E., David, M.D., Pignard-Cheynel, N., Salerno, S., &
Généreux, M. (2021). Beliefs in conspiracy theories and misinformation about
COVID-19: Comparative perspectives on the role of anxiety, depression and ex-
posure to and trust in information sources. Frontiers in Psychology, 12, 646394,
10.3389/fpsyg.2021.646394

De Maeyer, J. (2019). Taking conspiracy culture seriously: Journalism needs to face
its epistemological trouble. Journalism, 20(1), 21-23. 10.1177/1464884918807037

De Vynck, G. (2021). YouTube is banning prominent anti-vaccine activists and
blocking all anti-vaccine content. Washington Post. https://www.washingtonpost.
com/technology/2021/09/29/youtube-ban-joseph-mercola/


https://www.nbcnews.com
https://www.nbcnews.com
https://www.nbcnews.com
https://shorensteincenter.org
https://ebookcentral.proquest.com
https://ebookcentral.proquest.com
http://ebookcentral.proquest.com
http://ebookcentral.proquest.com
http://d-scholarship.pitt.edu
http://d-scholarship.pitt.edu
https://dx.doi.org/10.1002/aris.2007.1440410113
https://dx.doi.org/10.1002/aris.2007.1440410113
https://dx.doi.org/10.2196/29127
https://dx.doi.org/10.3390/vaccines9111229
https://dx.doi.org/10.3390/vaccines9111229
https://dx.doi.org/10.2196/24097
https://dx.doi.org/10.1073/pnas.1914085117
https://dx.doi.org/10.1016/j.osnem.2021.100174
https://dx.doi.org/10.1016/j.osnem.2021.100174
https://dx.doi.org/10.3389/fpsyg.2021.646394
https://dx.doi.org/10.1177/1464884918807037
https://www.washingtonpost.com
https://www.washingtonpost.com

126  Rachel N. Simons and Aaron J. Elkins

De Vynck, G., & Lerman, R. (2021). Facebook and YouTube spent a year fighting COVID
misinformation. It’s still spreading. Washington Post. https://www.washingtonpost.
com/technology/2021/07/22/facebook-youtube-vaccine-misinformation/

Donovan, J. (2020, April 30). Covid hoaxes are using a loophole to stay alive—Even
after content is deleted. MIT Technology Review. https://www.technologyreview.
com/2020/04/30/1000881/covid-hoaxes-zombie-content-wayback-machine-
disinformation/

Donovan, J., Friedberg, B., Lim, G., Leaver, N., Nilsen, J., & Dreyfuss, E. (2021).
Mitigating medical misinformation: A whole-of-society approach to countering
spam, scams, and hoaxes. Technology and Social Change Research Project. 10.3701
6/TASC-2021-03

Dow, B.J., Johnson, A.L., Wang, C.S., Whitson, J., & Menon, T. (2021). The
COVID-19 pandemic and the search for structure: Social media and conspiracy
theories. Social and Personality Psychology Compass, €12636. 10.1111/spc3.12636

DROG. (2022). Bad News. Bad News. https://[www.getbadnews.com/

Dwoskin, E., Oremus, W., & De Vynck, G. (2021, August 24). A group of moms on
Facebook built an island of good-faith vaccine debate in a sea of misinformation.
Washington Post. https://www.washingtonpost.com/technology/2021/08/23/facebook-
vaccine-talk-group/

Epstein, Z., Berinsky, A.J., Cole, R., Gully, A., Pennycook, G., & Rand, D.G.
(2021). Developing an accuracy-prompt toolkit to reduce COVID-19 mis-
information online. Harvard Kennedy School Misinformation Review. 10.37016/
mr-2020-71

Eren, E., & Vardarlier, P. (2013). Social media’s role in developing an employee’s
sense of belonging in the work place as an HRM strategy. Procedia - Social and
Behavioral Sciences, 99, 852-860. 10.1016/j.sbspro.2013.10.557

Eschenfelder, K. (2014). Use regimes: A theoretical framework for social informatics
research on intellectual and cultural property. In P. Fichman, & H. Rosenbaum
(Eds.), Social informatics: Past, present and future (pp. 89-101). Cambridge
Scholars Publishing.

Eysenbach, G. (2020). How to fight an infodemic: The four pillars of infodemic
management. Journal of Medical Internet Research, 22(6), €21820. 10.2196/
21820

Feinberg, M. (2012). Synthetic ethos: The believability of collections at the inter-
section of classification and curation. The Information Society, 28(5), 329-339.
10.1080/01972243.2012.708709

Fichman, P., & Rosenbaum, H. (Eds.). (2014). Social informatics: Past, present and
Sfuture. Cambridge Scholars Publishing.

First Draft. (2022). Training. First Draft. https://firstdraftnews.org:443/training/

Fraser, N., Brierley, L., Dey, G., Polka, J.K., Palfy, M., Nanni, F., & Coates, J.A.
(2021). The evolving role of preprints in the dissemination of COVID-19 research
and their impact on the science communication landscape. PLoS Biology, 19(4),
€3000959. 10.1371/journal.pbio.3000959

Garcia, L., & Shane, T. (2021, June 29). A guide to prebunking: A promising way to
inoculate against misinformation. First Draft. https:/firstdraftnews.org:443/articles/
a-guide-to-prebunking-a-promising-way-to-inoculate-against-misinformation/

Gerts, D., Shelley, C.D., Parikh, N., Pitts, T., Watson Ross, C., Fairchild, G.,
Vaquera Chavez, N.Y., & Daughton, A.R. (2021). “Thought I’d share first” and


https://www.washingtonpost.com
https://www.washingtonpost.com
https://www.technologyreview.com
https://www.technologyreview.com
https://www.technologyreview.com
https://dx.doi.org/10.37016/TASC-2021-03
https://dx.doi.org/10.37016/TASC-2021-03
https://dx.doi.org/10.1111/spc3.12636
https://www.getbadnews.com
https://www.washingtonpost.com
https://www.washingtonpost.com
https://dx.doi.org/10.37016/mr-2020-71
https://dx.doi.org/10.37016/mr-2020-71
https://dx.doi.org/10.1016/j.sbspro.2013.10.557
https://dx.doi.org/10.2196/21820
https://dx.doi.org/10.2196/21820
https://dx.doi.org/10.1080/01972243.2012.708709
https://firstdraftnews.org:443
https://dx.doi.org/10.1371/journal.pbio.3000959
https://firstdraftnews.org:443
https://firstdraftnews.org:443

Treating a Viral Culture 127

other conspiracy theory tweets from the COVID-19 infodemic: Exploratory study.
JMIR Public Health and Surveillance, 7(4), €26527. 10.2196/26527

Gesser-Edelsburg, A. (2021). Using narrative evidence to convey health information
on social media: The case of COVID-19. Journal of Medical Internet Research,
23(3), €24948. 10.2196/24948

Goggins, S.P., & Mascaro, C. (2013). Context matters: The experience of physical,
informational, and cultural distance in a rural IT firm. The Information Society,
29(2), 113-127. 10.1080/01972243.2012.758212

Goldstein, D.E. (2018). Never remember: Fake news turning points and vernacular
critiques of bad faith communication. Journal of American Folklore, 131(522),
471-481.

Graham, M. (2020, May 7). Facebook, YouTube and other platforms are struggling
to remove new pandemic conspiracy video. CNBC. https://www.cnbc.com/2020/
05/07/facebook-youtube-struggling-to-remove-plandemic-conspiracy-video.html

Grodzicka, E.D., & Harambam, J. (2021). What should academics do about con-
spiracy theories? Moving beyond debunking to better deal with conspiratorial
movements, misinformation and post-truth. Journal for Cultural Research, 25(1),
1-11. 10.1080/14797585.2021.1886420

Hammack, P.L. (2008). Narrative and the cultural psychology of identity.
Personality and Social Psychology Review, 12(3), 222-247. 10.1177/108886830831
6892

Hara, N., & Fichman, P. (2014). Frameworks for understanding knowledge sharing
in online communities: Boundaries and boundary crossing. In P. Fichman &
H. Rosenbaum (Eds.), Social informatics: Past, present and future (pp. 89-101).
Cambridge Scholars Publishing.

Hicks, A., & Lloyd, A. (2020). Peeling back the layers: Deconstructing information
literacy discourse in higher education. In A. Sundqvist, G. Berget, J. Nolin, & K.I.
Skjerdingstad (Eds.), Sustainable Digital Communities (pp. 363-372). Springer
International Publishing. 10.1007/978-3-030-43687-2_28

Hodge, T. (2019). Integrating cultural humility into public services librarianship.
International Information & Library Review, 51(3), 268-274. 10.1080/10572317.201
9.1629070

Hodge, T., & Mowdood, A. (2016). Addressing cultural humility and implicit
bias in information literacy sessions. Library Instruction West, 2016. https://
digitalcommons.usu.edu/liw16/Libraryinstructionwest2016/FridayJunel0/14

Hollister, J.M., Lee, J., Elkins, A.J., & Latham, D. (2020). Potential implications and
applications of terror management theory for library and information science.
Journal of the Korean Society for Library and Information Science, 54(4), 317-349.
10.4275/KSLIS.2020.54.4.317

Hornik, R., Kikut, A., Jesch, E., Woko, C., Siegel, L., & Kim, K. (2021). Association
of COVID-19 misinformation with face mask wearing and social distancing in a
nationally representative US sample. Health Communication, 36(1), 6-14. 10.1
080/10410236.2020.1847437

Hurley, D.A., Kostelecky, S.R., & Townsend, L. (2019). Cultural humility in li-
braries. Reference Services Review, 47(4), 544-555. 10.1108/RSR-06-2019-0042

Islam, M.S., Kamal, A.-H.M., Kabir, A., Southern, D.L., Khan, S.H., Hasan,
S.M.M., Sarkar, T., Sharmin, S., Das, S., Roy, T., Harun, M.G.D., Chughtai,
A.A., Homaira, N., & Seale, H. (2021). COVID-19 vaccine rumors and conspiracy


https://dx.doi.org/10.2196/26527
https://dx.doi.org/10.2196/24948
https://dx.doi.org/10.1080/01972243.2012.758212
https://www.cnbc.com
https://www.cnbc.com
https://dx.doi.org/10.1080/14797585.2021.1886420
https://dx.doi.org/10.1177/1088868308316892
https://dx.doi.org/10.1177/1088868308316892
https://dx.doi.org/10.1007/978-3-030-43687-2_28
https://dx.doi.org/10.1080/10572317.2019.1629070
https://dx.doi.org/10.1080/10572317.2019.1629070
https://digitalcommons.usu.edu
https://digitalcommons.usu.edu
https://dx.doi.org/10.4275/KSLIS.2020.54.4.317
https://dx.doi.org/10.1080/10410236.2020.1847437
https://dx.doi.org/10.1080/10410236.2020.1847437
https://dx.doi.org/10.1108/RSR-06-2019-0042

128 Rachel N. Simons and Aaron J. Elkins

theories: The need for cognitive inoculation against misinformation to improve
vaccine adherence. PloS One, 16(5), €0251605. 10.1371/journal.pone.0251605

Jaeger, P.T., & Taylor, N.G. (2021). Arsenals of lifelong information literacy:
Educating users to navigate political and current events information in world
of ever-evolving misinformation. The Library Quarterly, 91(1), 19-31. 10.1086/
711632

Jahoda, G. (2012). Critical reflections on some recent definitions of “culture”.
Culture & Psychology, 18(3), 289-303. 10.1177/1354067X12446229

Johnson, N.F., Velasquez, N., Restrepo, N.J., Leahy, R., Gabriel, N., El Oud, S.,
Zheng, M., Manrique, P., Wuchty, S., & Lupu, Y. (2020). The online competition
between pro- and anti-vaccination views. Nature, 582(7811), 230-233. 10.1038/
s41586-020-2281-1

Kalichman, S.C., Eaton, L.A., Earnshaw, V.A., & Brousseau, N. (2021). Faster
than warp speed: Early attention to COVD-19 by anti-vaccine groups on
Facebook. Journal of Public Health ( Oxford, England), fdab093. 10.1093/pubmed/
fdab093

Kim, S., & Kim, K. (2021). The information ecosystem of online groups with anti-
and pro-vaccine views on Facebook. ArXiv:2108.06641 [Cs]. http://arxiv.org/abs/
2108.06641

Klein, B., Vazquez, M., & Collins, K. (2021, July 19). Biden backs away from his
claim that Facebook is “killing people” by allowing COVID misinformation.
CNN. https://[www.cnn.com/2021/07/19/politics/joe-biden-facebook/index.html

Klein, O., Spears, R., & Reicher, S. (2007). Social identity performance: Extending
the strategic side of SIDE. Personality and Social Psychology Review, 11(1), 28-45.
10.1177/1088868306294588

Kling, R. (2007). What is social informatics and why does it matter?. The Information
Society, 23(4), 205-220.

Koltai, K.S. (2020a). Human values and scientific controversies: Studying vaccine
information behavior on social networking sites [Thesis]. 10.26153/tsw/12582

Koltai, K.S. (2020b). Vaccine information seeking and sharing: How private
Facebook groups contributed to the anti-vaccine movement online. AoIR Selected
Papers of Internet Research. 10.5210/spir.v2020i0.11252

Kouzy, R., Abi Jaoude, J., Kraitem, A., El Alam, M.B., Karam, B., Adib, E., Zarka,
J., Traboulsi, C., Akl, E.W., & Baddour, K. (2020). Coronavirus goes viral:
Quantifying the COVID-19 misinformation epidemic on Twitter. Cureus, 12(3),
€7255. 10.7759/cureus.7255

Krishnan, N., Gu, J., Tromble, R., & Abroms, L.C. (2021). Research note:
Examining how various social media platforms have responded to COVID-19
misinformation. Harvard Kennedy School Misinformation Review. 10.37016/mr-2
020-85

Lanius, C., Weber, R., & MacKenzie, W.I. (2021). Use of bot and content flags to
limit the spread of misinformation among social networks: A behavior and atti-
tude survey. Social Network Analysis and Mining, 11(1), 32. 10.1007/s13278-021-
00739-x

Lewandowsky, S. (2019). The ‘post-truth’ world, misinformation, and information
literacy: A perspective from cognitive science. In S. Goldstein (Ed.), Informed
societies: Why information literacy matters for citizenship, participation and de-
mocracy (pp. 69-88). Facet. 10.29085/9781783303922.006


https://dx.doi.org/10.1371/journal.pone.0251605
https://dx.doi.org/10.1086/711632
https://dx.doi.org/10.1086/711632
https://dx.doi.org/10.1177/1354067X12446229
https://dx.doi.org/10.1038/s41586-020-2281-1
https://dx.doi.org/10.1038/s41586-020-2281-1
https://dx.doi.org/10.1093/pubmed/fdab093
https://dx.doi.org/10.1093/pubmed/fdab093
http://arxiv.org
http://arxiv.org
https://www.cnn.com
https://dx.doi.org/10.1177/1088868306294588
https://dx.doi.org/10.26153/tsw/12582
https://dx.doi.org/10.5210/spir.v2020i0.11252
https://dx.doi.org/10.7759/cureus.7255
https://dx.doi.org/10.37016/mr-2020-85
https://dx.doi.org/10.37016/mr-2020-85
https://dx.doi.org/10.1007/s13278-021-00739-x
https://dx.doi.org/10.1007/s13278-021-00739-x
https://dx.doi.org/10.29085/9781783303922.006

Treating a Viral Culture 129

Lewandowsky, S., Cook, J., & Ecker, U.K.H. (2017). Letting the gorilla emerge from
the mist: Getting past post-truth. Journal of Applied Research in Memory and
Cognition, 6(4), 418-424. 10.1016/j.jarmac.2017.11.002

Lewandowsky, S., & van der Linden, S. (2021). Countering misinformation and fake
news through inoculation and prebunking. European Review of Social Psychology,
32(2), 348-384. 10.1080/10463283.2021.1876983

Lin, P. (2010). Information literacy barriers: Language use and social structure.
Library Hi Tech. 10.1108/07378831011096222

Linker, M. (2011). Do squirrels eat hamburgers? Intellectual empathy as a
remedy for residual prejudice. Informal Logic, 31(2), 110-138. 10.22329/il.v31i2.
3063

Linker, M. (2015). Intellectual empathy: Critical thinking for social justice. University
of Michigan Press.

Lloyd, A. (2010). Information literacy landscapes: Information literacy in education,
workplace and everyday contexts. Elsevier.

Lobato, E.J.C., Powell, M., Padilla, L.M.K., & Holbrook, C. (2020). Factors pre-
dicting willingness to share COVID-19 misinformation. Frontiers in Psychology,
11, 566108. 10.3389/fpsyg.2020.566108

Mahmud, M.M., & Wong, S.F. (2021). Social media blueprints: A study of self-
representation and identity management. International Journal of Asian Social
Science, 11(6), 286-299. 10.18488/journal.1.2021.116.286.299

Martel, C., Pennycook, G., & Rand, D.G. (2020). Reliance on emotion promotes
belief in fake news. Cognitive Research: Principles and Implications, 5(1), 47. 10.11
86/s41235-020-00252-3

Martin, S., & Vanderslott, S. (2021). “Any idea how fast ‘It’s just a mask!” can turn
into ‘It’s just a vaccine!””: From mask mandates to vaccine mandates during the
COVID-19 pandemic. Vaccine, S0264-410X(21)01351-7. 10.1016/j.vaccine.2021
.10.031

Massey, P.M., Chiang, S.C., Rose, M., Murray, R.M., Rockett, M., Togo, E.,
Klassen, A.C., Manganello, J.A., & Leader, A.E. (2021). Development of personas
to communicate narrative-based information about the HPV vaccine on Twitter.
Frontiers in Digital Health, 3, 682639. 10.3389/fdgth.2021.682639

Megarry, J. (2018). Under the watchful eyes of men: Theorising the implications of
male surveillance practices for feminist activism on social media. Feminist Media
Studies, 18(6), 1070-1085. 10.1080/14680777.2017.1387584

Melki, J., Tamim, H., Hadid, D., Makki, M., El Amine, J., & Hitti, E. (2021).
Mitigating infodemics: The relationship between news exposure and trust and
belief in COVID-19 fake news and social media spreading. PloS One, 16(6),
€0252830. 10.1371/journal.pone.0252830

Meshi, D., Cotten, S.R., & Bender, A.R. (2020). Problematic social media use and
perceived social isolation in older adults: A cross-sectional study. Gerontology,
66(2), 160-168. 10.1159/000502577

Mheidly, N., & Fares, J. (2020). Leveraging media and health communication
strategies to overcome the COVID-19 infodemic. Journal of Public Health Policy,
41(4), 410-420. 10.1057/s41271-020-00247-w

Miller, P.J., Fung, H., & Koven, M. (2007). Narrative reverberations: How parti-
cipation in narrative practices co-creates persons and cultures. In Handbook of
cultural psychology (pp. 595-614). The Guilford Press.


https://dx.doi.org/10.1016/j.jarmac.2017.11.002
https://dx.doi.org/10.1080/10463283.2021.1876983
https://dx.doi.org/10.1108/07378831011096222
https://dx.doi.org/10.22329/il.v31i2.3063
https://dx.doi.org/10.22329/il.v31i2.3063
https://dx.doi.org/10.3389/fpsyg.2020.566108
https://dx.doi.org/10.18488/journal.1.2021.116.286.299
https://dx.doi.org/10.1186/s41235-020-00252-3
https://dx.doi.org/10.1186/s41235-020-00252-3
https://dx.doi.org/10.1016/j.vaccine.2021.10.031
https://dx.doi.org/10.1016/j.vaccine.2021.10.031
https://dx.doi.org/10.3389/fdgth.2021.682639
https://dx.doi.org/10.1080/14680777.2017.1387584
https://dx.doi.org/10.1371/journal.pone.0252830
https://dx.doi.org/10.1159/000502577
https://dx.doi.org/10.1057/s41271-020-00247-w

130  Rachel N. Simons and Aaron J. Elkins

Modgil, S., Singh, R.K., Gupta, S., & Dennehy, D. (2021). A confirmation bias view
on social media induced polarisation during COVID-19. Information Systems
Frontiers: A Journal of Research and Innovation, 1-25. 10.1007/s10796-021-10222-9

Montiel-Overall, P. (2007). Information literacy: Toward a cultural model. Canadian
Journal of Information & Library Sciences, 31(1), 43-68.

Montiel-Overall, P. (2009). Cultural competence: A conceptual framework for li-
brary and information science professionals. The Library Quarterly, 79(2),
175-204. 10.1086/597080

Nazar, S., & Pieters, T. (2021). Plandemic revisited: A product of planned disin-
formation amplifying the COVID-19 “infodemic”. Frontiers in Public Health, 9,
649930. 10.3389/fpubh.2021.649930

Neely, S.R., Eldredge, C., & Sanders, R. (2021). Health information seeking beha-
viors on social media during the COVID-19 pandemic among American social
networking site users: Survey study. Journal of Medical Internet Research, 23(6),
€29802. 10.2196/29802

Ngai, C.S.B., Singh, R.G., Lu, W., & Koon, A.C. (2020). Grappling with the
COVID-19 health crisis: Content analysis of communication strategies and their
effects on public engagement on social media. Journal of Medical Internet
Research, 22(8), €21360. 10.2196/21360

Nguyen, L.H.T., Vo, M.T.H., Tran, L.T.M., Dadaczynski, K., Okan, O., Murray,
L., & Van Vo, T. (2021). Digital health literacy about COVID-19 as a factor
mediating the association between the importance of online information search
and subjective well-being among university students in Vietnam. Frontiers in
Digital Health, 3, 739476. 10.3389/fdgth.2021.739476

Odii, A. (2020). Social media culture: Change and resistance, a tool for change
management. The Creative Artist: A Journal of Theatre and Media Studies, 11(3),
Article 3. https://journals.ezenwaohaetorc.org/index.php/TCA/article/view/385

Oliver, G. (2017). Understanding information culture: Conceptual and im-
plementation issues. Journal of Information Science Theory and Practice, 5(1),
6-14. 10.1633/J1STaP.2017.5.1.1

Park, H., Kim, H.S., & Park, H.-W. (2020). A scientometric study of digital literacy,
ICT literacy, information literacy, and media literacy. Journal of Data and
Information Science, 6(2), 116-138.

Patil, U., Kostareva, U., Hadley, M., Manganello, J.A., Okan, O., Dadaczynski, K.,
Massey, P.M., Agner, J., & Sentell, T. (2021). Health literacy, digital health lit-
eracy, and COVID-19 pandemic attitudes and behaviors in U.S. college students:
Implications for interventions. International Journal of Environmental Research
and Public Health, 18(6), 3301. 10.3390/ijerph18063301

Pennycook, G., Cannon, T.D., & Rand, D.G. (2018). Prior exposure increases
perceived accuracy of fake news. Journal of Experimental Psychology. General,
147(12), 1865-1880. 10.1037/xge0000465

Pennycook, G., McPhetres, J., Zhang, Y., Lu, J.G., & Rand, D.G. (2020). Fighting
COVID-19 misinformation on social media: Experimental evidence for a scalable
accuracy-nudge intervention. Psychological Science, 31(7), 770-780. 10.1177/095
6797620939054

Pennycook, G., & Rand, D.G. (2019). Lazy, not biased: Susceptibility to partisan
fake news is better explained by lack of reasoning than by motivated reasoning.
Cognition, 188, 39-50. 10.1016/j.cognition.2018.06.011


https://dx.doi.org/10.1007/s10796-021-10222-9
https://dx.doi.org/10.1086/597080
https://dx.doi.org/10.3389/fpubh.2021.649930
https://dx.doi.org/10.2196/29802
https://dx.doi.org/10.2196/21360
https://dx.doi.org/10.3389/fdgth.2021.739476
https://journals.ezenwaohaetorc.org
https://dx.doi.org/10.1633/JISTaP.2017.5.1.1
https://dx.doi.org/10.3390/ijerph18063301
https://dx.doi.org/10.1037/xge0000465
https://dx.doi.org/10.1177/0956797620939054
https://dx.doi.org/10.1177/0956797620939054
https://dx.doi.org/10.1016/j.cognition.2018.06.011

Treating a Viral Culture 131

Pennycook, G., & Rand, D.G. (2021). The psychology of fake news. Trends in
Cognitive Sciences, 25(5), 388-402. 10.1016/j.tics.2021.02.007

Pian, W., Chi, J., & Ma, F. (2021). The causes, impacts and countermeasures of
COVID-19 “infodemic”: A systematic review using narrative synthesis.
Information Processing & Management, 58(6), 102713. 10.1016/j.ipm.2021.102713

Pietsch, B. (2021, July 20). Twitter suspends Rep. Marjorie Taylor Greene for spreading
COVID-19 misinformation. Washington Post. https://www.washingtonpost.com/
politics/2021/07/20/marjorie-taylor-green-twitter-suspended-covid/

Pool, J., Fatehi, F., & Akhlaghpour, S. (2021). Infodemic, misinformation and
disinformation in pandemics: Scientific landscape and the road ahead for public
health informatics research. Studies in Health Technology and Informatics, 281,
764-768. 10.3233/SHTI1210278

Purnat, T.D., Vacca, P., Burzo, S., Zecchin, T., Wright, A., Briand, S., & Nguyen, T.
(2021). WHO digital intelligence analysis for tracking narratives and information
voids in the COVID-19 infodemic. Studies in Health Technology and Informatics,
281, 989-993. 10.3233/SHTI210326

Purvis, R.S., Willis, D.E., Moore, R., Bogulski, C., & McElfish, P.A. (2021).
Perceptions of adult Arkansans regarding trusted sources of information about
the COVID-19 pandemic. BMC Public Health, 21(1), 2306. 10.1186/s12889-021-
12385-1

Quinn, E.K., Fazel, S.S., & Peters, C.E. (2021). The Instagram infodemic: Cobranding
of conspiracy theories, coronavirus disease 2019 and authority-questioning beliefs.
Facebook group Cyberpsychology, Behavior and Social Networking, 24(8), 573-5717.
10.1089/cyber.2020.0663

Rampersad, G., & Althiyabi, T. (2020). Fake news: Acceptance by demographics
and culture on social media. Journal of Information Technology & Politics, 17(1),
1-11. 10.1080/19331681.2019.1686676

Roitero, K., Soprano, M., Portelli, B., De Luise, M., Spina, D., Mea, V.D., Serra,
G., Mizzaro, S., & Demartini, G. (2021). Can the crowd judge truthfulness?
A longitudinal study on recent misinformation about COVID-19. Personal and
Ubiquitous Computing, 1-31. 10.1007/s00779-021-01604-6

Ross, J. (2020, May 2). From white conservatives to Black liberals, coronavirus
misinformation poses serious risks. NBC News. https://www.nbcnews.com/news/
nbcblk/coronavirus-misinformation-crosses-divides-infect-black-social-media-
nl1198226

Rotolo, S.M., Jain, S., Dhaon, S., Dokhanchi, J.K., Kalata, E., Shah, T.,
Mordell, L.J., Clayman, M.L., Kenefake, A., Zimmermann, L.J., Bloomgarden, E.,
& Arora, V.M. (2021). A coordinated strategy to develop and distribute infographics
addressing COVID-19 vaccine hesitancy and misinformation. Journal of the
American Pharmacists Association: JAPhA, S1544-3191(21)00357-5. 10.1016/j.japh.
2021.08.016

Rubin, V.L. (2019). Disinformation and misinformation triangle: A conceptual
model for “fake news” epidemic, causal factors and interventions. Journal
of Documentation, 75(5), 1013-1034. 10.1108/JD-12-2018-0209

Savolainen, R. (2016). Approaches to socio-cultural barriers to information seeking.
Library & Information Science Research, 38(1), 52-59. 10.1016/j.1isr.2016.01.007

Sawyer, S., & Tapia, A. (2007). From findings to theories: Institutionalizing social
informatics. The Information Society, 23(4), 263-275. 10.1080/01972240701444196


https://dx.doi.org/10.1016/j.tics.2021.02.007
https://dx.doi.org/10.1016/j.ipm.2021.102713
https://www.washingtonpost.com
https://www.washingtonpost.com
https://dx.doi.org/10.3233/SHTI210278
https://dx.doi.org/10.3233/SHTI210326
https://dx.doi.org/10.1186/s12889-021-12385-1
https://dx.doi.org/10.1186/s12889-021-12385-1
https://dx.doi.org/10.1089/cyber.2020.0663
https://dx.doi.org/10.1080/19331681.2019.1686676
https://dx.doi.org/10.1007/s00779-021-01604-6
https://www.nbcnews.com
https://www.nbcnews.com
https://www.nbcnews.com
https://dx.doi.org/10.1016/j.japh.2021.08.016
https://dx.doi.org/10.1016/j.japh.2021.08.016
https://dx.doi.org/10.1108/JD-12-2018-0209
https://dx.doi.org/10.1016/j.lisr.2016.01.007
https://dx.doi.org/10.1080/01972240701444196

132 Rachel N. Simons and Aaron J. Elkins

Shahi, G.K., Dirkson, A., & Majchrzak, T.A. (2021). An exploratory study of
COVID-19 misinformation on Twitter. Online Social Networks and Media, 22,
100104. 10.1016/j.0snem.2020.100104

Shermer, M. (2002). Why people believe weird things: Pseudoscience, superstition, and
other confusions of our time. St. Martin’s Griffin.

Shin, S.K., Ishman, M., & Sanders, G.L. (2007). An empirical investigation of socio-
cultural factors of information sharing in China. Information & Management,
44(2), 165-174. 10.1016/j.im.2006.11.004

Silva, M.J., & Santos, P. (2021). The impact of health literacy on knowledge
and attitudes towards preventive strategies against COVID-19: A cross-sectional
study. International Journal of Environmental Research and Public Health, 18(10),
5421. 10.3390/ijerph18105421

Simon, S. (2021, September 18). “Vaccine Talk” Facebook group is a carefully
moderated forum for vaccine questions. NPR. https://www.npr.org/2021/09/18/
1038533086/vaccine-talk-facebook-group-is-a-carefully-moderated-forum-for-
vaccine-questions

Simons, R.N., Fleischmann, K.R., & Roy, L. (2020). Leveling the playing field
in ICT design: Transcending knowledge roles by balancing division and privileging
of knowledges. The Information Society, 36(4), 183—-198. 10.1080/01972243.2020.
1762270

Sirlin, N., Epstein, Z., Arechar, A.A., & Rand, D.G. (2021). Digital literacy is
associated with more discerning accuracy judgments but not sharing intentions.
Harvard Kennedy School Misinformation Review. 10.37016/mr-2020-83

Smith, R., & De Keulenaar, E. (2021, March 31). Track misinformation across
platforms on 4chan, 8kun and Reddit. First Draft. https://firstdraftnews.org:443/
long-form-article/tracking-cross-platform-spread/

S-O’Brien, L., Read, P., Woolcott, J., & Shah, C. (2011). Understanding privacy
behaviors of Millennials within social networking sites. Proceedings of the ASIST
Annual Meeting, 48. 10.1002/meet.2011.14504801198

Social Decision-Making Lab. (2022). GO VIRAL! Go Viral! https://www.goviralgame.
com/books/go-viral/

Soveri, A., Karlsson, L.C., Antfolk, J., Lindfelt, M., & Lewandowsky, S. (2021).
Unwillingness to engage in behaviors that protect against COVID-19: The role
of conspiracy beliefs, trust, and endorsement of complementary and alternative
medicine. BMC Public Health, 21(1), 684. 10.1186/s12889-021-10643-w

Stelter, B., & Pellico, K. (2021, July 21). Instagram blocked the #VaccinesKill
hashtag two years ago. Facebook only just now got around to doing it. CNN.
https://www.cnn.com/2021/07/21/tech/facebook-vaccineskill-hashtag/index.html

Su, Y., Lee, D.K.L., & Xiao, X. (2022). “I enjoy thinking critically, and I'm in
control”: Examining the influences of media literacy factors on misperceptions
amidst the COVID-19 infodemic. Computers in Human Behavior, 128, 107111.
10.1016/j.chb.2021.107111

Sum, S., Mathews, R.M., Pourghasem, M., & Hughes, 1. (2009). Internet use as a
predictor of sense of community in older people. CyberPsychology & Behavior,
12(2), 235-239.

Sweeney, M.E., & Brock, A. (2014). Critical informatics: New methods and prac-
tices. Proceedings of the American Society for Information Science and Technology,
51(1), 1-8. 10.1002/meet.2014.14505101032


https://dx.doi.org/10.1016/j.osnem.2020.100104
https://dx.doi.org/10.1016/j.im.2006.11.004
https://dx.doi.org/10.3390/ijerph18105421
https://www.npr.org
https://www.npr.org
https://www.npr.org
https://dx.doi.org/10.1080/01972243.2020.1762270
https://dx.doi.org/10.1080/01972243.2020.1762270
https://dx.doi.org/10.37016/mr-2020-83
https://firstdraftnews.org:443
https://firstdraftnews.org:443
https://dx.doi.org/10.1002/meet.2011.14504801198
https://www.goviralgame.com
https://www.goviralgame.com
https://dx.doi.org/10.1186/s12889-021-10643-w
https://www.cnn.com
https://dx.doi.org/10.1016/j.chb.2021.107111
https://dx.doi.org/10.1002/meet.2014.14505101032

Treating a Viral Culture 133

Swetland, S.B., Rothrock, A.N., Andris, H., Davis, B., Nguyen, L., Davis, P., &
Rothrock, S.G. (2021). Accuracy of health-related information regarding
COVID-19 on Twitter during a global pandemic. World Medical & Health Policy.
10.1002/wmh3.468

Tentolouris, A., Ntanasis-Stathopoulos, I., Vlachakis, P.K., Tsilimigras, D.I.,
Gavriatopoulou, M., & Dimopoulos, M.A. (2021). COVID-19: Time to flatten the
infodemic curve. Clinical and Experimental Medicine, 21(2), 161-165. 10.1007/s1
0238-020-00680-x

Topf, J.M., & Williams, P.N. (2021). COVID-19, social media, and the
role of the public physician. Blood Purification, 50(4-5), 595-601. 10.1159/
000512707

Torres, V. (2010). Perspectives on identity development. In J.H. Schuh, S.R. Jones, &
S.R. Harper (Eds.), Student Services: A Handbook for the Profession (pp. 187-206).
John Wiley & Sons.

Tuominen, K., Savolainen, R., & Talja, S. (2005). Information literacy as a socio-
technical practice. The Library Quarterly, 75(3), 329-345. 10.1086/497311

Vaccaro, A., Adams, S.K., Kisler, T.S., & Newman, B.M. (2015). The use of
social media for navigating the transitions into and through the first year
of college. Journal of the First-Year Experience & Students in Transition, 27(2),
29-48.

Vaccine Talk: An evidence based discussion forum. (2022). https://www.facebook.
com/groups/vaccinetalkforum/about/

van Orman Quine, W. (1975). Two dogmas of empiricism. In Can Theories be
Refuted? (pp. 41-64). Dordrecht- Holland.

Venegas-Vera, A.V., Colbert, G.B., & Lerma, E.V. (2020). Positive and negative
impact of social media in the COVID-19 era. Reviews in Cardiovascular Medicine,
21(4), 561-564. 10.31083/j.rcm.2020.04.195

Vignoles, V.L., Regalia, C., Manzi, C., Golledge, J., & Scabini, E. (2006).
Beyond self-esteem: Influence of multiple motives on identity construction.
Journal of Personality and Social Psychology, 90(2), 308-333. 10.1037/0022-3514.
90.2.308

Vrdelja, M., Vrbovsek, S., Klop¢i¢, V., Dadaczynski, K., & Okan, O. (2021).
Facing the growing COVID-19 infodemic: Digital health literacy and
information-seeking behaviour of university students in Slovenia. International
Journal of Environmental Research and Public Health, 18(16), 8507. 10.3390/
ijerph18168507

Wang, X., Chao, F., & Yu, G. (2021). Evaluating rumor debunking effectiveness
during the COVID-19 pandemic crisis: Utilizing user stance in comments on
Sina Weibo. Frontiers in Public Health, 9, 770111. 10.3389/fpubh.2021.770111

Warner, A. (2022). Fake It To Make It. http://www.fakeittomakeitgame.com/

Wawrzuta, D., Jaworski, M., Gotlib, J., & Panczyk, M. (2021). Characteristics
of antivaccine messages on social media: Systematic review. Journal of Medical
Internet Research, 23(6), e24564. 10.2196/24564

Wenger, E.C., & Snyder, W.M. (2000). Communities of practice: The organizational
frontier. Harvard Business Review, 78(1), 139-146.

Widén, G., Ahmad, F., & Huvila, I. (2021). Connecting information literacy and
social capital to better utilise knowledge resources in the workplace. Journal of
Information Science, 01655515211060531. 10.1177/01655515211060531


https://dx.doi.org/10.1002/wmh3.468
https://dx.doi.org/10.1007/s10238-020-00680-x
https://dx.doi.org/10.1007/s10238-020-00680-x
https://dx.doi.org/10.1159/000512707
https://dx.doi.org/10.1159/000512707
https://dx.doi.org/10.1086/497311
https://www.facebook.com
https://www.facebook.com
https://dx.doi.org/10.31083/j.rcm.2020.04.195
https://dx.doi.org/10.1037/0022-3514.90.2.308
https://dx.doi.org/10.1037/0022-3514.90.2.308
https://dx.doi.org/10.3390/ijerph18168507
https://dx.doi.org/10.3390/ijerph18168507
https://dx.doi.org/10.3389/fpubh.2021.770111
http://www.fakeittomakeitgame.com
https://dx.doi.org/10.2196/24564
https://dx.doi.org/10.1177/01655515211060531

134 Rachel N. Simons and Aaron J. Elkins

Zhu, S., Yang, H.H., Wu, D., & Chen, F. (2021). Investigating the relationship
between information literacy and social media competence among university
students. Journal of Educational Computing Research, 59(7), 1425-1449. 10.1177/
0735633121997360

Zielinski, C. (2021). Infodemics and infodemiology: A short history, a long future.
Revista Panamericana De Salud Publica = Pan American Journal of Public Health,
45, e40. 10.26633/RPSP.2021.40

Zollo, F. (2019). Dealing with digital misinformation: A polarised context of nar-
ratives and tribes. EFSA Journal. European Food Safety Authority, 17(Suppl 1).
10.2903/j.efsa.2019.e170720


https://dx.doi.org/10.1177/0735633121997360
https://dx.doi.org/10.1177/0735633121997360
https://dx.doi.org/10.26633/RPSP.2021.40
https://dx.doi.org/10.2903/j.efsa.2019.e170720

Part 111

Information Behavior



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com
http://taylorandfrancis.com

5 Information Behavior and Emotion
Change during a Public Health
Emergency of International
Concern: A Case Study of
Middle-Aged People

Shijuan Li, Xiaolong Chen, Hui Lin, and
Xinmei Hu

Introduction

With the rapid application of the Internet to daily life and the acceleration
of the pace of life, social media has become an indispensable part of
modern life, while playing an essential role in information acquisition and
sharing. It is reported that there were 4.62 billion social media users
around the world as of January 2022, which is equal to 58.4% of the
world’s total population (Kemp, 2022). Social media, such as WeChat and
Weibo, have become main channels for people to communicate online in
the Internet era. The WeChat official accounts have been shown to be
the most popular social media in China, and are reported to be one of the
health information sources most frequently used in China. Weibo is a
Chinese platform for microblogs. During home quarantine in a Public
Health Emergency of International Concern (PHEIC), such as COVID-19,
people regard social media to be a vital instrument to search health in-
formation and communicate with each other. Ho et al. (2020) investigated
Chinese participants over 20 years old and found that 80.5% of them used
social media as their important information sources for health informa-
tion. An online survey of US adults found that doctors who shared advice
on Twitter were considered more effective at delivering COVID-19 health
advice (Solnick et al., 2021). Studies in Egyptian and Spanish populations
have confirmed the widespread use of social media in the context of the
PHEIC (Montesi, 2020; Shehata, 2021) too. The public can receive re-
levant and fact-checked information from reliable institutions on social
media, and these institutions can understand the public’s attitudes, con-
cerns, and needs via social media (Roy et al., 2020; Zhu et al., 2020).

A public health emergency (PHE) is defined as “an occurrence or im-
minent threat of an illness or health condition, caused by bioterrorism,
epidemic or pandemic disease, or an infectious agent or biological toxin,
that poses a substantial risk to humans by either causing a significant
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number of human fatalities or permanent or long-term disability”
(Massachusetts Emergency Management Agency, n.d.). The World Health
Organization (WHO) declared the novel coronavirus (COVID-19) outbreak
a PHEIC on January 30, 2020 (WHO, 2020a), and a global pandemic on
March 11, 2020 (WHO, 2020b). According to WHO (2009) and The State
Council Information Office of the People’s Republic of China (2020), the
COVID-19 pandemic can be divided into the outburst period and the nor-
malized period. The fluctuation of pandemic conditions brought crushing
burdens to international healthcare systems, and challenged every citizen’s
health information literacy, with massive amounts of information, mis-
information, and disinformation. An infodemic is typically characterized by
people making comprehensive use of multiple information sources, with
excessive amounts of information made available on a daily basis, which
may be far beyond the users’ information processing ability and becomes a
cognitive burden for them. Thus, it is critical to understand how people use
ICT, especially social media, to seek trustworthy, timely, and authoritative
information, and to avoid misinformation and disinformation.

The remainder of this chapter is structured as follows. First, a literature re-
view is conducted, followed by research questions. Then we present our research
design, outlining the empirical setting and our methodological approach to data
collection, coding, and analysis. Next, we illustrate the findings of our empirical
data analysis on the changes in information behavior, emotions, and the in-
teraction between them from a dynamic perspective during the process of a
PHEIC. Finally, this chapter ends with a discussion and conclusions.

Related work

Information behavior in PHEIC

Research on information behavior in PHEIC focuses on the construction
of information behavior models, the exploration of information behaviors, and
the associated influential factors, e.g., personal factors and policy factors. The
health information behavior model under COVID-19 includes information de-
mand, information acquisition, information dissemination, information evalua-
tion, and information use (Wang et al., 2020). An individual’s health information
behavior is affected by his/her “personal small world” (personal characteristics,
social environment, and the living environment), which can affect his/her reaction
to external policy, choice of media channels, and use of information sources
(Wang et al., 2020). Moreover, in the health crisis of a PHEIC, the public can be
overwhelmed with information, and as a result, tend to display defensive, evasive
behavior regarding health information such as information avoidance and in-
formation anxiety (Chen et al., 2020). Studies found that the highest level of
information anxiety was associated with information quality, the retrieval system
environment, and information literacy, and was significantly correlated with the
level of psychological stress (Wang & Ma, 2020). Therefore, it is critical to
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understand the information behavior change throughout the PHEIC, and dis-
cover the associated sentiments, which have a vital impact both psychologically
and physiologically, as people respond to this worldwide pandemic.

Studies of associated sentiments in the PHEIC

Previous studies have explored the impact of a PHEIC on public sentiments,
and the corresponding emotional reactions to information behavior through
various methods. Adverse emotions such as fear, and anxiety toward health
outcomes from COVID-19, were identified for those using social media
(Gao et al., 2020; John-Henderson & Mueller, 2020; Zhang et al., 2020).
Emotions have a significant positive impact on a person’s willingness to
share positive information, which indicates that users are more willing to
share information when they are feeling positive emotions (Huo & Zhu,
2020). Studies have shown that adequate health information was sig-
nificantly associated with a lower psychological impact by the pandemic and
lower levels of stress, anxiety, and depression (Tee et al., 2020). Moreover, a
sense of coherence had a direct negative effect on anxiety, and mediated the
relationship between anxiety and health information behavior (Leung et al.,
2021). Zhang et al. (2020) conducted a nationwide online survey on WeChat
users in China and found that the positive relationship between WeChat
health information-seeking and mental health was mediated by perceived
social support. Zhao & Zhang (2017) searched the existing literature on
“public health information retrieval in social media” in Web of Science and
found that seeking health information on social media can not only satisfy
the demands for health information, but also provides social and emotional
support from peer-to-peer interaction. Besides the interaction between in-
formation behavior and the sentiments of the participants, the perceived
social support and sense of coherence mediated the interaction.

Factors influencing health information behavior in various populations

Students, adolescents, the elderly, and patients with chronic diseases are the
most researched populations, with regard to their information behavior
in searching, sharing, and using both online (including social media) and
offline information channels.

Under the assumption that they are a high information literacy and low
health literacy group (Kiihn et al., 2022), college students were widely stu-
died. During a PHEIC, both personal and social motivations can drive the
health information demands of college students, who then paid more at-
tention to the current pandemic situation and trends and disease prevention
(Chen et al., 2021). A cross-sectional study of students using an online
questionnaire found that health information literacy was related to
online information-seeking behavior of college students during COVID-19
(Rosario et al., 2020). Motivations such as “social needs” and “identification
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seeking” are significantly correlated with information-sharing behavior
(Huo & Zhu, 2020). With regard to college students, the factors influencing
their information-sharing behavior on social media, e.g., Weibo, are in
order of importance: social interaction, privacy protection, information
acquisition, personal enhancement, and recreation.

The information literacy of the elderly is relatively weak, and there are
many uncertainty factors in social media, which cause the elderly to feel
intimidated about obtaining information from social media (Wang et al.,
2019). People who are elderly have acquired a wide range of information,
from health information to policy information, during the pandemic to
maintain social and emotional connections while coping with isolation
and loneliness (Lund & Ma, 2022). Low literacy about social media use
was an important influencing factor for diabetic patients seeking health
information from social media, which thereafter affected the health
status of diabetics in the community (Ni et al., 2019). As the largest
proportion of the population (Department of Economic and Social
Affairs Population Dynamics, n.d.), middle-aged people take on the
most responsibilities in life, including taking care of children and family,
while balancing work and life at the same time (Lunnay et al., 2021).
Therefore, PHEIC increases the psychological burden on middle-aged
people trying to satisfy their health information demands, because they
have to protect the whole family from infection and earn a living for their
family at the same time. In addition, their lack of information literacy
leads to the inability to distinguish the authenticity of information, and
increases the probability of their being affected by sensationalized
headlines and distorted information (OfCom, 2022). They deserve more
attention as a neglected population.

Research questions

To study the health information behavior and its interaction with emotions
in a PHEIC in a more comprehensive way, this chapter attempts to explore
the health information behavior and emotion change, and the interaction
between them, during the different dynamic different stages of the PHEIC.
In addition to the identification of two periods (outburst and normalized) by
WHO, Wang et al. (2020) divided the PHEIC into four stages: the incuba-
tion stage, outbreak stage, development stage, and remission stage. In order
to identify the factors influencing users, this work refers to the above divi-
sions and uses middle-aged people as an exemplar case. We focus on the
outburst period and normalized period, and have modified the first period
into the outburst stage, the development stage, and the remission stage
(WHO, 2009; The State Council Information Office of the People’s Republic
of China, 2020). This research aims to provide practical understanding of
the relationships between information behavior and associated emotions,
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from the perspective of dynamic and different stages of the PHEIC, to aid
various stakeholders in optimizing health information services.
The main research questions are as follows:

1  What is the health information behavior of middle-aged people at
different stages throughout the PHEIC?

2  How do the emotions (e.g., anxiety) of middle-aged people change
during the process of the PHEIC?

3 In the context of the PHEIC, what is the interaction between emotions
(e.g., anxiety) and the health information behavior of middle-aged
people?

Research methods

Research design

As Figure 5.1 shows, this study adopted a semi-structured interview ap-
proach, to conduct qualitative research. On the basis of the investigation of
relevant literature, the interview outline was designed after the full discus-
sion of the expert group. In order to obtain the emotions and behavior
change data of middle-aged people at different stages in PHEIC, the study
employed three steps. First, we conducted a pilot study to examine the re-
search design. Secondly, the formal interview followed, to collect qualitative
data from middle-aged people about their health information behavior and
emotions, based on social media during the process of the PHEIC. Thirdly,
inductive data analysis processes (Glaser & Strauss, 1999) were utilized to
analyze the qualitative data, consisting of (1) open coding to obtain the
initial classification and labeling of codes; (2) axial coding for the identifi-
cation of the main categories; and (3) selective coding to determine the
relationships among categories and to uncover the core categories.

Phone interview

manually

Double-check

Literature research

and discussion

Interview II
outline

Conduct

Pilot inte rview Interview Analysis

Figure 5.1 Design of the framework of the research.
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Data collection

In order to show the characteristics of middle-aged people, the recruitment
of interviewees met the following two essential criteria: (1) The age of in-
terviewees should be in the range of middle-age, and (2) The individual has
experience in using at least one social media platform such as a WeChat
official account or Weibo. The middle-age range is defined by the United
Nations as between 45 and 59 years old, while other ranges were discussed
that define middle-age as between 35 and 55 years old (Wang et al., 2011), or
between 40 and 59 years old (Zhang & Wu, 2013). Based on the above
definitions, this study defines middle-age as 39 to 59, to include a wide range
of participants for this study. In accordance with the above two criteria, four
members of the project team carried out a preliminary investigation with
the qualified volunteers. After introducing the research background and
obtaining consent from the participants, the project team recruited the in-
dividuals meeting the criteria, to experience the full scope of the interview.

In this study, data was obtained by telephone interview to include
participants from various regions, without compromising the study
quality under the restrictions imposed by the PHEIC. After the literature
research and discussion among the group, we determined the interview
outline used in the pilot interview. After obtaining the consent of the
interviewees, an hour-long interview was conducted and recorded.
Twenty-three interviewees were involved in the pilot interview. With the
feedback from these interviewees, we revised the interview outline into
52 interview questions, included demographic characteristics, social
media usage, health information behavior, emotions, and influencing
factors within each stage (for the interview outline, see Appendix 1). Then
24 interviewees (see Table 5.1 for their demographic characteristics)
volunteered to tell their stories in the formal semi-structured interview.
The gender distribution of the interviewees was even, and the age of most
of the interviewees ranged from 41 to 50 years old (96%). Most of the
participants live in Northwest China or East China, with a few residing in

Table 5.1 Demographic information of interviewees

Age range Gender Regional Degree Occupation

No. % No. % No. % No. % No. %

36-40 4% Male 50% East China 42% High school 8% Enterprises or  50%
Institutions

41-50  71% Female 50% Northwest 54% Technical 8% Freelance 42%
China secondary
school
51-59  25% Southwest 4% Junior college 17% Retired 8%
China

Bachelor 67%
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Southwest China. Most of the interviewees have a bachelor’s degree or
above (67%), and half of the interviewees are employees of enterprises or
institutions. Fourteen of the 24 participants attended both rounds of the
in-depth interview. The scheme for interviewee selection is designed to
obtain the information about emotions and information behavior change
of middle-aged people, and to obtain more comprehensive information
by two rounds of recruitment of participants. To improve the reliability
of these self-reported data, we explained the meaning of each question
before the interviewees answered them, and asked them to tell the story
in as much detail as possible to verify its rationality logically.

After obtaining the recordings of 24 interviewees, we manually tran-
scribed the recordings to obtain text data for further coding and analysis.
As it was difficult to understand dialects in different regions, each re-
searcher double-checked the transcribed text to ensure the accuracy of the
transcription.

Data analysis

Based on Grounded Theory, open coding (including 7 first-level codes,
30 second-level codes, and 92 third-level codes), axial coding (8 main cate-
gories), and selective coding (abstracted into 3 core categories) were
carried out. The texts were coded by two researchers independently when
the open coding was conducted. The conformance test result was above
0.85, indicating that the coding results were effective and feasible.

Open coding

In order to reveal with clarity the emotions and health information behavior
of middle-aged participants during the pandemic, the open coding process
was conducted first to explore the initial codes. Then we combined the
initial codes, forming the following 7 first-level codes: information channels,
information seeking, information adoption, information usage, reading
habits, information needs, and emotions, as well as 30 second-level codes,
and 92 third-level codes (see Appendix 2).

Axial coding

The main task of axial coding is to explore the corresponding relationships
between codes on the basis of open coding, and to then abstract the
main categories. During the axial coding, we combined the 92 initial
third-level codes into 40 codes, according to their causal and logical re-
lationships. Then these 40 codes were further classified into 8 main cate-
gories: pandemic stage, personal factors, interpersonal factors, positive
emotions, negative emotions, neutral emotions, information behavior, and
information requirements.
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Selective coding

There is an interaction between the main categories obtained after the
axial coding. Therefore, we refined the core categories through selective
coding to tease out the factors of health information behavior and
the emotional expression of middle-aged people at different stages of the
pandemic, and explored the interaction between them. After a logical in-
duction process, these 8 main categories were further abstracted into
3 core categories, namely driving factors, emotion types, and health in-
formation behavior (see Table 5.2), and the interaction among them was
discerned. Driving factors refer to situational, personal, and interpersonal
factors that influence middle-aged people to pay attention to pandemic
information and evoke their emotions. Emotion types include positive,
negative, and neutral emotions of middle-aged people at different stages of
the PHEIC. Health information behavior includes information activities
such as information channel dependence, information seeking, adoption,
and usage as well as various types of information needs.

Findings

Interactive influence model of health information behavior and
emotions

Through the refinement and analysis of the original data, based on
Grounded Theory, we propose the Interactive Influence Model of middle-
aged people’s health information behavior and emotion change on social
media, as shown in Figure 5.2. The model depicts the interactions among
Emotion types, Health information behavior, and Driving factors, with
the latter presented in three facets (pandemic stage, personal factors, and
interpersonal factors).

This proposed model of interaction between health information behavior
and emotions integrates three components: health information behavior,
emotions, and driving factors. The analysis demonstrated that interactions
existed among these three components. The corresponding factors were
identified in detail as well.

Moreover, this model considers these information behaviors from the
perspective of PHEIC dynamically. Notably, as WHO has declared the
COVID-19 outbreak to be a global pandemic (Cucinotta & Vanelli, 2020),
according to the phases of pandemic defined by the WHO, the reaction of
the Chinese government, and related research (WHO, 2009; The State
Council Information Office of the People’s Republic of China, 2020; Wang
et al., 2020), the COVID-19 pandemic can be divided into the outburst
period (including the outbreak, development, and remission stages) and
the normalized (regional) period. Different stages of the pandemic yield
distinct performance levels of statistical data, policy regulation, seasonal
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change, and outbreak position and size, affecting individual people’s life
and health, the attitudes and behavior of people around them, which
in turn affect emotions and health information behavior, tempered by
individuals’ intrinsic character, cognition, personality habits, and family
structure.

Through the transition processes along the different pandemic stages,
emotional expressions by middle-aged people drove their health in-
formation behavior, directly affected their information seeking, informa-
tion use frequency, and choice of information channels, and affected their
needs for different types of information. The reception of different types of
pandemic information also caused changes in people’s positive, neutral,
or negative emotions.

Emotions

Emotion types

In the context of COVID-19, the emotions of middle-aged people ranged
from positive (optimism), to neutral (indifferent, calm, and dispassionate),
to negative (anxious, fearful, and angry), and the dominant emotion varied
in different stages. Individual emotions were basically consistent with the
overall intensity of the pandemic, and they would become more anxious
when the pandemic was either severe or rebounding. The trends of the
pandemic affected emotional changes. During the pandemic, positive emo-
tions accounted for 11% of the emotions expressed by participants, negative
emotions accounted for 61%, and neutral emotions accounted for 28%, in-
dicating that in general, negative emotions were the predominant affect
during the pandemic.

The interviewee R said, “At that time (the outburst stage), I didn’t feel so
anxious, because it was like cold, and I felt it would end quickly.”

The interviewee L said, “When I saw the data of confirmed cases going
down, I would be very happy.”

The interviewee J said, “At that time (the development stage), I was not
only afraid, but also more nervous, anxious and worried.”

The change of anxiety

The stage of the pandemic was an important catalyst for causing
middle-aged people to pay attention to information. Data trends, policy
orientations, changes in the natural environment, and perceived distance
from the pandemic at different stages exerted different pressures on
the participants, leading them to adopt different coping methods and life
rhythms.
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Specifically, during the data collection period, the pandemic can be di-
vided into two periods: the outburst period and the normalized (regional)
period (WHO, 2009; Cucinotta & Vanelli, 2020; The State Council
Information Office of the People’s Republic of China, 2020). The outburst
period includes three stages. The outbreak stage refers to when the pandemic
had begun, but people knew little about it. The development stage was
when the pandemic influenced people’s lives heavily, with the number of
confirmed cases surging, and a plethora of information about the pandemic
appeared. In the remission stage, there were few and continuously declining
numbers of confirmed cases, so the influence of the pandemic degraded, and
people began to get their lives back on track. The normalized (regional)
period means that the pandemic no longer has broad national influence,
but the virus still exists regionally. The pandemic’s pattern in Beijing,
Dalian, and Xinjiang was aligned with these pandemic periods.

As shown in Figure 5.3, the horizontal axis represents the time series and
the vertical axis represents the anxiety ratio, which was a dominant negative
emotion throughout the pandemic, according to the interviewees. The
anxiety ratio represents the prevalence of anxiety among all participants.

During the outbreak stage, more than half of middle-aged people
expressed anxiety, stemming from the fear of unknown viruses and their
experience of the SARS pandemic in 2003. At this stage, the COVID-19
pandemic had not yet spread nationally, with its effects limited regionally
to Wuhan. Related information was available from few social media plat-
forms, making it unclear whether the virus “has the characteristics of
‘human-to-human transmission’”. In addition, the degree of harmfulness
of the “novel coronavirus” was not clear at that point, so people paid
insufficient attention to it.

The interviewee R said, “At that time, I was calm. I thought the pandemic
was far away from my city. I didn’t realize that it would be a widespread
pandemic”.

During the development stage of the COVID-19 pandemic, anxiety reached
its peak among middle-aged people. The development stage is when the
pandemic had spread nationwide, and research showed that the virus had
the characteristics of “human-to-human transmission” (Chan et al., 2020).
Middle-aged people perceived danger around them. Thus, their anxiety level
continued to climb.

The interviewee T mentioned, “I was nervous, because the pandemic has
come to my side. I used to focus on distant places, but now it has come
to my side. I am very nervous”.

During the remission stage of the COVID-19 pandemic, the pandemic has
been effectively controlled, and the resumption of work, production, and
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school in various regions has recaptured the middle-aged people’s attention
to study, work, and other basic necessities, reducing their anxiety.

The interviewee V mentioned that “I preferred information related to the
resumption of work, production, and school. At that stage, my mind would
be led away and I wanted to know more about my own work and other
industries.”

In addition, the normalization of the pandemic and the adoption of in-
formation such as, “The rising temperature decreases the virus activity”,
have also eased the anxiety of middle-aged people, and made them more
optimistic about controlling the pandemic.

Later, the emergence of new cases in Beijing has revived the public’s
anxiety about the risk of the pandemic rebounding.

The interviewee A mentioned that “I was scared when I knew there was
another case around me.”

However, by this stage, middle-aged people had already gone through a long
time of psychological construction. Beijing’s vigorous prevention measures
and control of the pandemic gave the public “reassurance”, so the middle-
aged people’s anxiety level in the subsequent regional pandemic did not
exceed that of the development stage.

The interviewee R mentioned that “I was a bit anxious, but it eased
quickly, because Beijing took timely measures to prevent and control the
pandemic and made it under control soon.”

Health information behavior

Health information behavior characteristics

Unlike the fluctuation of sentiment that accompanied the ebb and flow of
the course of the pandemic, middle-aged people’s information behavior,
namely information channels, information seeking, information adoption,
and information sharing, remained similar to normal pre-pandemic patterns
in many aspects. However, a few notable differences in their information
behavior emerged, throughout the stages of the pandemic.

1 Access to information was primarily made through the same channels as
usual. During the pandemic, the channels for middle-aged people to
obtain information can be divided into two groups, online and offline.
Online ways mainly included Weibo, WeChat, TV news, and mobile
apps, while offline ways included informal sources such as relatives and
friends. Among them, WeChat was the most frequently used channel for



Percentage

Information Behavior and Emotion Change 151

information acquisition, with 48% of participants naming this as their
source. Interviewees mainly obtained access to information through
WeChat official accounts and WeChat group chats. Mobile applications
such as Toutiao (an information recommendation application), Tencent
News, etc., were used by 28%. At different stages of the pandemic, the
health information behavior of middle-aged people remained relatively
stable, reflecting the influence of their personalities and established
habits. The middle-aged people basically kept stable and consistent
when using media.

The interviewee X mentioned that “I used WeChat official accounts at
all stages because I used them habitually.”

Information-seeking behavior remained highly active throughout the
PHEIC.

Because of their concern and anxiety about obtaining pandemic
information, middle-aged people were more inclined to search actively
for information to meet their own information needs. As shown in
Figure 5.4, active information collection behavior accounted for 57.14%
of their information-seeking activity, while habitual browsing (which
is more consistent with ordinary daily behavior) accounted for 28.57%.
The ways that middle-aged people obtained information through
passive push and friends’ recommendations accounted for only 7.14%
of their information-seeking behavior.

Official information is more favorably regarded, although personal
relationships play a role. Information adoption behaviors are influenced
by elements such as trust in the source, the origin of the reference, the

60% 57.14%

50%

40%

30% 28.57%

20%

10% 7.14% 7.14%

wi— M B . .
Public accounts  Recommended Browse Collect actively

push from friends habitually

information-seeking behavior

Figure 5.4 Proportion of information-seeking behavior of middle-aged people.
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receiver’s level of understanding, etc. Fifty-two percent of the middle-
aged people said they trusted official information, and 25% of the
middle-aged said they didn’t trust personal information. Nine percent of
middle-aged people admitted that they referenced information that
friends recommended. Fourteen percent of middle-aged adults indicated
they just made a brief overview of the institutions’ information.
However, an interesting phenomenon is that middle-aged people were
more likely to adopt the information recommended by their friends,
versus the information recommended by the WeChat official accounts,
indicating that middle-aged people were affected by certain interper-
sonal relationships when they adopted the information.

4  Participants were cautious about sharing information during the
PHEIC. Middle-aged people used information in two ways, either
sharing or not sharing. Slightly more than half (56%) were willing to
share information, while the others were unwilling to share. According
to the interview data, the main reasons for middle-aged people’s
reluctance to share information are shown in Figure 5.5. Besides their
preexisting habit of not sharing, the reasons that they were not willing to
share or forward the relevant information fell into two categories: either
they were not sure about the quality or trustworthiness of it, or they
were unsure whether the information was subject to the regulation of
rumors. As for the latter, because of policies to control the spread of
rumors, the interviewees were not allowed to share the scary informa-
tion and faced high risks if they chose to do so. For example, the public
were banned from sharing and spreading rumors, or they could face
fines, punishments, or dismissal. As a result, middle-aged people were
wary of sharing information and may dismiss the information circu-
lating in WeChat that have not been officially verified (Figure 5.5).

Changes in health information behavior

At different stages of the pandemic, data changes, government policies, and
the natural environment created psychological implications for middle-aged
people, and affected their pace of life, resulting in the necessity for and
possibility of various levels of information attention. Figure 5.6 shows how
much attention interviewees paid to information related to the pandemic
over the course of the COVID-19 pandemic. During the pandemic, the top
three types of information that attracted the most attention from middle-
aged people were pandemic data, prevention and control measures, and the
source of the pandemic.

Figure 5.7 shows the number of interviewees who were concerned about
(i.e., paid attention to) each type of information, during each stage of the
pandemic. In the outbreak stage, the most concerning information was
pandemic data, while the least amount of attention was paid to information
about the resumption of work, production, and school. This early reaction
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Figure 5.7 Changes in middle-aged people’s attention to different information types.

was possibly the result of a limited impact on middle-aged people’s daily
lives, for the pandemic was not yet severe at this stage.

During the development stage, these middle-aged people paid more
attention to pandemic data, and information about pandemic prevention
and control measures. This stage included the Lunar New Year holiday,
so people’s attention to information about the resumption of work,
production, and school grew gradually, but was not high. During the
remission stage, middle-aged people focused on information about the
resumption of work, production, and school, while the topics of pandemic
data and prevention and control measures captured less attention.
Because of the development of the pandemic, communities were closed
off. Students took online classes at home, and middle-aged people worked
online from home. In these circumstances, living with families in the same
room all the time increased pressure such as conflicts arising from chil-
dren’s education problems. Therefore, middle-aged people were eager to
return to work safely as soon as possible, so as to relieve the tension
among family members caused by these conflicts during lockdowns. At
the normalized (regional) pandemic period, middle-aged people paid more
attention to the pandemic data, pandemic prevention and control mea-
sures, and regional pandemic situations, and paid less attention to in-
ternational pandemic information, or information about the resumption
of work, production, and school. At this stage, they were worried about
pandemic prevention measures such as their community’s closed-off
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management. Therefore, they were not only concerned about the pan-
demic data, but also about the government’s pandemic prevention and
control measures, even though, by this stage, they had already acquired
knowledge related to pandemic prevention. At the same time, some re-
spondents were located in the center of pandemic hotspots, and were
highly concerned about regional pandemic information. Throughout
the whole period of the pandemic, the source of the pandemic was the
information type to which middle-aged people paid great attention.
The original source of the virus was unknown, and the virus itself
was highly infectious. Middle-aged people wanted to know the source of
the pandemic, in order to carry out more effective daily protection
measures.

During the different stages of the pandemic, middle-aged people showed
differences in the types of information they were interested in, and their
frequency of capturing certain types of information. The intensity of the
information needs of these middle-aged participants varied in line with the
changes in the severity of the pandemic, during its distinct stages. As shown
in Figure 5.8, during the development stage, the largest number of types of
information received attention. With the remission of the pandemic, the
number of types of pandemic information that participants paid attention
to gradually declined. When the pandemic was normalized, the number of
information types meriting their attention stabilized. The amount of pan-
demic information that middle-aged people paid attention to gradually de-
creased along with the remission of the pandemic, indicating that under the
normalization of the pandemic, middle-aged people had less motivation
to obtain pandemic information, and their demands for information related
to the pandemic decreased.

Association between emotions and health information behavior

With the changes brought about by the pandemic, the emotions and health
information behavior of middle-aged people were not only influenced by
various external factors, but also interacted with each other. Anxiety over
the rapid increases in confirmed cases during the outbreak stage and the
development stage led to more frequent information seeking and a greater
need for information among middle-aged people.

The interviewee I mentioned that “When the pandemic was intense,
I checked the information voluntarily, but in the past, I only looked at
the information recommended to me.”

During and after the remission stage, the adoption of some information,
such as “The rising temperature decreases the virus activity”, affected the
threat assessment of the pandemic by middle-aged people, and reduced their
attention to the pandemic.
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The interviewee K mentioned that “The temperature is rising, I think the
pandemic will not have such a big impact, so I pay less attention to it.”

With the rapid growth of confirmed cases, the still-unknown pathogenesis of
COVID-19, and being isolated at home, middle-aged people had more time
to focus on pandemic information, and to be influenced by the effects of
social media. Middle-aged people being exposed to pandemic information
were more anxious under this social panic atmosphere.

The interviewee M mentioned that “The more relevant information
I received, the more panic I have been.”

Discussion and implications

Discussion

An interaction model of middle-aged people’s health information behavior and
emotion change was constructed, to describe the interaction of health in-
formation behavior and emotions under the circumstances of the COVID-19
pandemic. At the beginning of the pandemic, with the accumulation of anxiety
emotions, middle-aged people searched health information more frequently
and had bountiful information demands. During the remission stage, the an-
xiety of middle-aged people was alleviated, such that the frequency of health
information seeking was reduced, and the scope of information needs was
narrowed. Wang Ping and colleagues’ research (2020) constructed the process
and elements of personal information behavior in the PHEIC, including per-
sonal information needs, information acquisition, and information use, which is
consistent with the findings of this research. A previous study also mentioned
the influence of information acquisition and utilization on individual psy-
chology and cognition; however, interactions among these elements were ne-
glected (Wang et al., 2020). When exploring individual health information
behavior patterns, our work focused on the psychological factor of emotions,
and clearly expounded the interactive influence of emotions and health
information behavior throughout the dynamic process of the pandemic.
During the course of COVID-19, middle-aged people’s affect included
positive, neutral, and negative emotions. Different dominant emotions
would appear at different stages of the pandemic. Individual emotions were
basically consistent with the overall intensity of the pandemic in the society,
and more anxious emotions emerged while the pandemic was either highly
developed or rebounding. At the outbreak stage, more than half of the
participants expressed anxiety. During the development stage, an increase in
anxiety appeared. Wu and Chen (2021) analyzed the relationship between
the fluctuations in COVID-19 and people’s psychological security and found
that levels of negative emotions changed at different stages of the pandemic.
This illustrates that the closer the time is to the serious stages of the
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pandemic, the stronger the negative emotions experienced by people are.
The results of their study are similar to the results regarding emotion change
of middle-aged people at different stages of COVID-19 that were found in
our study. Moreover, our work analyzed the emotions in a broader range of
time windows, which can provide a reference for further study.

During the pandemic, the channels used by middle-aged people to ob-
tain information were the same ones they used in the pre-pandemic con-
text, and their information-seeking behavior was mainly active searching.
The research of Niu Jinyu et al. (2020) showed that “information hungry”
people tend to pay active attention to and search for risk information,
expecting to obtain authentic, reliable, and authoritative information to
fill their own “information vacuum”, a finding which is corroborated by
the proactive information-seeking behavior of middle-aged people found
in this research.

During the pandemic, middle-aged people mainly adopted information
from official channels, and were cautious about information sharing. The
research of Niu and colleagues (2020) showed that the public were more
satisfied with risk information obtained from television, newspapers, com-
munity publicity, and other traditional channels. Television as a mass
medium was still the main way for the public to obtain information. In our
work, we found that, because of the convenience of social media, particu-
larly WeChat, its official accounts became the main channel for middle-aged
people to access pandemic information. In the study by Niu et al. (2020), it
was reported that the proportion of the public obtaining information about
the pandemic through the Internet was 89.85%, but the individual channels
were not comprehensively compared, which may account for differences
from this study.

Anxiety over the rapid increase in pandemic data at the development stage
led to more frequent information acquisition, and a greater need for in-
formation by middle-aged people. Throughout the stages of the pandemic,
middle-aged people paid various levels of attention to particular types of
pandemic information, and the changes in the severity of the pandemic were
associated with variations in the types of information to which middle-
aged people paid attention. Ma & Wang (2020) conducted a study on the
health information searching intentions of college students in the case of
major infectious diseases, and found that both uncertainty perception and
emotions can positively affect their public health information searching
intentions. Although the target groups of this and the current study are
different, similar conclusions were reached.

Theoretical implications

This work contributes to consumer health information (CHI) literature
in several ways. Existing research has paid little attention to middle-aged
people’s health information behavior. Prior attention to this demographic
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group mainly reflected middle-aged parents’ concern about their children, and
middle-aged people’s online health information seeking (Gong et al., 2021;
Huisman & Biltereyst, 2020; Lee & Oh, 2021; Zhang & Li, 2019). In the
context of the pandemic, we comprehensively studied the characteristics of
middle-aged people in terms of their health information demands, access, and
use, which has expanded the knowledge base of consumer health information.
In addition, the existing studies on health information behavior in the context
of the pandemic have focused on a fixed point in time, to research a group’s
health information behavior or psychological emotions. In this study, in-
depth semi-structured interviews were used to study the interaction among
middle-aged people’s health information behavior, emotions, and their de-
velopment over time, through the dynamic changes throughout pandemic.
This work contributes to an understanding of the living state of middle-
aged people facing a PHEIC, highlighting their information behavior and
emotions, as well as the relationships between these two core concepts.

Practical implications

This study has practical implications for application developers trying
to understand the health information behavior of middle-aged people, in order
to increase user engagement. For example, we found that the middle aged give
high credibility to official information and tend to adjust their pace of life and
health information behavior as the official policy changes. This finding can help
application designers to determine the most attractive information content, for
the different stages of a PHEIC. As this study revealed the changes in health
information behavior and emotions in middle-aged people at different stages
of the PHEIC, healthcare providers can provide better emotional counseling
and other services in the context of the normalization of the pandemic.

Limitations

In this study, although the interviewees were recruited using snowball
sampling, the diversity of the sample was still limited. In addition, some
interviewees used dialects when communicating. Although we manually
transcribed the recordings and double-checked the text used for the
analysis, ensuring the reliability of cross-checking remains challenging.

Conclusion

In this chapter, interviews were conducted with middle-aged people in dif-
ferent regions of China to explore their health information behavior and
emotions during the different stages of the COVID-19 pandemic, and the
data were analyzed using Grounded Theory. An interaction model was
proposed, and middle-aged people’s demands for health information, as
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influenced by their changing emotions, and under the fluctuating circum-
stances of the PHEIC were effectively demonstrated.

The demand for relevant statistics, prevention and control measures, and
other information has always been high. However, at the remission stage
of the pandemic, the demand for information about the resumption of work,
production, and school captured higher attention. The emotions of middle-
aged people include positive, neutral, and negative sides, among which
anxiety was dominant at different stages, and reached its peak during the
development stage. Although anxiety decreased during the remission stage,
it rebounded when the pandemic reoccurred regionally. The emotions as-
sociated with information have an interactive effect on related information
behavior. The more information that middle-aged people received related
to the pandemic, the more anxious they became, and in turn, this anxiety
drove middle-aged people to access information more frequently. This study
brings insights that are useful for optimizing health information services,
by exploring the changes in information behavior and related emotions
from the perspective of the dynamic and different stages of the PHEIC.

References

Chan, J. F.-W., Yuan, S., Kok, K.-H., To, K. K.-W., Chu, H., Yang, J., Xing, F.
Liu, J., Yip, C. C.-Y., Poon, R. W.-S., Tsoi, H.-W., Lo, S. K.-F., Chan, K.-H.,
Poon, V. K.-M., Chan, W.-M,, Ip, J.D., Cai, J.-P., Cheng, V. C.-C., Chen, H., ... , &
Yuen, K.-Y. (2020). A familial cluster of pneumonia associated with the 2019
novel coronavirus indicating person-to-person transmission: A study of a family
cluster. Lancet, 395(10223), 514-523. doi: 10.1016/s0140-6736(20)30154-9

Chen, J., Zhang, L., & Lu, Q. (2021). Motivation and topic of college students’
health information needs in public health emergencies. Library and Information
Service, 65(6), 82-92.

Chen, Q., Song, S., & Zhao, Y. (2020). The impact of information overload on user
information evasion in public health emergencies: An empirical study based
on COVID-19 information prevalence. Information and Documentation Services,
41(3), 76-88.

Cucinotta, D., & Vanelli, M. (2020). WHO declares COVID-19 a pandemic. Acta
bio-medica: Atenei Parmensis, 91(1), 157-160. 10.23750/abm.v91i1.9397

Department of Economic and Social Affairs Population Dynamics, (n.d.). World Popula-
tion Prospects 2019. United Nations. https://population.un.org/wpp/DataQuery/

Glaser, B.G., & Strauss, A.L. (1999). The discovery of grounded theory: Strategies
for qualitative research. Routledge.

Gao, J., Zheng, P., Jia, Y., Chen, H., Mao, Y., Chen, S., Wang, Y., Fu, H., &
Dai, J. (2020). Mental health problems and social media exposure during
COVID-19 outbreak. PLoS One, 15(4), Article €0231924. doi:10.1371/journal.
pone.0231924

Gong, W., Guo, Q., & Jiang, C.L. (2021). Conversation breeds compliance: The
role of intergenerational communication in promoting preventive behaviors
against COVID-19 among middle-aged parents in China. International Journal


https://dx.doi.org/10.1016/s0140-6736(20)30154-9
https://dx.doi.org/10.23750/abm.v91i1.9397
https://population.un.org
http://dx.doi.org/10.1371/journal.pone.0231924
http://dx.doi.org/10.1371/journal.pone.0231924

Information Behavior and Emotion Change 161

of Environmental Research and Public Health, 18(19), Article 10198. doi:10.3390/
ijerph181910198

Ho, H.Y., Chen, Y.L., & Yen, C.F. (2020). Different impacts of COVID-19-
related information sources on public worry: An online survey through social
media. Internet Interventions-the Application of Information Technology in
Mental and Behavioural Health, 22(6). Article 100350. doi:10.1016/j.invent.2020.
100350

Huisman, M., Joye, S., & Biltereyst, D. (2020). Searching for health: Doctor Google
and the shifting dynamics of the middle-aged and older adult patient-physician
relationship and interaction. Journal of Aging and Health, 32(9), 998-1007.
doi:10.1177/0898264319873809

Huo, M., & Zhu, J. (2020). Formation mechanism and management strategy of
positive energy information sharing behavior of social network users under the
background of emergency public health incidents. Information Science, 38(11),
121-127.

John-Henderson, N.A., & Mueller, C.M. (2020). The relationship between
health mindsets and health protective behaviors: An exploratory investigation
in a convenience sample of American Indian adults during the COVID-19
pandemic. PLoS One, 15(11), Article €0242902. doi:10.1371/journal.pone.
0242902

Kemp, S. (2022, January 26). Digital 2022: Global overview report. Datareportal.
https://datareportal.com/reports/digital-2022-global-overview-report

Kiihn, L., Bachert, P., Hildebrand, C., Kunkel, J., Reitermayer, J., Wische, H., &
Woll, A. (2022). Health literacy among university students: A systematic review of
cross-sectional studies. Frontiers in Public Health, 9, Article 680999. doi:10.3389/
fpubh.2021.680999

Lee, H., & Oh, S. (2021). Health consciousness and health information orientation
on health information searching behaviors of middle-aged adults. [&'HAS 2|
2zt HZHEFFLI QEY HZHE AMASH Olxles g
Journal of the Korean Society for Information Management, 38(3), 73-99.
doi:10.3743/kosim.2021.38.3.073

Leung, A.Y.M., Parial, L.L., Tolabing, M.C., Sim, T., Mo, P.I.,, Okan, O., &
Dadaczynski, K. (2021). Sense of coherence mediates the relationship between
digital health literacy and anxiety about the future in aging population during
the COVID-19 pandemic: A path analysis. Aging & Mental Health, 26(3), 544-553.
doi:10.1080/13607863.2020.1870206

Lund, B., & Ma, J.X. (2022). Exploring information seeking of rural older adults
during the COVID-19 pandemic. Aslib Journal of Information Management, 74(1),
54-77. doi: 10.1108/AJIM-04-2021-0118

Lunnay, B., Foley, K., Meyer, S.B., Warin, M., Wilson, C., Olver, 1., Miller, E.R.,
Thomas, J., & Ward, P.R. (2021). Alcohol consumption and perceptions of health
risks during COVID-19: A qualitative study of middle-aged women in South
Australia. Frontiers in Public Health, 9, Article 616870. doi:10.3389/fpubh.2021.
616870

Ma, C., & Wang, D. (2020). Health information seeking intention of university
undergraduates during the major epidemic infectious diseases. Chinese Journal of
Medical Library and Information Science, 29(9), 36-45.


http://dx.doi.org/10.3390/ijerph181910198
http://dx.doi.org/10.3390/ijerph181910198
http://dx.doi.org/doi:10.1016/j.invent.2020.100350
http://dx.doi.org/doi:10.1016/j.invent.2020.100350
https://dx.doi.org/10.1177/0898264319873809
http://dx.doi.org/10.1371/journal.pone.0242902
http://dx.doi.org/10.1371/journal.pone.0242902
https://datareportal.com
http://dx.doi.org/10.3389/fpubh.2021.680999
http://dx.doi.org/10.3389/fpubh.2021.680999
https://dx.doi.org/10.3743/kosim.2021.38.3.073
https://dx.doi.org/10.1080/13607863.2020.1870206
https://dx.doi.org/10.1108/AJIM-04-2021-0118
http://dx.doi.org/10.3389/fpubh.2021.616870
http://dx.doi.org/10.3389/fpubh.2021.616870

162 Shijuan Li et al.

Massachusetts Emergency Management Agency, (n.d.). Public health emergencies.
Mass.gov. https://www.mass.gov/info-details/public-health-emergencies

Montesi, M. (2020). Situational characteristics of information behavior during con-
finement by COVID-19: Survey results. Bid-Textos Universitaris De Biblioteconomia
I Documentacio, 45. doi: 10.1344/BiD2020.45.5

Ni, N., Wu, K., Jia, H., Zhou, M., Wei, W., Wang, C., & Peng, X. (2019).
Correlation study on health information seeking behavior and health status
among patients with diabetes in community. Chinese Journal of Health Education,
35(1), 46-49, 53.

Niu, J., Chen, C., Ning, L., Peng, Z., Bi, X., Qunhong, W., & Hao, Y. (2020). Public
satisfaction with risk communication during COVID-19 outbreak: The impact of
information needs, channel preferences, media trust, and emotions. Bulletin
of National Natural Science Foundation of China, 34(6), 794-803.

OfCom. (2022, March 30). Adults’ media use and attitudes report. OfCom. https://www.
ofcom.org.uk/research-and-data/media-literacy-research/adults/adults-media-use-
and-attitudes

Rosario, R., Martins, M.R.O., Augusto, C., Silva, M.J., Martins, S., Duarte, A.,
Fronteira, I., Ramos, N., Okan, O., & Dadaczynski, K. (2020). Associations
between COVID-19-related digital health literacy and online information-
seeking behavior among Portuguese university students. International Journal
of Environmental Research and Public Health, 17(23), Article 8987. doi:10.3390/
jjerph17238987

Roy, K.C., Hasan, S., Sadri, A.M., & Cebrian, M. (2020). Understanding the effi-
ciency of social media based crisis communication during Hurricane Sandy.
International Journal of Information Management, 52, Article 102060. 10.1016/
j-jinfomgt.2019.102060

Shehata, A. (2021). Health Information behaviour during COVID-19 outbreak
among Egyptian library and information science undergraduate students.
Information Development, 37(3), 417-430. doi:10.1177/0266666920976181

Solnick, R.E., Chao, G., Ross, R.D., Kraft-Todd, G.T., & Kocher, K.E. (2021).
Emergency physicians and personal narratives improve the perceived effectiveness
of COVID-19 public health recommendations on social media: A randomized
experiment. Academic Emergency Medicine, 28(2), 172-183. doi:10.1111/acem.
14188

Tee, M.L., Tee, C.A., Anlacan, J.P., Aligam, K.J.G., Reyes, P.W.C., Kuruchittham, V.,
& Ho, R.C. (2020). Psychological impact of COVID-19 pandemic in the
Philippines. Journal of Affective Disorders, 277, 379-391. doi:10.1016/j.jad.2020.
08.043

The State Council Information Office of the People’s Republic of China. (2020).
Fighting COVID-19 China in action. Foreign Languages Press.

Wang, L., & Ma, Z. (2020). Research on information anxiety of university students
under the epidemic of COVID-19—from the perspective of stress disorder.
Modern Information, 40(7), 14-24.

Wang, L., Yang, C., Wang, D., Wang, Q., Li, J., & Zhao, C. (2011). Relationship of
BMI to hypertension, blood lipid and glucose in middle-aged adults in Harbin.
Chinese General Practice, 14(5), 503-505.


https://www.mass.gov
https://dx.doi.org/10.1344/BiD2020.45.5
https://www.ofcom.org.uk
https://www.ofcom.org.uk
https://www.ofcom.org.uk
http://dx.doi.org/10.3390/ijerph17238987
http://dx.doi.org/10.3390/ijerph17238987
http://dx.doi.org/10.1016/j.ijinfomgt.2019.102060
http://dx.doi.org/10.1016/j.ijinfomgt.2019.102060
https://dx.doi.org/10.1177/0266666920976181
https://dx.doi.org/10.1111/acem.14188
https://dx.doi.org/10.1111/acem.14188
https://dx.doi.org/10.1016/j.jad.2020.08.043
https://dx.doi.org/10.1016/j.jad.2020.08.043

Information Behavior and Emotion Change 163

Wang, P., Sun, M., & An, Q. (2020). Information behavior of individuals in
public health emergencies: Qualitative observation, discussion and enlightenment
taking COVID-19 in 2020 as an example. Library, 48(7), 92-100.

Wang, X., Li, J., Wang, D., & Wei, Y. (2019). Research on the influencing factors
of old-age user boycott behavior in mobile social media: Analysis based on the
perspective of Human-System Interaction Theory. Information and Documentation
Services, 40(1), 81-88.

Wang, Y., Shen, J., & Jiang, Z. (2020). Analysis of the game influence of in-
formation behavior on decision makers in public health emergencies: Case
study of COVID-19 event. Information Research, 40(8), 57-63.

World Health Organization. (2009). Pandemic influenza preparedness and response: A
WHO guidance document. World Health Organization. https://apps.who.int/iris/
handle/10665/44123

World Health Organization. (2020a). COVID-19 Public Health Emergency of
International Concern (PHEIC) global research and innovation forum: Towards a
research roadmap. World Health Organization. https://www.who.int/publications/
m/item/covid-19-public-health-emergency-of-international-concern-(pheic)-global-
research-and-innovation-forum

World Health Organization. (2020b, August 18). WHO Director-General’s opening
remarks at the media briefing on COVID-19. World Health Organization. https://
www.who.int/director-general/speeches/detail/who-director-general-s-opening-
remarks-at-the-media-briefing-on-covid-19—18-august-2020

Wu, W., & Chen, L. (2021). Relationship between progress of COVID-19 and
psychological security in residents during the epidemic of COVID-19. Chinese
Mental Health Journal, 35(4), 350-352.

Zhang, C., Ye, M., Fu, Y., Yang, M., Luo, F., Yuan, J., & Tao, Q. (2020). The
psychological impact of the COVID-19 pandemic on teenagers in China. The
Journal of adolescent health: Official publication of the Society for Adolescent
Medicine, 67(6), 747-755. doi: 10.1016/j.jadohealth.2020.08.026

Zhang, L.S., Jung, E.H., & Chen, Z. (2020). Modeling the pathway linking health in-
formation seeking to psychological well-being on WeChat. Health Communication,
35(09), 1101-1112. doi: 10.1080/10410236.2019.1613479

Zhang, X., & Li, Y. (2019). Ability of users in different age groups to screen health
information in social media. [FERSHR AR A T /4% - i e B0 fe 10T 7).
Journal of the China Society for Scientific and Technical Information, 38(8),
838-848.

Zhang, Z., & Wu, Z. (2013). Study on the use of QQ and its influence on inter-
personal relationships between middle-aged people. Journalism & Communication
Review, 84(1), 104-112, 214, 223.

Zhao, Y.H., & Zhang, J. (2017). Consumer health information seeking in social
media: A literature review. Health Information and Libraries Journal, 34(4),
268-283. doi:10.1111/hir.12192

Zhu, C., Xu, X., Zhang, W., Chen, J., & Evans, R. (2020). How health communication
via Tik Tok makes a difference: A content analysis of Tik Tok accounts run by
Chinese Provincial Health Committees. International Journal of Environmental
Research and Public Health, 17(1), Article 192. https://www.mdpi.com/1660-4601/
17/1/192


https://apps.who.int
https://apps.who.int
https://www.who.int
https://www.who.int
https://www.who.int
https://www.who.int
https://www.who.int
https://www.who.int
https://dx.doi.org/10.1016/j.jadohealth.2020.08.026
https://dx.doi.org/10.1080/10410236.2019.1613479
https://dx.doi.org/10.1111/hir.12192
https://www.mdpi.com
https://www.mdpi.com

164  Shijuan Li et al.

Appendix 1. Research interview outline

Please provide the
following personal
information

Please answer the
following questions
about the health
information behavior
on social media and
official accounts
during the pandemic
Concept explanation:
Social media refers to
the content
production and
exchange platform
based on user
relationships on the
Internet. It is a tool
and platform for
people to share
opinions, insights,
experiences, and
opinions with each
other. At this stage, it
mainly includes social
networking sites,
Weibo, WeChat,
Blogs, forums,
podcasts, etc.

Your age

Your gender

Your occupation

Your area

Your marital status (married/single)

Do you have an elderly person to support

Do you have children

A) What are the channels for you to obtain relevant
health information during the pandemic? (TV,
Tiktok, WeChat, friends and family, ... )

B) Which social media (Zhihu Q&A platform, Tianya
Forum, Weibo, WeChat official accounts, ... ) do
you prefer to use to capture information during the
pandemic? Why is that?

C) Do you know WeChat official accounts release
information related to the pandemic (pandemic
data, etc.)?

D) Will you actively use your WeChat official accounts to
obtain information related to the pandemic? Why is
that? (No: not used to; Yes: convenient and quick)

E) What is your attitude towards the pandemic
information released by WeChat official accounts?
(Trust/distrust)

F) Do you have different levels of attention and trust for
different types of WeChat official accounts (official
media, individuals and institutions)? What do you feel
about different types of WeChat official accounts?

G) Do you subscribe the public health WeChat official
accounts to obtain the pandemic information? If so,
what do you focus on? What is the reason for using
this WeChat official account to obtain information?

H) Do you think the information related to the pandemic
provided by your WeChat official account meets your
information needs?

I) Do you believe you have the ability to identify correct
health information during a pandemic?

J) Do you share or recommend information to others
that you think is correct? Why?

K) Whether the WeChat official accounts you subscribe
to will publish rumors or refuting rumors? Do you
repost or share information when you know it is a
rumor or a rumor has been refuted? Why is that?

L) Do you prefer to actively search for information on
WeChat official accounts or passively accept
information recommended by others?

M) What is your attitude towards the information you
obtained from your own WeChat official accounts
and the information published by WeChat official
accounts others recommended during the pandemic?

(Continued)
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N) How do you think the number, frequency and
location of the information published by WeChat
official accounts will affect you during the pandemic?

O) Please rank the influences of the following factors on
your reading experience. Why do you think it is the
most important?

1 Article title (if this is the most important, ask: length,
tone, punctuation, subjective or objective statement)

IT Article topic (Follow-up: category, whether the
pandemic is related, refuting rumors)

IIT Source of the article (Follow-up: government,

institution, individual)

P) Please rank the importance of the following text
presentation methods and your attitude towards each
item. Why do you think it/they are the most important?
I The text has sections or subheadings

II Highlight key points in the text

IIT The body information is presented in multiple ways,
and there are many visual elements of charts and
audio

IV Keep the text concise and humorous

V There are a lot of technical terms in the text, which
is highly academic

VI There are hard ads in the text

VII There are ads in the text

Q) Please make an authoritative order for the following
data sources

I specialist

II The hospital

IIT The official media

IV The enterprises

V Scientific research institutions

VI Other

VII Not paying much attention

R) What is your attitude towards the humorous and
concise language of information released by WeChat
official accounts during the pandemic? Do you like
humorous articles?

S) Do you follow comments on health information
articles during the pandemic? How do you think
comments that are at odds with the content of the
message will affect you?

T) What factors do you think will influence you to change
your attitude towards health information obtained
during the pandemic?

U) What problems do you think exist in providing
information related to the pandemic on WeChat
official accounts, and what impact does this have
on you?

(Continued)
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Phase 1 Outbreak stage
of the pandemic
(January 20-23)

Phase 2 Development
stage of the pandemic
(January
23-February 20)

Phase 3 Remission stage
of the pandemic
(February 20-)

New pandemics in
Beijing (Since June 11,
there have been
consecutive confirmed
cases of COVID-19.)

Pandemic in Xinjiang
Production and
Construction Corps
(A new domestic
COVID-19 case was
confirmed on June 15)

Dalian: A new domestic
COVID-19 case was
confirmed in Dalian,
Liaoning province on
July 22.

Do you have any
suggestions or
comments of this
interview?

When did you hear about the pandemic?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?

When did you hear about the pandemic?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?

When did you hear about the pandemic?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?

When did you hear about the pandemic in Beijing?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?

When did you learn of the pandemic in the Xinjiang
Production and Construction Corps?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?

When did you learn about the pandemic in Dalian?

What types of information will you follow on social
media at this stage? What is the reason?

What emotions do you have when you get information
about the pandemic? Why?

What kind of information makes you anxious or fearful
at this stage? Why is that?
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6 Evolution of Discussion Topics
in Online Depression Self-Help
Groups Before, During, and After
COVID-19 Lockdown in China

Honglei Lia Sun and Pnina Fichman

Introduction

As the COVID-19 pandemic rapidly spread across the world, a range of
public health measures were gradually adopted by governments to handle
the disease before proven cures or effective vaccines were proposed
(Nwachukwu et al., 2020); these commonly involved lockdown, isolation,
quarantine, and closing of international borders. Lockdown witnessed a
steady spread of depression among isolated and quarantined individuals
(e.g., Brooks et al. 2020), which resulted in increased socialization on social
media platforms by individuals who were desperately seeking to maintain
social connections with others (Limaye et al., 2020; Ni et al., 2020; Yu et al.,
2021). Now more than ever, we need a better understanding of discussion
topics in online depression communities during public health crises. While
previous studies focus on mining and analyzing textual content in online
depression communities (e.g., Park et al., 2018; Tang et al., 2020; Feldhege
et al., 2020), little is known about if and how discussion topics in online
health communities evolved over time during the COVID-19 pandemic, and
therefore a more nuanced analysis is warranted.

Language use patterns mirror mental states and psychopathological
characteristics. Tausczik and Pennebaker (2010) argue that not only is the
language the most effective way for individuals to describe themselves,
others, and the world, but it is also the most common and reliable way for
people to translate their internal thoughts and emotions into a form that
others can understand. Language use on social media platforms allows re-
searchers to observe individuals as they freely present themselves in their
own words (Schwartz et al., 2013). Research that examines user-generated
content in online depression communities pays most attention to the thread
length (e.g., Muncer et al., 2000), thematic features (e.g., Feldhege et al.,
2020), semantic features of the posts (e.g., Carron-Arthur et al., 2016), and
underlying emotion (e.g., Tang et al., 2020). However, despite its im-
portance, longitudinal changes of the language features of user-generated
content in online depression communities have not yet been studied. It’s
necessary to uncover how the fluctuations of internal thoughts and emotions
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are related specifically to different stages of the COVID-19 lockdown, and
we achieve this by revealing the changes in language features with the
progression of the pandemic.

Given the role of context in shaping socio-technical interactions in general
(Kling, 2007) and ICT use during the COVID-19 pandemic in particular
(Yang et al., 2020), it is important to study user-generated content in online
depression communities in various contexts and not overlook its manifes-
tation before, during, and after COVID-19 lockdown. Aiming to address
this gap, we collected data from the Chinese platform Douban Group’s two
online depression self-help groups and traced the evolution of topics and
language features over time (before, during, and after the COVID-19
lockdown) to address the following research questions:

1  How did the extent and range of discussion topics in online depression
self-help groups in China change over time before, during, and after the
COVID-19 lockdown?

2 How did the fluctuations of language use and internal emotions relate
to different stages of the COVID-19 lockdown in China?

Background

Language use on social media among people with depression

Language use patterns that involve predispositions to use a range of words
can be useful when differentiating between depressed and healthy in-
dividuals (Hussain et al., 2020), as well as diagnosing and treating depres-
sion. Compared with healthy individuals, those suffering from depression
prefer to use first-person singular pronouns and negative emotion words,
while they are less likely to use first-person plural pronouns and positive
emotion words (Rude et al., 2004; Molendijk et al., 2010; Zimmermann
et al., 2017).

As social media platforms have been increasingly seen as social sensors to
detect depression (Fatima et al., 2018), scholars from different disciplines
have examined how individuals with depression use languages in social
media contexts, such as Facebook and Twitter (e.g., Leis et al., 2019; Hussain
et al., 2020; Huang & Zhou, 2021). Most notably, depressed individuals
prefer to use first-person pronouns and use second- and third-person pronouns
less often on social media (de Choudhury et al., 2013; Leis et al., 2019). Also,
a considerable number of patients expressing suicidal ideation and behavior
will employ a larger number of words associated with death (Coppersmith
et al., 2015; Preotiuc-Pietro et al., 2015; Li et al., 2019; Hussain et al., 2020).
Stimuli or other stressful events that lead to depression may also trigger
other emotions besides depression, such as anxiety and anger (Newell et al.,
2017), causing individuals with depression to frequently use words that
belong to these feelings (Coppersmith et al., 2015; Hussain et al., 2020).
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Additionally, Hussain et al. (2020) found that the words that are associated
with negate and cause positively correlated with depression on Facebook and
that individuals with depression frequently employ words that belong
to religion and health. Supporting this latter finding is Huang and Zhou’s
(2021) observation that when depressed individuals seek to escape their
unpleasant situation, attract attention, and ask for help, they tend to use
extensive health-related words.

The COVID-19 pandemic

Social media use during the COVID-19 pandemic

During COVID-19, social media platforms became a major source of
sharing and disseminating information about the pandemic (Malik et al.,
2021) and a popular medium through which to socialize with others (Limaye
et al., 2020; Ni et al., 2020). Many individuals, while experiencing isolation
during hospitalization or quarantining at home, turned to social media as a
way to stay in touch with their family and friends and share their personal
experiences (Ahmad & Murad, 2020).

Scholars have been paying attention to the social media infodemic caused
by COVID-19. For example, Hua and Shaw (2020) argue that in order
to reduce the impact of fake news on social media during the COVID-19
Infodemic, there is a need to combine efforts, including different stake-
holders’ participation as well as stricter regulations. Garfin et al. (2020)
suggest that in the age of social media where information so easily goes
viral, combatting false information and rumors is extremely important.
Ferrucci et al. (2020) argue that during the infodemic, unverified rumors
and exaggerated claims not only generated fear and panic, but promoted
xenophobic and racist posts.

Additionally, previous studies examined information behaviors on social
media during the COVID-19 pandemic. Mi et al. (2021) investigated the
psychological health information needs of the public on a social Q&A
platform and found that the public was in need of psychological health
information related to depression during COVID-19. Malik et al. (2021)
illustrate that Facebook users who held a positive attitude toward sharing
were more likely to share information about COVID-19. Islam et al. (2020)
argue that while social status-seeking and socialization are not considered
good during crises, socialization and social status are sought by many on
social media in order to overcome their fear of being isolated. While doing
so, Facebook users may indirectly know the updates about their close ones.

Psychological impact of the COVID-19 pandemic

The COVID-19 pandemic as a public health emergency of global concern
has caused a huge psychological impact on individuals. Wang et al. (2020)
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reported that during the initial phase of the COVID-19 outbreak in China,
more than half the respondents rated the psychological impact as moderate-
to-severe and about one-third said they experienced moderate-to-severe
anxiety. Ferrucci et al. (2020) found that during the epidemic period in
Italy, people felt psychologically vulnerable and were afraid of economic
crises, falling sick, and dying. Both pre- and post-lockdown, negative feel-
ings contributed to decreased psychological well-being (e.g., decreased
sexuality, sleep disturbances, and nutrition-related issues). Hashim et al.
(2022) reported that more than half of the participants in their study had
depression, anxiety, and stress, and the longer the COVID-19 outbreaks
lasted, the more anxious and depressed they—and others less familiar with
these feelings—became.

The COVID-19 pandemic not only directly impacted public psychology
but also had an indirect psychological impact on the public through a range
of public health measures. Some scholars discovered that live statistics and
COVID-19-related news tracking the number of confirmed cases, recovered
patients, and death toll on social media heighten concerns and uncertainty
among populations (Ferrucci et al., 2020). Also, the COVID-19 pandemic
caused a range of disease control procedures, including self-isolation, rig-
orous quarantine, movement restrictions, social distancing, lockdowns, and
closing of international borders (Charlson et al., 2016; Nwachukwu et al.,
2020) that consequently interfered with most of our routine activities
(Li et al., 2020). These measures caused emotional and psychological dis-
tress; reports indicate that during or after the quarantine period, many ex-
perienced negative emotions, such as fear, frustration, boredom, depression,
stress, anger, and low mood (Brooks et al., 2020).

Most of the literature about depression during the COVID-19 pandemic
include preliminary reports that focus on depression rates around the world,
emphasizing the impact of COVID-19 on depression levels (Gonzalez-
Sanguino et al., 2020; Wang et al., 2020; Nwachukwu et al., 2020). It is
essential to examine, however, if and how discussion topics in online health
communities evolved during the COVID-19 pandemic in order to promote
an understanding of depression during health crises.

The COVID-19 pandemic in China

According to the report “Fighting COVID-19 China in Action” (The State
Council Information Office of China, 2020), the COVID-19 epidemic in China
can be divided into five stages: Stage I: Sudden start of COVID-19 epidemic
(December 27, 2019-January 19, 2020, lasting 24 days); Stage II: The rapid
spread of the COVID-19 epidemic (January 20-February 20, 2020, lasting
32 days); Stage III: Gradual decline of COVID-19 epidemic (February
21-March 17, 2020, lasting 26 days); Stage IV: Fade of COVID-19 epidemic
(March 18-April 28, 2020, lasting 42 days); Stage V: Ongoing prevention and
control of COVID-19 epidemic (Since April 29, 2020).
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From January 23 to January 29, 2020, all provinces and equivalent ad-
ministrative units on the Chinese mainland activated a Level 1 public health
emergency response, which included self-isolation, rigorous quarantine, and
closing borders. On February 21, 2020, most provinces and equivalent ad-
ministrative units started to downgrade their public health emergency re-
sponse level in light of the local situation and gradually lifted traffic
restrictions. By February 24, 2020, all provincial trunk highways had reo-
pened, and order was restored to the transport networks with the exception
of those in Hubei and Beijing. As such, the COVID-19 nationwide lockdown
in China lasted about 33 days (from January 23 to February 24, 2020).

Method

To answer our research questions, we focused on analyzing online discus-
sions from two depression self-help groups that were active before, during,
and after the COVID-19 lockdown in China.

Data collection

Douban Group is a publicly available forum that provides access to common
interest discussion groups. On its homepage, Douban Group describes itself
as “a place where people of like-mindedness discuss topics together”
(Douban Group, 2021). On the forum, there are several depression self-help
groups conversing on ways to cope with depression, including for example,
“Depression self-help group”, “Depression mutual aid clinic group”, and
“Overcoming depression Group”. These groups are moderated by users who
ban all missionary and suicide posts and instead ask that members share
positive content and encourage each other.

Because the purpose of our study was to investigate the evolution of
discussion topics in online depression self-help groups before, during, and
after the COVID-19 lockdown in China, our sampling strategy focused on
finding the appropriate online depression group. The inclusion criteria of
discussion groups were as follows: (1) the group is related to depression self-
help; (2) group members are active and located in more than one province or
city; (3) the group is long-lived, publicly available, and relatively mature.
As a result, only two groups met the criteria and were therefore selected:
Group 1: “Depression self-help group” and Group 2: “Depression mutual
aid clinic group”. Group 1 was Douban Group’s largest group for depression
self-help; its target members are those with mild-to-moderate depression.
Group 2 was Douban Group’s oldest group for depression self-help; it was
created for users suffering from major depression.

Between June 13, 2021, and June 20, 2021, we used a Python-based web
crawler to collect content posted to each of the two groups from December
21, 2019, to March 28, 2020. Given that lockdown in China lasted 33 days,
and to facilitate the comparison among the three stages, the duration of each
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stage was set to 33 days. Thus, stage 1 (pre-lockdown) is from December 21,
2019, to January 22, 2020; stage 2 (during lockdown) is from January 22,
2020, to February 24, 2020; stage 3 (post-lockdown) is from February 25,
2020, to March 28, 2020. The data we collected included username, post
title, post, and comment body content, post and comment time, thread to
which the post and comment belonged, and timestamp (date and time)
of each post and comment. The final dataset consists of 2,999 posts and
25,173 comments (Table 6.1).

Data analysis

LDA topic modeling

First, we prepared the data for the topic modeling. Text preparation mainly
consisted of text segmentation and removal of stop words and duplicate
entries. We used the segmentation package PyNLPIR to achieve text seg-
mentation and removed stop words according to the stop word database we
found through our previous studies (Sun & Fichman, under review). We
deleted the duplicate entries posted by the same author at the same time and
the feature terms (e.g., “as the title shows”) that were unclear and appeared
in multiple topics within this dataset.

Many studies have proved the applicability of using the Latent Dirichlet
Allocation (LDA) modeling to analyze peer-to-peer conversations about
mental health in a variety of online communities (Carron-Arthur et al.,
2016; Park et al., 2018; Zhao et al., 2019). To identify the discussion topics
in our dataset, we used LDA topic modeling and chose perplexity as the
criterion for LDA model evaluation (Blei et al., 2003). As the perplexity
value gradually decreases with an increasing number of topics (Dhillon &
Modha, 2001), it is crucial to estimate the number of topics contained in
the dataset before mining the optimal number of topics (Chi et al., 2021)
and to consider the value of perplexity and number of topics compre-
hensively. Thus, in this study, the value with the smallest perplexity and
the fewest number of topics was selected as the optimal number of LDA
model training. Based on earlier studies (Zhang et al., 2018; Tian et al.,
2018; Tang et al., 2020), we estimated the number of LDA topics to be
[3, 7] and then calculated the perplexity of our dataset’s content to de-
termine the optimal number of topics. The modeling evaluation process
revealed that the perplexity reached the minimum at five, indicating that
the best number of discussion topics in our dataset was five. Following the
method proposed by Wu and Wang (2019), we then selected 50 featured
terms with the highest frequency for each topic’s interpretation and
adopted the percentage of posts (post frequency in each topic out of all
posts) as the representation of each topic intensity.

We further performed LDA topic modeling on the corpus of each group
in each stage to identify the discussion topics by each group in each stage
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along with each topic’s intensity and featured terms. We used the six
subsets that we created for each condition; each subset contained the
textual content generated by each group in each stage. Because the number
of identified topics varied between the subsets, ranging between four and
seven, and the sum of the top four topics’ intensity reached 70% in each,
we selected the four topics with the highest topic intensity in each subset as
topic representatives. In each subset, we extracted the 50 featured terms of
each of the four representative topics and unified these 200 terms as a
word set. Overall, we extracted a total of 1,400 featured terms from the
main dataset and six subsets. Then, we calculated Jaccard scores between
each pair of word sets to provide greater detail on similarity among stages
(Park et al., 2018).

To analyze the connection between topics under different subsets, we
extracted 50 featured terms of each topic in each subset as a new word set,
which included a total of 1,750 featured terms (the number of topics in each
stage ranged from four to seven; four in Group 2 Stage 1, Group 1 Stage 3,
and Group 2 Stage 3; five in Total and Group 1 Stage 2; six in Group 1
Stage 1; and seven in Group 2 Stage 2). We calculated Jaccard scores be-
tween each pair of topics within and across subsets to identify the extent of
topic similarity among and within subsets (Yao, Zhang, Ni, & Ma, 2021).
Following the similarity analysis, two coders manually assigned labels to
each topic in each subset by reviewing posts and comments belonging
to each specific topic, in our specific context, and in light of prior research
(Nimrod, 2012; Carron-Arthur et al., 2016; Park et al., 2018; Feldhege et al.,
2020; Tang et al., 2020), and then two other researchers completed the
task of verifying and confirming the labels.

Analysis of language features

To improve the efficiency and reliability of language analysis, Pennebaker
and his colleagues started developing computer programs for lexometric
analysis in 1990, and eventually created the Linguistic Inquiry and Word
Count (LIWC) (Pennebaker et al., 2001). The most important part of LIWC
is the dictionary, which defines the categories and the word list related to
each category. LIWC quantitatively analyzes the textual content and cal-
culates the word frequency of different categories (e.g., health, religion) in a
given text by comparing the words in it with the dictionary (Zhang, 2015).
After more than 20 years since its inception, LIWC has been widely used
to analyze patterns of language use in a variety of Western contexts
(Pennebaker & King, 1999; Schwartz et al., 2013; Zhang, 2015; Yuan et al.,
2020). Inspired by the dictionary of LIWC2007 and C-LIWC, TextMind,' a
Chinese language psychological analysis system, was developed based on the
characteristics of the Simplified Chinese language in mainland China, which
provides an all-in-one solution from automatic Chinese words segmentation
to psychological analysis. Compared with LIWC, the dictionary, text, and
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punctuation of TextMind are optimized to process Simplified Chinese, and
the categories are compatible with LIWC (Gao et al., 2013). The Chinese
psychoanalysis dictionary consists of 102 categories (e.g., first-person sin-
gular pronouns, positive emotion, and anxiety) and a total of 6,547 words
(Rui Gao et al., 2013).

To explore the language features of individuals with depression before,
during, and after the COVID-19 lockdown, we used TextMind to analyze
the text of each subset. According to the earlier studies related to language
use among people with depression on social media (e.g., Zimmermann et al.,
2017; Leis et al., 2019; Hussain et al., 2020), the selected categories from
LIWC were as follows: first-person singular pronouns (1), first-person plural
pronouns (We), second-person pronouns (You), and third-person pronouns
(He/She/They), positive emotions, negative emotions, negate, anxiety, anger,
cause, health, religion, and death. We used all the words under the afore-
mentioned categories as the feature set for the depression dictionary. To
facilitate a better understanding of the language features, we first calculated
the percentage based on how well the words of the given text matched the
dictionary categories. Then, we multiplied each percentage by 1,000 to get
the frequency of each category, indicating the number of occurrences per
1,000 words.

Findings

We describe our findings, answering our two research questions: (1) How
did the extent and range of discussion topics in online depression self-help
groups in China change over time before, during, and after the COVID-19
lockdown? (2) How did the fluctuations of language use and internal emo-
tions relate to different stages of the COVID-19 lockdown in China? First,
we describe the major discussion topics that we discovered through the LDA
topic modeling analysis based on the entire dataset; for each topic, we
provide a description and example and indicate their respective intensity
(Section 4.1). Next, we present our thematic analysis of the six subsets, in-
cluding topic similarities and differences across stages and between groups
(Section 4.2). Then, we examine the unique language features of the overall
discussion topics, as well as in each group in each stage (Section 4.3).

Discussion topics in the entire dataset

Five topics emerged from our topic modeling of the entire dataset
(Table 6.2). Following earlier studies (Zhang et al., 2018; Yao, Tang, Fan, &
Luan, 2021), we grouped these five topics into two categories: peer support
and self-tracking.

The first category, peer support, included the topics peer diagnosis, emo-
tional support, and instrumental support, accounting for 63.03% of the posts
and comments. Specifically, members served in either a peer-seeker role or
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a peer-provider role, providing or seeking peer support. Among the three
topics in this category, peer diagnosis made up the highest proportion of
posts and comments (31.14%), which accounts for about one in three posts
and comments. Often, the replies to these posts included peer diagnosis
based on the similar experiences of other group members. With respect
to the second topic in this category, emotional support, included posts and
comments discussing happiness or sadness and communicating emotional
love, concern, caring, or empathy, appearing in about one in every four
posts and comments. Additionally, members in these groups engaged
in problem-solving activities: seeking instrumental support or providing
answers as instrumental support.

The second category, self-tracking, included two topics: daily record and
self-reflection, accounting for 36.97% of the posts and comments. Specifically,
the entries related to daily record accounted for just nearly 30% of the posts
and comments in the group. Members of these groups frequently post records
of their daily activities (e.g., work, life, and health conditions) with feelings in
an attempt to help themselves. Also, some members tracked their thoughts
through self-reflection, and part of them described excruciating feelings of
depression along with reflecting on the symptoms and causes.

Thematic analysis

To address the first research question, we performed a thematic analysis
of the subsets, examining the similarities and differences across stages
and between groups. Then, we identified the main topics in each stage by
each group.

Topic similarity among stages

While the LDA topic modeling results reflected the uniqueness of each
subset, the significant similarity between the core topics discussed at each
subset was evident; the thematic similarity across the subsets for the top four
topics range was [0.5642, 0.7989] (Table 6.3). This means that the similarities

Table 6.3 Topic similarity across the six subsets

Subsets Group 1  Group 1 Group 1l Group2 Group2  Group 2
Similarity Stage I  Stage 2  Stage 3  Stage 1  Stage 2  Stage 3
Group 1 Stage 1 1 0 0 0 0 0
Group 1 Stage 2 0.7344 1 0 0 0 0
Group 1 Stage 3 0.7652 0.7989 1 0 0 0
Group 2 Stage 1 0.6350 0.6577 0.6461 1 0 0
Group 2 Stage 2 0.6063 0.6555 0.6823 0.5642 1 0
Group 2 Stage 3 0.6192 0.6576 0.6794 0.6134 0.5888 1
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among subsets, in terms of the top four topics that have been discussed
in each subset, were between 56.42% and 79.89%. Furthermore, the thematic
similarity between the subsets Group 1 Stage 2 and Group 1 Stage 3 for
the top four topics was highest, reaching 79.89%; the thematic similarity
between the subsets Group 2 Stage 1 and Group 2 Stage 2 for the top
four topics was lowest, reaching 56.42%. This result reveals that the highest
and lowest thematic similarity across the subsets for the top four topics both
emerged in a specific group, rather than across the groups.

To explore the topic similarity among and within subsets in more detail,
we examined the similarities among the topics in each subset and compared
all topics in each subset to all topics in the other five subsets by creating
nine tables; a total of 413 pairs of topics were analyzed for topic similarity.
Most of these comparisons (98% of the pairs) showed that the similarity of
discussion topics between and within each subset was lower than 0.5 (50%),
and only nine pairs were at a higher similarity.

Discussion topics in different stages

Because of the very low topic similarity between the subsets, we wanted
to better understand the specific and unique concerns of individuals in
each group and stage. Through LDA analysis of each of the six subsets, we
identified a total of 10 unique prominent topics, five of which were new
topics (Table 6.4), separate from the five in the entire dataset (Table 6.2).
Five of the ten topics were common to both groups (i.e., companionship
support, coping skills, emotional support, instrumental support, and peer
therapy) and five topics were prominent only in one of the groups: daily
record (Group 1), peer diagnosis (Group 1), psychological counselling
(Group 2), self-reflection (Group 2), and symptom (Group 2).

We found that while some topics, like instrumental support, prevailed in
each group over time, other topics rose and/or faded over time (Figure 6.1).
Tracing the changes in discussion prominence over time in each of the
groups reveals some interesting patterns. First, in Group 2 (major depres-
sion group), the range of topics increased during the COVID-19 lockdown
(stage 2) compared with the range before and after the lockdown (from 4 to
7 to 4), but in Group | (mild to moderate depression group), the range of
topics steadily decreased over time (from 6 to 5 to 4). Second, in both
groups, the prominence of instrumental support increased over time while
that of emotional support decreased. Third, daily record was the most pro-
minent discussion topics in Group 1 (mild to moderate depression group)
before, during, and after lockdown, while in Group 2 (major depression
group) self-reflection was prominent throughout with a slight decrease over
time. Fourth, in both groups, lockdown brought an increase in the fre-
quency of peer diagnosis, whose level was not matched before or after
lockdown. Peer diagnosis was much more prominent during lockdown in
Group 1 (mild to moderate depression group) than at any other time in
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Figure 6.1 Discussion topics of each group at each stage.

Group 2 (major depression group), suggesting that members of this group
during lockdown were likely facing symptoms of depression that were new
to them. Fifth, members in Group 2 (major depression group) were despe-
rately eager for companionship support during the lockdown, and this need
was discussed even more following the lockdown. Finally, it is clear that
the nature of discussion shifted significantly in both groups from the pre-
lockdown period to the post-lockdown period, suggesting the lockdown’s
long-lasting impact on both discussion groups.

Language features of each group in each stage

To address the second research question, we applied the LIWC lexicon to
examine the language features of the dataset as a whole, and the subsets by
each group in each stage. Table 6.5 shows the results of applying the LIWC
lexicon to the entire dataset; each column describes the language features
of each of the five main discussion topics, and the number in each cell
represents the number of words in this category in a specific topic (out of
1,000 words in the entire dataset).

As one would expect, the most frequent words in the dataset were in the
emotions category (positive and negative), regardless of the discussion topic.
Interestingly, emotional tendency varied between topics; when members
posted about peer support topics, such as peer diagnosis, emotional support,
and instrumental support, the dominant emotion was positive, with emotional
support overwhelmingly positive. Posts and comments that involved self-
tracking—daily record and self-reflection—however, were overwhelmingly
negative. This might indicate that members’ posts and comments were
positive when supporting others, but negative about their own struggles,
as individuals with depression are more likely to use words expressing ne-
gative emotions and less likely to use words that express positive emotions.
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Table 6.5 Language features of each discussion topic

Languagel Topic Peer Daily  Emotional Self- Instrumental Total
diagnosis record support reflection  support
First-person 47.98 4348 43.62 32.88 29.33 42.29
singular
pronouns (I)
First-person plural  2.43 2.01 3.17 1.95 4.29 2.65
pronouns (We)
Second-person 15.56 14.05 24.56 15.00 16.85 17.38
pronouns (You)
Third-person 2.85 3.41 6.82 3.19 2.17 3.90
pronouns
(He/She/They)
Positive emotions  49.99 37.70  88.05 34.32 45.78 53.96
Negative emotions 18.23 4429  28.33 36.30 17.55 29.33
Negate 2.03 1.98 2.00 2.34 3.79 2.23
Anxiety 3.55 10.37 4.68 4.52 1.73 5.56
Anger 1.94 5.44 5.25 6.33 2.89 4.19
Cause 13.50 11.84 12.12 19.42 8.55 12.75
Health 32.89 24.10  10.37 26.28 24.45 23.63
Religion 4.01 3.11 421 6.14 8.11 4.46
Death 4.81 9.47 4.76 5.52 5.29 6.18

Also, as expected in online self-help depression communities, first-person
singular pronouns were very frequent in each topic, as individuals with de-
pression prefer to use first-person singular pronouns, while both first-person
plural pronouns and third-person pronouns were less frequent, as individuals
with depression less likely to use first-person plural pronouns. Interestingly,
both second-person pronouns and health were pretty frequent categories
across all the topics. The frequent use of second-person pronouns may suggest
that members in these depression support communities either asked for or
provided support to other group members. The frequent use of health-
related words is not surprising given that depression is a mental health issue
and members joined these online depression support communities to im-
prove their own health. Furthermore, the low frequency of words related
to negate, anger, and death was not anticipated, but this may have been
due to the group moderators, who clearly asked members to share only
positive content and to encourage each other, and banned all missionary and
suicidal posts.

In order to examine if and how the language features of the discussions
vary over time and between the two groups, we applied the LIWC lexicon
to each of the six subsets, allowing for comparisons across stages and
between the two groups (Figure 6.2). We observed that some language
categories, such as first-person singular pronouns and positive emotion,
prevailed over time in both groups. We found that the top five language
features in the entire dataset (Table 6.5) also prevailed in each of the two
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Figure 6.2 Language features of each group in each stage.

groups and three lockdown stages (ranked from most common to least
common): positive emotions, first-person singular pronouns, negative emo-
tions, health, and second-person pronouns (Figure 6.2). Tracing the changes
in language use over time in each of the groups reveals some interesting
patterns. First, the use of negative emotions in both groups increased
over time, while the use of positive emotions fluctuated. During the lock-
down, members in Group 1 (mild to moderate depression group) used
fewer positive emotions than pre-lockdown, while members in Group 2
(major depression group) used more positive emotions during lockdown
than pre- and post-lockdown. This may point to differences between the
ways the two groups adjusted to coping with the lockdown. Group 2
(major depression group) was replete with individuals who were already
accustomed to struggling with depression—they may have provided extra
support for fellow members less familiar with depression—while Group 1
(mild to moderate depression group), perhaps a group with more new-
comers, witnessed members struggling with new feelings of depression who
were not as actively supportive of others. Second, although first-person
singular pronouns were frequently used in both groups, members in Group 2
(major depression group) employed them significantly more frequently in
each of the three stages. Third, in both groups, the lockdown brought an
increase in the frequency of second-person pronouns and third-person pro-
nouns; these frequency levels were not matched by either the first or third
stage. Fourth, the use of health-related words steadily increased over time
in Group 1 (mild to moderate depression group), while the opposite oc-
curred in Group 2 (major depression group). A possible explanation is
that members in Group 1 (mild to moderate depression group) were likely
facing symptoms of depression that were new to them and over time they
were more eager for attention and help to get them out of their current
predicament, while members in Group 2 (major depression group), who
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were not new to depression, evidently experienced more negative emotions
over time. Finally, members in Group 1 (mild to moderate depression
group) used more cause-related words during the lockdown than pre- and
post-lockdown, while the members in Group 2 (major depression group)
engaged in the opposite. Interestingly, the overall pattern of word dis-
tributions over time was unchanged, meaning that the relative prominence
of words in the discussions in both groups was relatively stable, regardless
of temporal external conditions, such as lockdown. Still, the lockdown
brought an increase in both groups in all the top five language categories,
except for the positive words that decreased, and even an increase in the
rank order of negative emotions in Group 2, all indicating the negative
impact of the lockdown on mental health.

Discussion and conclusion

Thanks to their anonymity, online depression communities reduce de-
pressed individuals’ risk of exposure to stigmatization (Zhang, Eschler,
and Reddy 2018), improving their self-confidence and control of their
treatment (Yao et al., 2021). We describe an evolutionary pattern of
discussion topics and analyze the language features in online depression
communities, grounded in data from two online depression self-help
groups in China that were active before, during, and after the COVID-19
lockdown. In this chapter, we make two major contributions to research
on the use of ICT during and after COVID-19. First, this study
explores the discussion topics and respective language features in two
online depression self-help groups, promoting an understanding of user-
generated content in online depression communities in China. Second,
informed by social informatics, this study proposes a contextual per-
spective to explore topic evolution and fluctuations in language use,
suggesting that both are related to the different stages of the COVID-19
lockdown. Contextualizing the changes adds a time-based dimension
to topic analysis in online health communities, providing a nuanced ac-
count of the discussion topics and language use progression over time—
before, during, and after the COVID-19 lockdown.

We observed that individuals with depression mainly aim to help
themselves and others and do so in two major ways: self-tracking and
peer support. When they discuss the topics related to self-tracking—daily
record and self-reflection—they frequently use negative emotions, as they
write about traumatic experiences (Zhang, 2015). Person pronouns use
reflects what people pay attention to, and those who experience physical
or emotional pain tend to pay attention to themselves (Rude et al., 2004)
more than others. We also found that when individuals track themselves,
they frequently use first-person singular pronouns and are less likely to use
first-person plural pronouns and second-person pronouns. When members
engaged in daily record, the highest level of anxiety was evident, perhaps
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because, in these posts and comments, they recorded the stimuli or other
stressful events that led to their depression, which in turn triggered anxiety
(Coppersmith et al., 2015; Newell et al.,, 2017; Hussain et al., 2020).
Overall, we found that individuals with depression use negative emotions
when posting about self-reflection, and use words related to cause and
anger very frequently. Individuals use more causal and insightful words,
when writing about personal traumatic experiences, as they activate the
processing of the event, and then this process enables individuals to re-
interpret it to improve their mental health (Tausczik & Pennebaker, 2010);
words related to cause reflect the process by which people re-evaluate
events (Zhang, 2015). When individuals with depression discuss topics
related to peer support—peer diagnosis, emotional support, and instru-
mental support—they frequently use positive words. Furthermore, in line
with Hussain et al., (2020), who found that individuals with depression
frequently use words that belong to the health category, we found that in
these two groups, members discuss peer diagnosis with high use of health
words. Poor social relationships (e.g., singleness, living alone, and in-
frequent social interactions) make depressed individuals less likely to refer
to others (Huang & Zhou, 2021). Thus, on social media, depressed in-
dividuals use second-person pronouns less often than those who are not
depressed (de Choudhury et al., 2013; Leis et al., 2019). However, we
found that regardless of the changing external conditions, members in
these two groups use second-person pronouns frequently, especially when
they discuss emotional support. A reasonable explanation is that in online
depression self-help groups, the social relationships of individuals with
depression have been significantly enhanced, and as a result, they tend
to use second-person pronouns more frequently.

The second research contribution of our study emphasizes the context-
dependent changes in discussion topics and language use over time.
Inspired by studies that have used evolutionary approaches in the study
of communities (Iriberri & Leroy, 2009), groups (Sun, & Fichman, 2020),
or organizations (Aldrich, 1999; Shachaf, 2003), we documented how
group members with different depression severity changed their discussion
topics before, during, and after COVID-19 lockdown in China. It became
evident that the range of public health measures—including self-isolation,
rigorous quarantine, and closed borders (Charlson et al., 2016)—caused
by the COVID-19 pandemic, consequently interfered with people’s routine
activities (Li et al., 2020). During the lockdown, depression steadily spread
among isolated and quarantined individuals (e.g., Brooks et al., 2020),
and socialization on social media increased, given individuals’ desire to
maintain a connection (Limaye et al., 2020; Ni et al., 2020). This, in turn,
led to fluctuations in the number of posts and topics over time. Not only
were the changes over time noticeable when it came to topics and language
use, but we also found that these changes were largely dictated by de-
pression severity (Feldhege et al., 2020; Sun & Fichman, under review).



188 Honglei Lia Sun and Pnina Fichman

Although individuals with different depression severity shared a lot of
the same concerns, their discussion topics and language use often differed
and each of them had a particular pattern related to the evolution of to-
pics/language use.

Specifically, in Group 1, the discussion focus varied significantly (from
emotional support to daily record to instrumental support), and the range of
discussion topics and positive emotions decreased over time, along with the
use of first-person singular pronouns and health-related words steadily
increased over time. With respect to Group 2, the common concerns gra-
dually focused on companionship support and instrumental support, the range
of discussion topics and positive emotions increased during the COVID-19
lockdown compared with the range before and after the lockdown, and the
use of health-related words steadily decreased over time.

The implications of this work are two-fold. Theoretically, our study pro-
vides additional insights into online depression communities during health
crises and adds new knowledge to the research on the language use of in-
dividuals with depression. Our findings indicated that discussion topics in
online communities depend not only on socio-psychological factors but also
on other contextual factors, such as a global pandemic and the strict health
measures that governments impose on their citizens. Specifically, at times
of crisis, such as during the COVID-19 lockdown, topics may significantly
shift, as new topics capture the public attention and new participants join the
conversations. Also, the findings concerning discussion topics and language
use patterns of individuals with different depression severity in China add a
nuanced health-based dimension to the research on the content of online
depression communities and enhance prior descriptions of user-generated
content in these communities. Additionally, this study also suggests that the
language use pattern of users’ discussion may vary widely within one socio-
technical setting as other contextual factors changed. Moreover, as this study
provides a deeper analysis of the topic evolutionary pattern and language
use pattern of individuals with different depression severity, it offers a
better understanding of online support, which is of interest not only to the
researchers but also to developers of related mental health communities.
Finally, the findings could potentially inform depression therapy and help
healthcare professionals understand depression-related issues from depressed
individuals’ perspectives, especially during health crisis, a lockdown, and
the social isolation that these individuals experience.

However, two limitations should be considered when interpreting the
results. First, a single case study has limited generalizability, so caution
should be taken when generalizing the findings. Future research can ex-
pand our results by employing multiple cases to increase the general-
izability of the evolutionary pattern. Another limitation is associated with
the fact that to improve the efficiency of language analysis and reduce
the impact of manual intervention, this study used the software TextMind
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to quantitative analyze the language features, which makes it impossible
to effectively reveal the differences in language use among patients with
depression of different genders before, during, and after COVID-19
lockdown. Future studies can combine the qualitative method with a
quantitative method to deal with this problem and examine if and how
the genders of individuals with depression affect which topics they dis-
cuss. In addition, future research may aim to compare and contrast the
unique attributes of social media use among depressed individuals in
the East and West, extending this work beyond the Chinese context.

Note
1 http://ccpl.psych.ac.cn/textmind/
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7 Public Engagement with Science
During and about COVID-19
via Twitter: Who, When, What,
and How

Meredith Dedema and Noriko Hara

Introduction

Effective communication of scientific knowledge encourages the public to
take a greater interest in science, value the contributions of scientists, and
foster public support for the funding of scientific research (Dudo & Besley,
2016). Presently, traditional models of scientific communication are giving
way to new types of public engagement with science as the Internet becomes
increasingly ubiquitous. Instead of having scientific findings filtered through
traditional intermediaries (journalists, healthcare professionals, government
organizations, etc.), scientists have begun to take advantage of social media
in order to communicate openly with the public (Collins et al., 2016).
Furthermore, the public now directly interacts with scientists on social
media platforms, such as Reddit’s Ask Me Anything (Hara et al., 2019), and
participates in the framing of scientific discoveries and opinions by editing
science-related articles on popular websites like Wikipedia (Hara &
Sanfilippo, 2016). Brossard (2013) noted that the role of lay participation
in online environments has changed the nature of science communication,
creating new opportunities for two-way communication. These online en-
vironments, however, have created new challenges for scientists—namely,
the ability to counterbalance the pseudoscientific and outright false claims
that appear in social media, online news outlets, and popular online
knowledge depositories like Wikipedia.

Because of the immediate need for scientific information about COVID-
19 and its vaccines, more and more people are participating in conversations
with scientists online (Garde et al., 2021). Twitter has become one of the
most popular platforms for the public to obtain health and science in-
formation, and the overall engagement on Twitter with scientists has in-
creased over the last few years (Habibi & Salim, 2021). At the same time,
Twitter is one of the major sources of misinformation (Vraga & Bode, 2017).
The World Health Organization called the spread of misinformation an
“infodemic” and suggested better information management (WHO, 2022).
While the recent pandemic created a dire need for scientists and public
health organizations to communicate directly and swiftly with the public
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(Rufai & Bunce, 2020), effective strategies for such communication are still
under development.

In this chapter, we used the social informatics perspective to analyze
public engagement with science on Twitter. Some social informatics con-
cepts, such as the unintended consequences of ICTs and the diverse ways
of using ICTs by various users (Kling et al., 2005), were informative for
the analysis, especially since the chapter addresses the social informatics of
knowledge (Meyer et al., 2019). Additionally, the importance of the “con-
text” in which ICTs are used has been highly emphasized as one of the major
concepts of social informatics (Fichman et al., 2015; Meyer et al., 2019;
Fichman & Rosenbaum, 2014). Twitter use during the global pandemic
created an opportunity for us to analyze a sociotechnical system in a unique
context. More importantly, we unboxed the use of Twitter by scientists,
medical professionals, pseudo-experts, and government health organiza-
tions, using a social informatics lens by considering online public engage-
ment with science as a sociotechnical system (Meyer et al., 2019).

Using the social informatics perspective, we investigated the following
three research questions in this chapter:

1  What and how are tweets posted during and about COVID-19 by
scientists and medical professionals, pseudo-experts, and public health
organizations?

2 What and how are tweets posted about COVID-19 in three different
periods during COVID-19?

3 What and how do tweets about COVID-19 get different levels of
engagement from the public?

Related work

Health communication on social media

With the rapid evolution of the Internet and online social networking, health
communication now incorporates dynamic exchanges of information on a
global scale. Social media allows for the creation and exchange of user-
generated content, providing the means to reach a broad audience rapidly
with health information through platforms such as Facebook and Twitter
(Barnes et al., 2019). Social media platforms are a place where health in-
formation is passively consumed and actively sought. Users can “like”,
“share”, or “comment” on any post, thereby transmitting different types of
health information to others (Pilgrim & Bohnet-Joschko, 2019). Scientists,
medical professionals, and public health organizations are sharing their
research and engaging with the public about health issues online (Harris
et al., 2014). Many applications of social media within health contexts
exist; for example, medical practitioners and healthcare professionals share
videos on YouTube to share their clinical expertise (Drozd et al., 2018).
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In addition, Facebook is being used by the public, patients, caretakers, and
healthcare professionals to share their experiences with disease management,
exploration, and diagnosis (Rosa & Sen, 2019).

Particularly for public health matters, social media can provide com-
munication in real time and at relatively low cost. For example, during the
2009 HIN1 outbreak, Twitter was used to disseminate information from
credible sources to the public, and also served as a rich source of opinions
and experiences (Chew & Eysenbach, 2010). Twitter could also be used
to track users’ interests and concerns related to HINI influenza, even
estimating disease activity in real time (Signorini et al., 2011). A study of
online spatio-temporal sentiment toward a new vaccine showed that social
media platforms could be used to identify target areas for intervention
efforts and to evaluate their effectiveness (Salathé¢ & Khandelwal, 2011).
Other than their implementation during specific outbreaks, prior literature
shows that social media platforms can be used to disseminate pertinent
health information to targeted communities (Reuter et al., 2018) and
identify misinformation in health information online (Vraga & Bode,
2017). Moreover, medical professionals can aggregate data about patient
experiences from social media platforms and monitor public reactions
to public health issues (Deiner et al., 2019).

There are certain benefits of using social media for health communication
for the public, scientists, and public health organizations (Moorhead et al.,
2013). For example, social media can widen access for those who may not
easily access health information via traditional methods, because Twitter use
is independent of gender, educational attainment, and income, suggesting it
may provide an important new channel for disseminating public health
messages to younger people, ethnic minorities, and lower socioeconomic
groups (Andrade et al., 2018). Moreover, social media allows information to
be presented in forms other than text and can bring health information
to audiences with special needs. For example, videos can be used to sup-
plement or replace text and can be useful when literacy is low (Stellefson
et al., 2014). However, there are limitations to these benefits. For example,
there are concerns over the quality and the lack of reliability of the health
information available via social media, as it is difficult for individuals to
evaluate the quality and discern the reliability of information found online
(Zhou et al., 2021). Prior studies also highlighted concerns about privacy,
confidentiality, data security, and the potential harms that emerge when
personal data are indexed. Social media users are often unaware of the risks
of disclosing personal information online and of communicating harmful
or incorrect sources (Sanfilippo et al., 2020).

Public engagement with science via social media

In this chapter, we focused on Public Engagement with Science (PES) on
social media, specifically with Twitter in the context of COVID-19. PES
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generally refers to participation in science engagement activities by scientists
and the public, yet multiple definitions exist (Weingart et al., 2021). In this
chapter, as we studied the PES on Twitter during the COVID-19 pandemic,
we adopted the definition of PES as “meaningful conversation and dialog
about scientific issues” (Petersen et al., 2009) online, achieving “greater
visibility and transparency of research work” (Watermeyer, 2012), so as to
“reduce conflict”, “build trust”, and lead to a public who is then “more
likely to support project goals and implement decisions in the long term”
(Sankatsing Nava & Hofman, 2018).

While journalists act as one of the gatekeepers of communicating science
to the public through the news media in the past, scientists have more op-
portunities than ever before to communicate directly with the public,
thanks to the development of social media platforms and mobile devices.
Science communities considered social media platforms to be a promising
tool to help democratize science by enabling two-way communication
(Peters, 2013), as laypeople can have more direct, dialogic, personable, and
transparent conversations with scientists, sharing their opinions about sci-
entific issues (Delborne et al., 2013). Such two-way communication occurs
occasionally on a social media platform such as Reddit’s science subreddit
(Hara et al., 2019; Chen et al., 2021). However, this type of two-way com-
munication is an exception, partially because scientists have been slow to
adopt social media use for communication with the public. Regarding sci-
entists’ use of social media, a prior study with 587 scientists from a variety
of academic disciplines showed that social media usage had yet to be widely
adopted. Twitter, Facebook, and LinkedIn are three dominant platforms
in use, however, scientists are mostly using social media platforms to com-
municate with their peers but not the public (Collins et al., 2016).

At the same time, the public is using social media to access the scientific
information. One report from the Pew Research Center showed that millions
of people followed science-related pages on Facebook; for instance, as of
June 2017, IFLScience had 25.6 million Facebook followers, and NASA had
19.4 million (Hitlin & Olmstead, 2018). Another report asserted that, among
social media users, 44% said they at least sometimes saw science news that
they wouldn’t see elsewhere. However, many were also highly skeptical of
the news they were seeing on social media; only about a quarter (26%)
of social media users said that they mostly trusted the science posts they
found on these sites, compared to twice as many (52%) who mostly dis-
trusted them (Funk et al., 2017). Therefore, scientists’ and the public’s use of
social media for PES demonstrate a significant gap—whereas many scien-
tists show little motivation to use social media for public communication,
the public rarely trusts the scientific content on social media.

COVID-19 created a force that changed the situation of social media use
for PES by both scientists and the public. The global pandemic was a perfect
storm to propel scientists to communicate directly to the public, and for the
public to rely on social media to obtain the most current, and hopefully
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accurate, information related to COVID-19. Under this circumstance,
public health scientists and epidemiologists had to increase their use of
social media to combat misinformation regarding the effectiveness of
mask-wearing, as well as vaccines (Agley & Xiao, 2021).

The level of engagement on social media

For measuring the engagement level of PES via social media, prior studies
identified that social media metrics were useful (Mufioz-Exposito et al.,
2017). Social media platforms have a unique set of technical features and
socially-constructed affordances which could enable communicators to
develop new engagement and promotion strategies. For example, Su et al.
(2017) mentioned hyperlinks, mentions, retweets, and hashtags as Twitter
communication tools. First, communicators may include hyperlinks in their
tweets, to direct their followers and other Twitter users to online informa-
tion on external non-Twitter websites, such as event pages or online articles.
Second, communicators can build relationships with individual Twitter
users and with one another’s Twitter accounts by using the “@”~ mentions
engagement mechanism (Mufioz-Exposito et al., 2017).

Retweets involve a user’s reposting another user’s tweet while giving ac-
knowledgment to that user. Quote tweets involve the same “@username”
syntax, but the reposted tweets are shortened so that the 280-character limit
is met, and personal comments can be added. Last but not least, among
Twitter’s key features are hashtags, represented by the hash symbol (#); this
function marks tweets thematically so that users can search for specific types
of information and follow conversations about a particular topic. Similarly,
Perreault and Mosconi (2018) categorized social media actions and metrics
as different types of engagement, as shown in Table 7.1.

A few empirical studies showed evidence that social media features are
facilitating science communication and engaging the public. For example,
Rus and Cameron’s (2016) study of health communication in social media
found that specific features predicted different forms of engagement, as the
posts with images had higher rates of likes and shares, compared to posts

Table 7.1 Metrics in the level of engagement used on social media platforms
(adapted from Perreault & Mosconi, 2018)

Metric Type of engagement

Like Expressing their positive feelings of liking content.

Dislike Expressing their negative feelings about content.

Share Distributing content to their social network.

Follower Indicating the influence of accounts in their social network.

Tag Assigning content to a specific person.

Hashtag Enabling cross-referencing of content and sharing a topic or theme.

Click The number of clicks on hyperlink content.
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without images. Research about Twitter use in science festivals also found
that 86% of the Twitter opinions posted by scientific organizations included
hyperlinks that encouraged followers to retrieve more information by fol-
lowing them to external websites (Su et al., 2017). In this study, we used
these social media features to measure the type and level of engagement
on Twitter.

Methodology

We collected tweets posted by 15 scientists and medical professionals, two
pseudo-experts, and six federal government-sponsored public health orga-
nizations, over three different periods during the COVID-19 pandemic.
Using content analysis, we investigated social media features, content fea-
tures, social cues, and topics shown in the tweets, sampled from these
accounts during each period.

Data collection

Multiple searches were conducted to find the names of scientists and medical
professionals for this study. First, a number of articles from established
sources (e.g., Nature and BBC) identified researchers and scientists whose
areas were related to COVID-19 research, COVID-19/pandemic discourse
and discussion, and vaccine research/production. These individual Twitter
accounts were evaluated if they had a sufficient number of followers (ap-
proximately over 20,000) to receive active engagement (Garde et al., 2021).
We also confirmed that these accounts had enough posts so that we
could obtain relevant data (i.e., at least one post every other day). As a
result, 15 scientists and medical professionals (herein called scientists), and
their accounts were selected based on their followers, frequency of posts,
and the ratio between unique posts and favorites/retweets they receive.

Furthermore, we identified five pseudo-experts who are anti-vaxxers, yet
whose Twitter accounts have significant numbers of followers. We used
the search terms “Prominent Anti-Vaxxers”, “Prominent Anti-Maskers”,
“COVID Myth”, and “COVID Misinformation” on Google. Using various
articles from sources such as NPR, CBS News, and the Washington Post, we
developed a list of individuals who have played a substantial role in pro-
moting COVID-19 misinformation. We finalized the list of five pseudo-
experts whose usernames include “doctors” and whose accounts have at
least one new post per week. Unfortunately, three of the five pseudo-experts’
accounts were suspended and some of their tweets published in the period
mentioned below were deleted by the platform.

To select the health organizations, we compared several lists made pub-
licly available on the Internet from online encyclopedias (e.g., Wikipedia)
and academic institutions (e.g., the University of Northampton, University
of Sheffield) for “majority English-speaking countries”. From these lists, we
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Table 7.2 Frequency of tweets from three categories in three periods

Category Ist Period 2nd Period  3rd Period Total
Scientists 910 878 748 2536
Pseudo-experts 54 40 46 140
Public health organizations 215 380 266 861
Total 1179 1298 1060 3537

identified six of the largest nations (Australia, Canada, New Zealand, South
Africa, the United Kingdom, United States) that are a part of the
“Anglosphere”, because of their comparable government structures and
quality of life. Then we found the largest government-sponsored public
health organization with an active social media presence in each country.

From these 26 Twitter accounts, we collected data from the following time
frames using a Twitter Bot. The first period was the beginning of the US
lockdowns (March 10-17, 2020); the second period was the week that the
Pfizer and Moderna vaccines were given emergency use approval (December
13-20, 2020); and the third period was when the CDC issued updated gui-
dance saying that vaccinated individuals no longer need to wear masks ex-
cept in certain situations (May 23-30, 2021). For each account, we collected
the username and followers for each username. For each tweet, we collected
the URL, published date, favorites count, and retweets count. We did not,
however, include retweet data this time because retweet data did not contain
any additional comments from the Twitter users who were reposting. As
a result, 3,537 tweets were collected in the three periods from 23 accounts
(15 scientists, two pseudo-experts, and six public health organizations). The
frequency of tweets from the three categories in three periods is shown
in Table 7.2.

Data analysis

To understand how different scientists and organizations posted on Twitter
about COVID-19 within the three periods, and how the public engaged
through Twitter’s features, based on favorites count and retweets count with
these tweets, we conducted a content analysis of tweets, with the codebook
shown in Table 7.3.

Content features (Hara et al., 2019) and social cues (Tang et al., 2021)
were two variables from prior literature that investigated r/science Ask Me
Anything (AMA) sessions on Reddit, on the topic of public engagement
with science. Some minor adjustments were made for adapting to this re-
search context, as Reddit is a network formed by communities (i.e., sub-
reddits) and comments, while Twitter is a network formed by individuals
and tweets, which are microblogs using fewer than 280 characters. In the
content features category, we removed “requesting resources” from the
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original codebook, based on a pilot study in which Tweets posted by sci-
entists and government health organizations were largely disseminating
resources rather than requesting them. We also added “making a reply” as
a new code in this study, because we noticed many tweets replied to specific
tweets. Furthermore, social cues can be another indication of engagement,
when individuals use social media platforms to participate in science com-
munication. We removed “argumentative or sarcastic tone” because, unlike
discussions in Q&A sessions, a microblog is too short to indicate its tone.
Additionally, some of the individual tweets randomly selected during the
coding process belonged to a larger thread, and as such, these tweets lacked
sufficient context to grasp their tones.

Finally, we used a grounded theory approach to develop the codes about
social media features and topics as two new categories. We randomly selected
a small sample (i.e., 72 tweets) for open coding. Two authors examined all
of the tweets and developed a list of codes first. Then we discussed each code
and determined if its definition could fit into the example tweets. After a few
rounds of iterative coding, social media features and topics were defined
and operationalized with their own codes. Then we selected one tweet from
each period from 23 accounts for intercoder reliability (Freelon, 2020), and
69 tweets were coded by two coders independently. The results showed that we
have achieved adequate percentage agreement (above 90%) for each variable
(O’Connor & Joffe, 2020). All of the disagreements in testing the intercoder
reliability (under 10%) were discussed and resolved before one of the coders
finished the rest of the coding alone.

To understand how the content affects the level of engagement, we in-
cluded the posts that have both low and high engagement in the sample by
calculating the medians of the favorites count and retweets count in each
period for each account. In this study, higher engagement means that a post
had both a favorites and a retweets count higher than the median number,
and lower engagement means both counts were below the median level. We
randomly selected five tweets with a higher favorites and retweets count
and five tweets with a lower count in each period, from 23 accounts, and
641 tweets were coded in total. With coding results, some descriptive ana-
lysis and Chi-square tests have been applied to help explain the difference
between tweets posted by different users in three periods with different levels
of public engagement.

Findings

RQI1: What and how are tweets posted during and about COVID-19
by scientists, pseudo-experts, and public health organizations?

First, as shown in Figure 7.1, multiple social media features are being
used in communication with the public during and about COVID-19. Links
(39.9%) were the most frequently used, potentially because Twitter only
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Figure 7.1 Tweets with social media features from different users.

supports tweets under 280 characters; thus, it may be too short for scientists
or health organizations to make an argument or a full statement. Therefore,
they often gave a link in their tweet, directing the audience to external
websites to provide further information. These links included news media,
research articles, official websites of health organizations, and retweets.
Hashtags (35.9%) were also used more than other features, as they allowed
the clustering of tweets thematically so that users could follow conversations
about a particular topic. The hashtags most frequently used in these tweets
were #COVIDI19, #StayHome, and #SleeveUp. Visualization (27.6%) was
another feature that was used more than others. Images tended to include
statistics, while videos were mostly about guidance, e.g., how to wash your
hands. Tagging (17.3%) and quote tweeting (12.2%) were used the least.
It may be because tagging (with “@”) and quote tweeting both facilitate
interactions between specific Twitter accounts. They are often used when
users are communicating with certain people.

Scientists used more tagging (x> = 16.239, p <0.001) and quote tweeting
(> =41.239, p<0.001) than pseudo-experts and health organizations did,
which showed that scientists used Twitter more to communicate and build
relationships with specific people in their social network compared to those
in other categories. Pseudo-experts used more links (3* = 106.632, p < 0.001)
than others. This may be an indication that they attempted to use external
evidence to convince people about the reliability of their information.
Public health organizations used more hashtags (3> = 63.487, p <0.001) and
visualization (y*>=138.609, p<0.001) than other features, which was
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Figure 7.2 Content features of tweets from different users.

considered good practice for user-oriented communication because these
features likely allowed the public to get information more conveniently and
effectively.

Second, as shown in Figure 7.2, various types of content appeared in the
tweets, including providing resources (50.7%), providing information
(32.6%), making a reply (30.1%), providing opinions (22%), and providing
guidance (20.3%). It indicated that the content and purpose of the tweets
were diverse and varied. Scientists and public health organizations did not
focus on any specific kinds of content in science communication online.

In terms of the differences among different types of Twitter users, sci-
entists and pseudo-experts provided more opinions than information
(x> =138.609, p<0.001), whereas public health organizations provided
more information (y~=52.697, p <0.001). This possibly is because scien-
tists and pseudo-experts were all individual social media accounts, whereas
the public health organizations were representing governments. Similarly,
scientists and pseudo-experts provided more personal experiences in their
tweets (x* = 34.131, p <0.001), and these personal stories likely made them
more relatable to the public, as the stereotypical image of a scientist tends
to be distant and rational. Pseudo-experts provided more resources
(x> =49.793, p<0.001) but less guidance (x> =24.520, p<0.001). Using
external resources possibly made them appear more credible while
spreading mis/disinformation online. Scientists and public health organi-
zations made more replies (x> = 39.650, p < 0.001), which showed that they
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Table 7.4 Social cues shown in tweets from different users

Social cues Scientists Pseudo- Public health  Total
experts organizations

Politeness and 46 (11.3%) 0 (0.0%) 14 (7.8%) 60 (9.4%)
comfort

Explicit emotional 98 (24.1%) 13 (23.6%) 23 (12.8%) 134 (20.9%)
expression

Inviting further 3 (0.7%) 0 (0.0%) 5 (2.8%) 8 (1.2)
contact

Trolling 18 (4.4%) 4 (7.3%) 0 (0.0%) 22 (3.4%)

Humor 3 (0.7%) 0 (0.0%) 0 (0.0%) 3 (0.5%)

Total 407 (100%) 55 (100%) 179 (100%) 641 (100%)

made an effort to respond directly to, and dialogically interact with the
public, even though these activities can be time-consuming.

Third, Table 7.4 presents different social cues that were used in the tweets.
While explicit emotional expression (20.9%) and politeness and comfort
(9.4%) appeared frequently, inviting further contact (1.2%), trolling (3.4%),
and humor (0.5%) seldom occurred in the tweets, which aligns with the
results in the prior literature (Tang et al., 2021). Although we did not include
“direct message” (DM) as inviting further contact in the codebook, we
noticed many users in the sample used DM in their posts later in the coding.
Trolling was rather difficult to recognize in the selected tweets. Since a
tweet’s limit is 280 characters and sampled tweets were randomly selected,
the contexts in which the tweets were written were sometimes missing during
the coding. The low incidence of humor is not surprising, as COVID-19 is
affecting people’s lives in overwhelming ways. We speculated that the topic
of COVID-19 may be too serious for users to make jokes or use humor while
tweeting.

Scientists and public health organizations showed more politeness and
comfort in their tweets (x*>=7.989, p <0.05). For example, they used “hi”
and “please” to start off their tweets, and they also used many “thanks” and
“congrats” when responding to good news or positive tweets. Scientists and
pseudo-experts used more explicit emotional expressions in their tweets
(x> =9.753, p<0.01). For example, they used “!” and capital letters to show
exclaim and emphasis. They also used many emojis, for example, sk to
suggest people should wear masks, ##xxx to guide people about washing
hands, s+ for sleeving up and getting vaccinated, as well as many arrow
symbols s and national flags sewseseor and sk,

Finally, as shown in Table 7.5, topics varied in the tweets as expected.
Public health organizations tweeted more about COVID-19 as a virus and a
disease, which can be seen as public health education during the global
pandemic. Also, public health organizations tweeted more numbers and
statistics (x> = 22.827, p <0.001) about COVID-19, which means Twitter can
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Table 7.5 Topics of tweets from different users

Topics Scientists Pseudo- Public health  Total
experts organizations

COVID-19 (virus and 77 (18.9%) 7 (12.7%) = 46 (25.7%) 130 (20.3%)
disease)

Numbers or statistics 24 (5.9%) 0 (0.0%) 29 (16.2%) 53 (8.3%)

Vaccines and vaccination 87 (31.4%) 13 (23.6%) 41 (22.9%) 141 (22.0%)

Mental health 2 (0.5%) 0 (0.0%) 6 (3.4%) 8 (1.2%)

Governmental 15 (3.7%) 2 (3.6%) 10 (5.6%) 27 (4.2%)
intervention

Professionals 26 (6.4%) 0 (0.0%) 5 (2.8%) 31 (4.8%)

Other on-topic 123 (30.2%) 12 (21.8%) 48 (26.8%) 183 (28.5%)

Off-topic 76 (18.7%) 26 (47.3%) 26 (14.5%) 128 (20.0%)

Total 407 (100%) 55 (100%) 179 (100%) 641 (100%)

serve as an informing tool. Scientists tweeted more information about
vaccines and vaccination, as their tweets were often related to their expertise.
In return, the public may also have expected such comments from this group
of people on social media. Pseudo-experts posted more about off-topic
subjects (x* = 29.403, p < 0.001), which may have reflected the nature of their
tweets’ being not helpful or irrelevant to COVID-19.

In other on-topic tweets, public health organizations tweeted about gui-
dance on traveling, tracing applications, COVID-19 impacts on the
economy, and epidemiology reports on specific cases. Scientists tweeted
about the politicization of COVID-19 topics and progress on COVID-19
relevant research, vaccine development, mis/disinformation issues, facilities
(e.g., ventilation and oxygen), and institutions (e.g., public schools and
hospitals).

For off-topic tweets, we found that public health organizations also
tweeted about other issues such as sleep problems, as May 13 was World
Sleep Day, which occurred in the second period of data collection. Another
example was that health organizations made announcements about their
recent funding resources and plans. Scientists replied to specific tweets,
which were sometimes too short to identify the topic, or commented on
recent social events not related to COVID-19. Pseudo-experts often tweeted
about their new books and interviews as self-promotion; one of them
tweeted frequently about climate change as well.

RQ2: What and how are tweets posted about COVID-19 in three
different periods during COVID-19?

As shown in Table 7.6, during the first period, which was at the beginning of
the US lockdowns, tweet topics were focused more on COVID-19 itself as
a new virus and disease (3> =28.791, p <0.001) causing a global pandemic.
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Table 7.6 Topics of tweets in three different periods of time

Topics 1st Period 2nd Period 3rd Period Total

COVID-19 (virus 71 (32.0%) 29 (13.7%) 30 (14.4%) 130 (20.3%)
and disease)

Numbers or statistics 9 (4.1%) 19 (9.0%) 25 (12.0%) 53 (8.3%)

Vaccines and 4 (1.8%) 62 (29.4%) 75 (36.1%) 141 (22.0%)
vaccination

Mental health 1 (0.5%) 5 (2.4%) 2 (1.0%) 8 (1.2%)

Governmental 18 (8.1%) 3 (1.4%) 6 (2.9%) 27 (4.2%)
intervention

Professionals 15 (6.8%) 7 (3.3%) 9 (4.3%) 31 (4.8%)

Other on-topic 79 (35.5%) 48 (22.7%) 56 (26.9%) 183 (28.5%)

Off-topic 42 (18.9%) 39 (18.5%) 47 (22.6%) 128 (20.0%)

Total 222 (100%) 211 (100%) 208 (100%) 641 (100%)

We expected to find many statistical reports in the first period, but results
showed the opposite (3*>=9.207, p <0.01). This might be because the sys-
tems to collect and process the numbers had not yet been set up at that time.
Moreover, the tools for testing and diagnosing were seldom available at the
beginning of the pandemic. As such, we noticed that the incidence of tweets
about numbers/statistics increased in each subsequent reporting period. In
the second period, when the Pfizer and Moderna vaccines were given
emergency use approval, tweets on the topic of vaccines and vaccination
(x* = 83.445, p <0.001) were predominant.

Mental health was not mentioned in the data set as much as we originally
expected, even though it was one of the major issues during COVID-19 and
was discussed frequently on both news media and social media. This may be
because most of the scientists in the sample were epidemiologists or medical
doctors, not psychologists. Furthermore, governmental interventions like
social distancing, 14-day quarantines, travel restrictions, and lockdowns in
most of the United States, were mentioned more in the tweets in the first
period. We also observed numerous discussions about the working condi-
tions of doctors and nurses across all periods. For example, limited personal
protective equipment for healthcare workers in the first period, vaccination
priority for healthcare workers in the second period, and a lack of respect
for healthcare workers’ continuous commitment in the third period.

For other on-topic tweets, we saw many tweets in the first period that
were conspiracy theories, such as COVID-19’s being created in a Chinese
lab. In the second period, tweets about vaccines also referred to the diffi-
culties of administering vaccines in rural areas and among underrepresented
groups. In the third period, more comments were about vaccination of
children, and the lessons learned from the experience of COVID-19 for
public health matters in the future, as they anticipated that COVID-19 was
almost over.
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RQ3: What and how do tweets about COVID-19 get different levels
of engagement from the public?

To answer the third research question, we investigated why tweets with
certain social media features, content features, social cues, and topics re-
ceived different levels of engagement from the public, such as favorite counts
and retweet counts.

First, as Figure 7.3 shows, using different social media features could
have contributed to different levels of engagement. Tweets using less
tagging (x> =9.719, p <0.01), more hashtags (y* = 15.759, p < 0.001), more
visualization (x*=17.699, p <0.001), and more quote tweets (y* = 5.489,
p<0.05) received higher numbers of favorites and retweets. The use
(or lack of use) of links in the tweets did not make a difference in en-
gagement. This possibly is because using links had already become a norm
when tweeting, since the interfaces of online news articles make it con-
venient to share them via social media platforms by simply clicking on
icons. Another feature, tagging, receiving lower levels of favorites and
retweets, which was initially surprising. Upon reflection, it made sense,
because tagging was used for referring to specific accounts in the tweets,
which means that the conversations were targeted to a relatively smaller
number of audiences.

As Figure 7.4 shows, tweets with different content features evoked dif-
ferent levels of public engagement. Tweets with higher favorites and retweets
counts led to more information (y°=12.151, p<0.001), opinions
(> =15.963, p<0.001), resources (x>=7.414, p<0.01), and guidance
(x> =16.210, p<0.001) being shared. Providing personal experience and

160
140
120
100
80
60
40
20
0 Tagging Hashtag Visualization Quote Tweet
[ ngher favorites and retweets count Lower favorites and retweets count

Figure 7.3 Social media features of tweets with different engagement levels.
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Figure 7.4 Content features of tweets with different engagement levels.

Table 7.7 Social cues shown in tweets with different engagement levels

Social cues Higher favorites and Lower favorites and — Total
retweets count retweets count

Politeness and comfort 19 (5.9%) 41 (12.9%) 60 (9.4%)

Explicit emotional 79 (24.5%) 55 (17.3%) 134 (20.9%)
expression

Inviting further contact 3 (0.9%) 5 (1.6%) 8 (1.2)

Trolling 15 (4.6%) 7 (2.2%) 22 (3.4%)

Humor 1 (0.3%) 2 (0.6%) 3 (0.5%)

Total 323 (100%) 318 (100%) 641 (100%)

making an inquiry in the tweets did not affect the engagement level. Tweets
making a reply had lower favorites and retweets counts (y*>=154.817,
p<0.001); this was possibly because replies were usually part of a thread,
which could have hurt the visibility.

As shown in Table 7.7, Tweets with different social cues evoked different
levels of public engagement. Tweets with fewer favorites and retweets
showed more politeness and comfort (y~=9.283, p <0.01). This may be
because people used more “hi”, “thank you”, and “congratulations” salu-
tations when making a reply to specific tweets, which led to less visibility and
engagement. Tweets with higher favorites and retweets counts contained
more explicit emotional expressions (3> = 4.972, p < 0.026), possibly because
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Table 7.8 Topics of tweets by different engagement levels

Topics Higher favorites Lower favorites Total
and retweets count and retweets count
COVID-19 (virus 89 (27.6%) 41 (12.9%) 130 (20.3%)
and disease)
Numbers on statistics 40 (12.4%) 13 (4.1%) 53 (8.3%)
Vaccines and 101 (31.3%) 40 (12.6%) 141 (22.0%)
vaccination
Mental health 4 (1.2%) 4 (1.3%) 8 (1.2%)
Governmental 19 (5.9%) 8 (2.5%) 27 (4.2%)
intervention
Professionals 19 (5.9%) 12 (3.8%) 31 (4.8%)
Other on-topic 89 (27.6%) 94 (29.6%) 183 (28.5%)
Off-topic 42 (18.9%) 86 (27.0%) 128 (20.0%)
Total 323 (100%) 318 (100%) 641 (100%)

ey

emotional expressions such as emojis and could have solicited more
emotional responses from users.

As shown in Table 7.8, different topics in tweets also were related to
different engagement levels by the public. Tweets with higher favorites and
retweets counts contained more comments on COVID-19 (virus and disease)
(x> =21.304, p<0.001), numbers or statistics (x> = 14.540, p <0.001), vac-
cines and vaccination (y° =32.625, p<0.001), and governmental interven-
tion (x> =4.501, p<0.05). These findings showed that these topics were
of more interest to the public than other topics. Especially during the
COVID-19 pandemic, information on these topics directly affected their
daily lives. The public not only favorited those tweets for future use by
themselves but also retweeted them so that a larger population of the public
could be informed online. Tweets with lower favorites and retweets con-
tained more off-topic comments (x> = 19.768, p <0.001), which means that
the public preferred more on-topic comments.

Discussion

In this chapter, we examined public engagement with science (PES) using
Twitter as a sociotechnical system by applying a social informatics per-
spective (Kling, 2007, Meyer et al., 2019). One of the social informatics
mantras is that context matters (e.g., Kling et al., 2005). By investigating
three periods of the COVID-19 pandemic, we uncovered different trends of
the supplies (tweets) and responses (engagement) among three types of users:
scientists, pseudo-experts, and public health organizations. These three types
of users utilized the same tool (i.e., Twitter), for the same purpose (dis-
seminating information about COVID-19), but differently. Obviously, these
differences were embedded in existing practices—another concept of social
informatics (Agre, 2002; Meyer et al., 2019).
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Our analysis of social media features revealed that visualizations and
hashtags were used more frequently by public health organizations than by
other types of users. Previous research showed that hashtags and visuali-
zations tend to lead to higher user engagement on social media (Wadhwa
et al., 2017). This finding suggests that these organizations likely had more
resources and ability to disseminate the information widely online than the
other user types, as they seemed to be aware of how to present scientific
information on Twitter. The scientists may learn from these organizations’
Twitter strategies. In terms of content, presenting numbers and statistics
was one of the types of content that recorded higher engagement by users
than the other types of content. This means that the tweets catered to the
information needs of the public.

We also found that scientists and pseudo-experts used more personal
stories than public health organizations did. Prior studies indicated that
scientists need to make themselves vulnerable for effective science commu-
nication (Goodwin & Dahlstrom, 2014) so that the public can relate to them
better. While sharing personal stories did not necessarily lead to more en-
gagement in this data set, using explicit emotional expression did translate
into higher engagement levels. It is possible that candid expressions of
emotion by scientists resonated well with the public. Scientists and public
health organizations also tended to reply to comments more often than
the pseudo-experts did. Again, making the effort to engage directly with the
public is more likely to receive favorable responses from the public
(Hara et al., 2019). Although these findings are a start for identifying the
different and more effective ways for scientists to connect to the public,
further investigation is certainly necessary.

One finding specific to pseudo-experts was that they relied more on ex-
ternal links than the other types of users did. This tendency toward using
external sources to legitimize their claims and establish credibility by the
anti-establishment was also found in another study that examined online
communities’ efforts to share and learn information about the MMR vac-
cine (Hara & Frieh, 2019). This finding has implications for the study
of health disinformation in online environments (Agley & Xiao, 2021). As
the public searches for information online, one of the indicators of an ille-
gitimate source might be excessively using external resources. If the public is
more aware of this type of tendency for illicit sources, it may help them
navigate the vast sea of information more safely.

Even though the current study found new insights into online PES, there
were some limitations. One limitation of the study is that the numbers of
Twitter accounts for scientists and pseudo-experts were not balanced in the
sample. Our original intent was to collect data from more pseudo-expert
accounts. However, during the data collection period, some of the selected
pseudo-expert accounts were deleted from Twitter because they were
spreading misinformation. In fact, we were fortunate enough to be able to
collect data from these pseudo-expert accounts that were equivalent to scientist
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accounts in terms of the numbers of posts and followers, even though the data
set was small. To address the issue, we used percentages to compare these two
types of accounts. Another limitation of the study was related to the sampling
method (i.e., random sampling) and the inherent characteristic of tweets (i.e.,
short texts). The combination of the two conditions made it rather difficult to
understand the deeper meanings of some of the posts, as well as to identify
trolling. A follow-up study may use a different sampling method to understand
the context of the posts more completely.

Throughout the course of analyzing the data, we noticed that encouraging
the use of direct messaging occurred relatively frequently. However, we did
not include this act in the social cue category (inviting further contact) be-
cause the coding of the data at that time was further along. In the future, we
should consider coding the direct messaging use. Finally, we did not collect
and analyze the replies from the public this time, to keep the scope of the
study manageable. However, when discussing online PES, two parties need
to be considered: scientists and the public. While the current study scruti-
nized the scientists, we did not analyze the public side. We plan to examine
the replies from the public in a future study.

Conclusion

With a content analysis of tweets posted by scientists, pseudo-experts, and
public health organizations, this study shed a light on the black box of PES
using Twitter during the COVID-19 pandemic, from a social informatics
perspective. The pandemic itself has been a major disruption of society
worldwide. At the same time, it created a novel opportunity for scientists to
reach out to the public via social media more than ever (Rufai & Bunce, 2020).
In a previous study conducted several years ago, scientists were not necessarily
taking the initiative to talk to the public via social media (Collins et al., 2016).
Communicating science to the public in online environments is complex and
involves different factors, such as the types of platforms used, content shared,
and the types of social media features available as well as the strategies used by
scientists and public organizations. By investigating these aspects of online
PES, this study contributed to the literature of online PES, began to develop a
means to strategize effective science communication online, and demonstrated
the usefulness of applying a social informatics perspective to such a study.
Furthermore, social informatics research historically has focused heavily on
work and case studies within organizational contexts (Meyer et al., 2019). This
current study has added a fresh perspective to social informatics research,
with this case of sociotechnical systems use outside of organizations.
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8 From Paperless Offices to
Peopleless Offices: The Effects
of Enforced ICT Usage During
Covid-19 Lockdowns on
Workplace Information Practices

Katriina Bystrom

Introduction

Information and communication technology, ICT, has been a major driver
of the development of how we have worked for decades. In the early
1980s, Alvin Toffler (1980) coined the notion of paperless offices as part
of envisioning future workplaces because of the development of personal
computers. White-collar workers would be conducting their duties from
distributed electronic cottages detached from workplace offices. Toffler
is perhaps the most well-known workplace futurist, but was certainly not
the first, to anticipate a movement away from office buildings. Ten years
earlier, Martin and Norman (1970, in Forrester, 1988, p. 227) predicted
that a “time will come when the computer terminal is a natural adjunct to
daily living” and that “in the future some companies may have almost no
offices”. There are probably several similar ideas in the previous literature,
and often those idealist views were criticized heavily and deemed un-
realistic. Among the sceptics, Forrester (1988) writes in response to
Toffler’s ideas that “[nJobody who has ever worked full-time at home for
any length of time could possibly take seriously a statement which over-
looks so many practical and psychological problems”. In addition to
technological infrastructure, several areas of concern in work being carried
out from home have been recognized, such as psychological factors related
to self-management (e.g., Atkinson, 1985) and relational and material
household conditions (e.g., Atkinson, 1985; Forrester, 1988). Jackson and
Van der Wielen (1998) conclude that work in virtual environments re-
quires a revision of the social dimension of working to form “a sense of
shared enterprise” (p. 340). They emphasize that it is not only a matter
of new technologies, but also a social reform involving new attitudes
and behaviors, and, consequently, “a wider understanding of issues and
work dynamics is required” (Jackson & Van der Wielen, 1998, p. 340).
During the past two decades, the development of workplace information
systems and the devices supporting remote access to them has been im-
mense, and in many countries, including the Nordic ones, the technological
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infrastructure and use of mobile devices are an inseparable part of everyday
life, at work and at home. However, the office building has remained
the totemic place of work for white-collar workers. In March 2020, many
of these offices were temporarily closed as part of the effort to hinder
the spread of the Covid-19 pandemic in societies around the world.
Consequently, many white-collar workers initiated a period of remote work
that was labelled as an “enforced working from home” by Waizenegger and
colleagues (2020). These digital workplaces differed from remote working
in the past because this time the entire workforce carried out their duties
from somewhere other than their ordinary office spaces. Remote work and
remote workers turned from being a complement to the work taking place
in company offices, to becoming the new standard in how work is done,
making the people working in the office a minority. Studies thereafter have
confirmed that the technological infrastructure has proved to have good
functionality and that ICT solutions have made it possible for white-collar
workers in many countries to fulfil their work duties remotely from home
(e.g., Barrero et al., 2021). Whereas the technological development required
for fully digital workplaces has been aptly gearing up, it is within the
other modalities of work, the social, material and organizational dimen-
sions, where the development has been slower. This is because of either
greater resistance to change or underdeveloped alternatives to support
“a sense of shared enterprise” (Jackson & Van der Wielen, 1998, p. 340)
outside the walls of office buildings. Nevertheless, recent studies indicate
that remote work will increase in the future after the experience gained
during the Covid-19 pandemic (Barrero et al., 2021).

In this chapter, the focus will be on the effects of the prolonged, tem-
porary all-digital workplace on the development of information practices.
A digital workplace is facilitated and enabled by ICT tools and their related
infrastructure, and it is independent of any physical framing, such as an
office building. A workplace may be considered a digital one when the
majority of the workforce is carrying out their work in digitally shared
settings instead of physical ones (cf. Bystrom et al., 2019). Thus, many
workplaces became fully digital when the Covid-19 restrictions were in-
troduced, and white-collar workers were given the directive to work from
their homes.

Information practices consist of shared understandings and established
ways of acting related to needs, management, and uses of the information.
They comprise a diversity of mundane activities—tangible and tacit—to
handle information and knowledge, such as locating, gathering, sorting,
interpreting, valuing, assimilating, producing, and communicating, and
cover the epistemological, social, and embodied modalities of information
(cf. Lloyd, 2010). During the enforced work-from-home period, some in-
formation practices remained the same, whereas others were disrupted
completely; a transformation supported by ICT tools primarily accessed
from laptops, the portable microcomputers, occurred.
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The overall aim is to investigate how and why information practices were
affected during the prolonged period of working from home (WFH).
Whereas the information practice is seen as an analytical construct em-
phasizing a conglomeration of social activity, it is the experiences of the
actual information exchanges taking place that form the empirical data in
this study of everyday WFH. The research questions to be answered are
as follows:

1 How have attitudes toward ICT changed during the enforced WFH?
How has the use of ICT changed during the enforced WFH?

3 What consequences do these changes imply for information practices
at work?

The research questions will be considered from the information perspective,
meaning that the examination will be based on the theoretical ideas and
conceptual frameworks that either originate from or are revised to adapt to
interests within information studies. This means that the purely psycholo-
gical, social, and organizational examinations fall outside the limits of this
analysis.

Previous empirical research

Prior to 2020, virtually no research exists on fully digital workplaces, that is,
when the entire workforce primarily works in a digital environment with
only limited, if any, connection to the physical workplace (cf. Bystrom et al.,
2017, 2019). The present conditions are fundamentally different from those
addressed in the pre-Covid-19 research on remote workers that was carried
out beginning in the 1980s. In their seminal review paper on remote work
studies, Olson and Olson (2000) found that common ground, independent
work tasks, proper skills for collaboration, and the use of collaboration
technology were all necessary conditions for successful remote work. They
concluded that “[d]eviations from each of these create strain on the re-
lationships among teammates and require changes in the work or processes
of collaboration to succeed. Often they do not succeed because distance still
matters” (Olson & Olson, 2000, p. 141). Remote work has typically been
studied as a (minor) supplement to working in the office; either in the
context of virtual teams (e.g., Gilson et al., 2015; Acharya, 2018) or con-
centrating on work tasks performed independently and requiring con-
centration (e.g., Messenger & Gschwind, 2016). These more recent research
findings imply a more positive view of remote work. For instance, Olaisen
and Revang (2017) found that trust and knowledge sharing can be achieved
even when co-working in fully virtual settings, in particular when co-
operators have both experience and expertise in their task, and have
frequent, long-term contacts with each other. Another strand of research
focuses on the group of remote workers—often referred to as digital



224 Katriina Bystrom

nomads, crowd workers, or gig workers—who are completely detached from
a traditional physical workplace. They are described as being mobile,
technologically savvy, and entrepreneurial, and were found to have devel-
oped their “personal knowledge ecologies” to facilitate their autonomous
work (e.g., Jarrahi et al., 2019). Erickson and colleagues (2019) identified the
concept of flexibility as a central characteristic for these generally in-
dividualistic remote workers, and they forecast that commonalities based on
work domain or role become less important in knowledge work. However,
the above-mentioned earlier research has focused on only a small proportion
of work and the workforce, as only around 5% worked more than three days
a week remotely in the United States in 2019 (Brynjolfsson et al., 2020),
compared with all work carried out in regular offices.

Currently, research on the consequences of the nearly two years of almost
continuous, enforced WFH has exploded in the form of surveys and case
studies that report on adjustments to the new working conditions and the
rapid adoption of digital technologies. A minor part of these studies has
particularly focused on coping with information and knowledge sharing at
work. Their findings indicate that workers already from the start had access
to a rich amount of digital information supporting their everyday work
tasks, whereas other information flows changed gradually. Creative work
has continued through contact among teammates (Tonnesen et al., 2021)
but “siloed” the labor (Yang et al., 2022). Ad-hoc everyday problems have
found new outlets on digital platforms (Lin & Hwang, 2021). Formal in-
formation flows have become more inclusive and transparent (Lee et al.,
2020) and, at the start of the period, asynchronous communication increased
(Yang et al., 2022). Leonardi (2020) uses the expression digital exhaust to
describe this accentuated digitalization of work and, along with Tredinnick
and Laybats (2021), calls for research on the long-lasting consequences of
blended workplaces that combine physical and virtual work environments,
allowing hybrid modes of work.

The extraordinary measures broke, at least temporarily, the over-200-year-
old hegemony of work offices since the Industrial Revolution, and simulta-
neously contested the existing work practices and amplified the role of ICT in
carrying out work. Understanding the changes in work practices connects
to socio-technical research traditions of interconnecting people and tech-
nology with each other and their context, highlighting “the social aspects
of computerization” (Kling, 2007, p. 205) as part of the organization of social
practices in general (cf. Lave & Wenger, 1991; Wenger-Trayner & Wenger-
Trayner, 2014) and Lloyd’s (2010) information landscapes in particular. Such
landscapes are arranged around sociocultural contexts that consist of three
intertwined facets of information: epistemic/instrumental (objective, factual
and reproducible information), social (unwritten norms and conventions),
and corporeal modality (sensations and embodied performances).

In line with this research approach, Taylor (1991) developed Information
Use Environments (IUE) as a formation of a defined set of people, their
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socio-material setting, and the essence of their central problems and typical
resolutions, which all are reflected in the use of information resources.
Bystrom et al. (2019) further developed these ideas to accommodate multiple
IUE in their Workplace Information Environment (WIE) model. The WIE
model focuses on information use as a development over time in relation-
ships between the four original segments of IUE: sets of people, tasks and
duties, settings, and legitimized resolutions in the workplace. In a workplace
where many different professions interact, the needs, relevance, and uses of
information and knowledge are framed by the traditions and values of each
professional group (cf. Lloyd, 2010), but are also shared in settings popu-
lated by several professions organized in multiple, sometimes professionally
mixed, work teams with their specific tasks and duties, as well as material
and cultural preconditions (cf. Choo, 2016). Each set of people has duties
and work tasks that relate to their specific responsibilities, sometimes co-
inciding, but oftentimes leading to different needs and uses of information
from those of other groups in the work organization. Most work tasks and
duties relate to resolutions that are known, not in detail but in general terms;
the tasks, duties, and resolutions are legitimized and shared in social inter-
actions, formally or informally, within the set of people, and often also
acknowledged by outsiders. Finally, the local settings differentiate the pre-
requisites for working as its material and cultural context; available tools,
regulations, and traditions allow certain kinds of information exchanges but
prevent other kinds. Amid the segments, and sensitive to changes in any of
them, information flows enable work and display a variety of knowledge.
The recognition of multiple communities operating within a workplace
provides a consolidated frame for studying ICT that facilitates or impedes
information flows.

Method

The research questions are answered based on qualitative, empirical data
collected during the spring of 2020, 2021, and 2022 in a Scandinavian uni-
versity. The research approach has been opportunistic and evolving over
time. The first round of data collection was expected to be a one-off occa-
sion as the lockdowns were initially expected to last for only a limited time.
As the pandemic continued, the period of enforced WFH was prolonged and
the original research plan was ultimately modified to consist of three in-
terview rounds. This material provides an opportunity to investigate how
the use of ICT and attitudes toward ICT-supported work have altered
during the two-year period.

The participants in the study were ten university employees with work
duties mainly in administration (seven participants) or leadership (three
participants) capacities. They were recruited through an open email invita-
tion that was distributed twice, in late March 2020 and mid-April 2020. All
ten were interviewed on each of the three rounds. Several participants had
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been employed for many years at the university. Some participants had
previous experience with WFH, while others had none, and the common
practice, by preference or norm, was to work in the regular office all five
days of a working week.

The first interview round focused on the immediate experience of WFH.
The interviews were all conducted online. The interview guide consisted of
open-ended questions that started with general questions on participants’
work duties and their experience with the tasks themselves and remote work.
Thereafter, questions concerned the types of information they needed and
how they usually collected them, what kinds of information and knowledge
exchange they were used to, and how their access to information and
knowledge had changed because of WFH. The final questions concerned
their overall experience of WFH (surprises, benefits, and challenges) and
how they thought this experience would alter their future way of working, if
at all. The theme of (co)location-based information flows was identified as
central in the first-round data. In particular, topics related to obtaining
information for solving everyday work tasks, and the interactivity of in-
formation exchanges, were highlighted. These subthemes were returned to
in the second- and third-round data collections. In the present analysis,
these themes are related to changes in attitudes about and usage of ICT.

The empirical data consist of 21 hours and 37 minutes of interviews. All
interviews, originally in Scandinavian languages, were transcribed ver-
batim and analyzed in three consequent but iterative rounds of manually
executed qualitative content analysis. The aim was to identify and analyze
variations in information exchanges, not to explain individual behavior.
At first, open coding was employed to create an initial understanding of
the data on the basis of the identification of significant or interesting
characteristics (key word listing). This round was followed by axial coding
to create thematic categories (key word clustering). On the third round,
the analyses from the two previous rounds were refined in an iterative
process to assemble an appropriate set of codes, compile results, and
identify illustrative citations. Whereas the analysis was carried out based
on the fully transcribed spoken accounts, the selected illustrative excerpts
below were condensed and translated into English by the author. Each
participant has been anonymized and given an androgynous pseudonym.
The excerpts are referred to by each participant’s pseudonym and inter-
view round number (1-3).

There are some ethical considerations related to the study. In March 2020,
when the lockdowns were put into effect, there was a general expectation
that the period would last just a few weeks or months, and thereafter things
would get “back to normal”. Thus, there was a sense of urgency in launching
a study concerning these extraordinary work conditions. This led to re-
cruiting participants in the academic setting that was known to the author,
and consequently some of the participants have or have had work-related
associations with the author. However, all participants responded to an
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open invitation, have received and responded to a formal consent form, and
been granted a full anonymization. Moreover, the author has had no su-
pervisory role in relation to the participants, nor have there been signs
of these relationships affecting the content of the material or having any
effect outside of the study. Thus, there are no identified risks or undesirable
effects related to the project participation. The project has been assessed
and approved by the Norwegian Centre for Research Data (reference
number 523594).

Results—changes in information flows in everyday work

There was an immediate disruption of all colocation-based information
flows that made visible many mundane information practices, when physical
work sites were closed in March 2020. This was a completely new situation,
as the participants were used to of working in the regular office. In addition
to the cancellation of preplanned, formal onsite meetings and events, many
spontaneous conversations that take place in shared office spaces such as by
a coffee maker or a printer, on the way to meetings, or coming together for
lunch, were all lost overnight. “Brom” explains that “there are a lot of such
‘waterholes’ at work, at the coffee maker and by the printer, where you meet
people and get information. That informal part is gone” (Broml).

Many activities were transferred surprisingly quickly and with surpris-
ingly good functionality to digital work sites after just a few weeks, and in
due time were considered the normal work routine. Among others, “Bobby”
and “Bennie” describe the easy transformation. “Bobby” notes early on that
“it works very well even for longer periods when everyone works digitally
elsewhere rather than in their physical workplace. It is my first time to ex-
perience it” (Bobby1). “Bennie” states that “it actually works well. At first it
was a bit arduous, but now you almost think that this is normal, and I had
not expected that to happen” (Benniel).

There was also a broad understanding that the all-digital work was not by
choice, but rather was a decision imposed on the workplace. In addition, it
was not only working conditions that were affected, but also life in general
was restricted, with regard to moving around or meeting others. Thus, the
usage of and attitudes toward ICT also mirrored the reactions to the overall
situation. “Bennie” clarifies that the working mood “has not only to do with
work. It also has to do with the whole societal situation, that everyone stays
at home, and it affects the way one feels” (Benniel).

As all-digital work was initiated, there was a realization that for many of
the work tasks, it did not matter whether the work was done in the office or
elsewhere. Many of the participants’ everyday tasks were already relying on
ICT tools. “Blaze” points out that “there is nothing I cannot do from home
for my work” (Blazel).

Most information was available, or existed solely, in digital formats,
while some was bound to physical objects. However, these printouts and
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notebooks comprised just a minor part of all the information required
for work tasks. Moreover, these material information objects were often
easily replaced with digital ones, but the material form was often relied
upon by force of habit, preference, or perceived perspicuity and ease
of annotation. Becoming all-digital also highlighted some office routines
that had remained manual by tradition, and indeed plainly required extra
effort to maintain their functionality in the modern information land-
scape. “Bent” explains that even though they “packed the bag full
of papers that I would need, everything is in digital format somewhere.
I just need to look it up” (Bentl). “Billie” identified a cumbersome office
practice.

I have started to wonder why we have such old-fashioned systems. For
example, we usually produce documents that must be signed by hand
and stamped. Often these documents are sent to students by email, so
you must first print the document, sign, stamp, and scan in it again.
(Billiel)

Whereas it was possible to manage most work remotely, the material in-
frastructure of physical offices was often lacking at home. “Boo” states,
“I think that no matter how well things work at home, they work better
at work” (Bool). The small screens of participants’ personal laptops were
immediately perceived as inadequate. As the lockdowns persisted, more
dedicated workspaces were set up—a desk, a chair, and a bigger screen, in
a separate room when possible.

ICT and individual preferences

Already in the beginning of the enforced WFH, individual preferences and
prerequisites surfaced. Some of these were principal approaches, rooted long
before the enforced WFH. Whereas “Bevin” was open to new opportunities,
“Well, I do not focus on all the problems. I focus much more on the pos-
sibilities” (Bevin3), “Brom” was oriented to make the best of the situation
and simply stated after returning to the regular office that “when we worked
from home, I did not miss the office, and when I sit here, I do not miss
the home office. I am fine with both” (Brom3). Yet, for “Blair”, who kept a
strong preference of full-time onsite office work throughout the two years,
WFH was “a kind of inferior variant of a workday” (Blairl).

The mode of consuming information was also viewed differently. Some
“prefer to read on paper” (Bentl), instead of reading on screen. Then there
were those who made the conscious choice to become more digitally fluent,
including reading on screen. During the lockdown period, digital habits
were strengthened. “Brom”, despite having a printer at home, decided to
have fewer documents lying around. “Brom” aimed from the start to “a
fully digital office. It has been my goal for a long time. It is not necessary
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to read on paper, even if you like it best” (Broml). “Brom’s” digital
reading practices were reinforced and complemented with new writing
practices: “Before I used a notebook. Now I always write directly on the
PC. I read everything on screen. That is new too. It is more sustainable in
many ways. It is a changed routine” (Brom3). “Bennie” came to rely fully
on the digital documentation. After stating that “I had not used that much
paper previously, but now I have not used any” (Benniel) in the first in-
terview, “Bennie” confirms in the last one that “I do not use paper. All
documentation is online” (Bennie3).

In general, the participants expressed a preference for a mix of working
both on and offsite, depending on the work tasks at hand, and after the
restrictions had been removed, most participants opted for one or two days
WFH over the typical five-day onsite schedule adhered to prior to the
pandemic. “Blair’s” preference for full-time onsite office work stayed intact
and was coupled with a striving to minimize WFH throughout the period
because “that kind of everyday working from home, it is not something I
feel for” (Blairl). The rest of the participants revised their views on work
location through their experiences during the enforced WFH, and the gen-
eral expectation was that WFH would increase in the future. “Blaze” rea-
sons “that being able to work from home is important. We will probably
have more digital meetings so that people can work wherever, based on their
life situation and other things. In my experience, we have not become less
efficient by working at home” (Blaze2). To “Bennie” increased WFH seems
inevitable, “people are going to have home offices. It seems like a very
sensible use of time” (Bennie3).

ICT and altering meeting practices

Whereas ICT use for written exchanges had already been a common
practice prior to the pandemic, digital meetings had been used much less
often in the past. However, they soon filled the need for synchronous
communication as a replacement for onsite office meetings. There were
two alternative ICT tools, Zoom and Teams, in use to support synchro-
nous information exchanges, such as one-to-one or group meetings. After
a short trial-and-error period and educational efforts, these meetings were
considered to have surprisingly good technical functionality. Basic com-
petence was attained quickly and relatively effortlessly, and extended de-
pendence on the use of ICT made it easier to adopt new skills. For “Blaze”
adjusting to the new meeting technicalities was easy, “I quickly learned
about these meetings, the rules of speaking and muting” (Blazel), and
“Brom” found better replacements for earlier work practices, “it is easy to
share a screen, compared with before when you stood next to each other
and looked at the same screen. The sharing-screen feature is really useful”
(Brom?2). “Billie” was pleased with the generally better familiarity with
ICT tools:
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Everyone has become used to working from home and it is perhaps
more structured now compared to how everything was a year ago.
Everyone has learned, including myself, to use these digital tools. There
are no discussions about how I should technically do something, how
Zoom works, or how Teams works.

(Billie2)

The digital meetings were quickly viewed as an ordinary part of WFH.
Formal meetings were considered to be more efficient in the digital format,
which was seen as both a pro and a con, often because of the same char-
acteristic. For instance, the ease of organizing and joining a meeting offered
many the possibility to participate, but then again it also resulted in many
meetings of varying relevance and engagement. “Blair” noted that at the
regular meetings, “there tends to be full attendance but there are few who
speak up” (Blair2), whereas “Billie” experienced that there were “more
meetings than before. We used to have a two-hour section meeting once a
month. Now we have an hour-long weekly section meeting, which is often
not so relevant to everyone attending” (Billie2). Concerning how much
room there was for discussion, some felt that the digital meetings kept the
content more focused, like “Bevin”, “perhaps the meeting activities are more
efficient. Maybe you are better at sticking to the point” (Bevinl). “Boo”
noted that the meetings had become “very matter-of-fact oriented” (Bool).
Yet others felt that the discussions remained superficial, as was experienced
by “Bent” in a recent meeting where “there were some comments, but there
were no discussions, no deliberation” (Bentl). In general, digital meetings
were shorter and more formal than the physical meetings.

The digital format was better suited for general meetings with an aim to
inform, and thus entailed merely one-way communication. The major gain
here was that they reached a larger audience. Some meetings, as “Bent”
explains, “such as the faculty meetings, they are suitable to have digitally
because they are often one-way communication. There is not much dia-
logue, just a lot of information. More people get an opportunity to join
and just listen” (Bent3). “Boo” explains that “it is so nice to have physical
meetings again and be able to see each other. You get a different type of
communication by being present” (Boo3) but recognizes the value of di-
gital meeting for some purposes, “there are a number of meetings which
are just as good to have digitally, such as information meetings, or short
meetings” (Boo3).

In addition, meetings that were goal-oriented, factual, practical, and had a
clear purpose functioned well for smaller working groups or between col-
leagues. “Bent” shared a positive experience of group work, “it has worked
very well because we are a group that is going to deliver something. There
have been working meetings, progress meetings, and we have had a common
goal and a deadline” (Bent2). “Bevin” had adopted the format for short
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meetings, and referred to meetings of the day, “I have had several Teams
meetings, status reviews, and meetings about something that needs to be
done. It is quick to request and set up a short chat where you can choose to
see each other or not. It works great” (Bevin3). “Bobby” too appreciates the
digital format for short updates, such as “weekly status meetings on Zoom.
We know each other very well and the chat is only for an hour. It is nice to
just get a quick update regardless of where you are” (Bobby3).

In the end, the participants considered the onsite meetings to be superior
to digital ones as a form of communication. However, the digital meetings
provided a good alternative when meeting onsite required more effort in
relation to the expected gain. It could be that gathering everyone in the same
location was difficult to schedule or that attending the meeting in person
was not considered worth the time and effort. “Blaze” sees them as a part of
everyday work, “I think that the threshold for having this type of meeting
has completely disappeared. It may well be that I will conduct such meetings
even if people are on campus. If one is sitting in [one building on campus]
and I in [another]” (Blazel). Such practical issues made the participants
appreciate the possibility of meeting digitally, depending on the situation
and the matter at hand. Thus, even if the digital meetings were considered
less rich as to both content and experience, they were from the start seen as a
promising complement to physical meetings, a view that intensified toward
the end of enforced WFH.

If you have a group that knows each other well and you have clear views
that you know in advance that you are going to promote, then [a digital
meeting] is fine. But if you are going to have a discussion where you
have to come up with a result that you do not know in advance, then
[a] physical [meeting] is better.

(Bennie3)

We have digital meetings when collaborating across campus or with
external people. It is often difficult to get everyone gathered, so it is
much better to arrange digital meetings. Regular staff meetings, project
meetings and some team meetings, those we try to have physically.
Seeing each other and getting energy from being in the same room, you
feel the team pulse. When it is important to meet physically is very
dependent on the purpose.

(Bevin3)

When the regular offices were reopened, many meetings were again taking
place onsite. However, it was possible to attend many of them remotely. The
hybrid formats were often considered less functional, a kind of compromise
between the two formats. At this initial stage of reopened offices, there was
some confusion over meeting formats. “Boo” explains that “we have section
meetings on Zoom and we have ad-hoc meetings on Zoom, and then we
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have some meetings in Teams, but the big meetings are on Zoom. We have
now started to have team meetings as physical meetings again” (Boo3).
“Bennie” reflects upon the necessity of hybrid meetings, “there are often
some who cannot attend a physical meeting. Then some are on Teams, and
some are sitting in the room. And I think we will continue to do so”
(Bennie3). “Brom” identifies new difficulties related to these hybrid meet-
ings, “we are back to physical meetings a lot, but they are often hybrid
because someone cannot come. We spend time making the technology work.
And when it works, I have noticed that the focus is either on those who
are on screen or on those who are in the room” (Brom3).

ICT and altering written communication practices

The initial experience of the increased use of ICT for both asynchronous and
synchronous information exchange caused an overflow of information, and
uncertainty as to where the information, specifically written information,
was to be made available. “Billie” experienced that “there was suddenly a lot
of information to deal with, lots of channels, and a lot of information came
all the time. It was challenging to stay up-to-date on everything, on all
that information that was distributed” (Billiel). The initial situation was
considered as overwhelming.

I try to stay informed, but the challenge is that information is now
provided on so many different platforms. It is very fragmented. Some
information is provided in Teams, Sharepoint, some by email and some
on our website. It is a jungle of channels.

(Broml)

One digital platform in particular established itself during the period:
“We have had Teams before. It was not used so actively, but now there is
a lot of information that is distributed in Teams” (Billiel). Prior to the
pandemic, there was already a plan to introduce Teams as the main com-
munication platform for the workplace, and this development was enhanced
by enforced WFH. The establishment of the platform as a standard for
general, group-specific, and one-to-one information sharing and contacts
happened relatively swiftly. The transformation was successful for several
participants, mostly because it was considered to have better functionality
than previous information-sharing channels, such as email and university
websites. “Bennie” finds that Teams “works. It has become a natural part of
everyday work. General information is easier to find in Teams. Before, you
had to search [the university’s] messy websites and it was not always easy”
(Bennie3). Whereas the advantage of channeled documentation was a par-
ticular source of appreciation: “Now it is easier to gather information. For
example, [a development project] has a specific [group in] Teams. There is a
lot of information that is more easily accessible to anyone who is a member



From Paperless Offices to Peopleless Offices 233

of the group” (Blaze2), the platforms coverage of several communication
formats was also valued.

I use [Teams] all the time. I have gotten further and further away [from
email]. I am a member of many [groups in] Teams, and I communicate
with many of my colleagues in the chat all the time. You can easily add
an at-sign and get answers right away. We also share information
[there], the log in Teams [is available] all the time. In an email you must
search and do much more sorting. Here you have all the information
gathered.

(Bevin3)

During the two pandemic years, the Teams platform was found to provide
more resilient, although not yet completely agreed upon, forms for both
written and oral communication within the group of administrative staff.
Thus, the process remained unsettled for the broader information flows at
the university. “Boo” reflects upon the dependency between individual and
collective views on the ways to communicate: “I am very fond of written
communication, so it is very nice to have things on chat. But it requires a
chat culture. [Otherwise,] the response time gets long and then the chat falls
away” (Boo3). “Bennie” considers email as more engaging format.

The intention to use [Teams] instead of email does not work because
people do not read it as often as email, or it is not as personal. It does
not concern me personally when a message is added to the group. But
when I receive it as an email, it becomes more personal, even if it is
general information.

(Bennie3)

For some, emailing persisted as the main form of communication both
among some workmates and in some other parts of the university.

I prefer information by email. I read the emails first, and when I am
done, I go to Teams. So those who think that they get hold of me faster
via Teams actually have to wait longer than those who contact me by
email. Most colleagues still use email. It is the simpler system. In Teams
you must enter into so many different groups to find the information.
On email, everything comes into the same stream.

(Brom3)

In addition, there were still uncertainties when it came to structuring in-
formation flows.

There is more information available to me now than before. But it is
a struggle to know where to go, which channels, and where it should be.
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It is still a challenge. We use [Teams], but there was no actual [decision
to do so]. T try to use as little email as possible for information
addressing a large group. I have become more and more a fan of Teams
and channels [instead of] email; the email file is awful. I have now added
the chat function in Teams, but there are not many who have started to
use it though it has many positive [effects].

(Bent3)

Nevertheless, as Teams became more familiar, the sharing of written in-
formation went through a transformation from being a solely asynchronous
form of communication, to being more direct and instant. The chat function
came to fill the void for asking quick questions—the everyday small,
sometimes trivial problems surfacing during a workday, such as needing
help with locating a specific site on the intranet, or with solving a minor
problem with a program or application. In the physical office, these ques-
tions were smoothly handled in a spontaneous manner by stepping out of
one’s office, locating a suitable and seemingly available colleague, and ap-
proaching them with a question. During WFH, such problems loomed
larger, leading to more effort being spent on trying to solve the problem on
one’s own, or ignoring it when possible: “It happens that I first think, ‘Do I
need to know this right now? Is this so important that I have to send an
email?” I may search the website to find the information there” (Billiel).
Moreover, if out of necessity, colleagues were consulted with these ques-
tions, the interactions often remained on this more concrete level. After a
while, these questions found an outlet in Teams: “First option is the Teams
chat. That is where I get inquiries too, which I did not get a year ago”
(Blair2). However, after restrictions were removed, the short, informal in-
formation exchanges at the office made a quick comeback: “If there is
someone in the office, I would rather go over and talk to them instead of
sending a chat message” (Boo3).

ICT and information transparency

As informal meeting arenas disappeared, the information flows became
more transparent and inclusive through digital platforms. They enabled
many to partake of the same written or oral information at the same
time. This broke the tradition of letting news spread from mouth to
mouth, a change that was considered positive by the participants.
According to “Brom”, the “written information has improved. Since we
are not together, there is more effort invested in internal communication.
It has been a weakness [for many years]” (Broml). “Bevin” agrees that
the employees were now provided better updates than before and ponders
if this was because of “a better structure for information exchange has
been created” (Bevin2). “Billie” provides an example of such improved
information flow.
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For example, the unit meetings did not used to have any written
summary because everyone was expected to attend. Now, if there are
any important matters, like assignments for many, there are postings of
it in Teams, which is good, and something that should have been done
already before.

(Billie3)

This development was hoped to remain, although the reopening of offices
caused some uncertainties around these new information flows. “Bent”
identifies the potential of the new structures, whereas “Brom” already dis-
tinguishes the return of old behaviors.

Since you did not have access to informal information circulating in the
hallways, it had to be channelled through more official meetings. I think
that was positive. Maybe that will result in an even flatter structure and
the hierarchical paths will get shorter, and then it would be the original
source conveying the information.

(Bent3)

It is probably more back to the way it was before the pandemic. In the
beginning of the pandemic, there were a lot of newsletters and a lot of
information from the leadership. But now there is much less of it. What
information you get is again more random. You get different pieces
of information about the same issue at different meetings. So, what is
internally communicated is not standardized; it is a bit arbitrary.
(Brom3)

ICT and time management

In the very beginning of the WFH period, many meetings were cancelled.
However, meeting frequency quickly increased again, and was soon con-
sidered to be excessive: “The short conversations I had at work, in the corridor
or stopping by someone’s office, they are now set up as meetings. They fill the
calendar” (Blazel). The high frequency of meetings became a problem that
required control measures, which led to better usage of existing tool func-
tionalities. For instance, calendars were used to prohibit fragmentation of
workdays by many meetings. “Blend” chose a “quick and dirty” solution:
“Now I have simply added to the calendar ‘out of office’ to show that I am not
available for meetings” (Blend2). “Blaze” opted for “own calendar bookings
to avoid meetings. I now add to the calendar fixed things, like ‘Write a re-
sponse to this request’, or “Write that memo’” (Blazel). “Blair” was delighted
by two particular suggestions given by the Outlook calendar:

I received a meeting invitation one day. Then [Outlook] notified me,
‘It seems that you have a lot of meetings next week. Should I set up
some focus time?’ The tool has a functionality that protects my working
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hours. [Outlook] has also suggested to me, “You have been summoned
to a one-hour meeting. Should we suggest 45 minutes?’ and I have said
yes to that too. This is the first time that I have appreciated [suggestions
from the system].

(Blair2)

After a year, some simply recapitulated, and when the meeting topics were
of no immediate relevance, the participants used their time more flexibly.
This flexibility allowed by spending time together without being in the same
location was used for working on individual tasks, and also for low-intensity
group activities. “Boo” worked simultaneously on other matters when ap-
propriate, “I have learned to zoom back more in the meetings ... multi-
tasking ...” (Boo2). “Bevin” too kept an eye on several matters concurrently
and altered smoothly between them as required.

It is a much more efficient use of time. You can have a joint document
open while you are working on other things, and then you can see who
is working on a document and where they are in it and write comments
to each other. It is a very effective way to have good interaction.
(Bevin3)

“Billie” gave another example of flexible time usage while working together
in a workshop format. The project group members were having a digital
meeting open all day but would interact only when necessary. When work
was carried out independently, the members muted themselves, and when
questions arose, they called each other. “Billie” considered this workshop
format to have several advantages:

It works better digitally. When you sit at home, you have more peace
and quiet. When there was no need to talk with others, we muted
ourselves. If there is any noise, like me — I sometimes swear loudly when
things get difficult, I do not disturb [the others]. [laughter] If we were to
gather in the same room at work, everyone is away from their own office
so if they need something from there ..., or if they need to go to the
restroom, take a break, or eat ... everything must be more organized.
But when you sit at home, you just have to say, ‘I'm taking a break
now’, and you do not disturb others by going out.

(Billie2)

The environment in which the ICT-supported work is carried out appears
to have consequences for how work per se is perceived. Some participants
experienced WFH as being more tiring, as they needed to spend a lot of
time being interactive on screen, or simply because of a lack of variation.
“Blaze” had “gotten used to it, but it is more tiring” (Blaze2). “Blend” and
“Bobby too were used to WFH but finding themselves “so tired of these
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digital platforms. I get such meeting fatigue” (Blend2), or “very tired of
working from home. There was so little variety” (Bobby3).

Individual approaches to WFH differed and appeared to influence
the experience of WFH in general and the role of ICT tools as a part
of it. The discipline of turning off the laptop was one of the most im-
portant individual abilities, for keeping the workdays within normal
workhours, and work and private life separated. Some were able to keep
the working days intact and turn off the PC at the end of the workday,
in much the same way as they would in their regular office. “Bent” is one
of them.

When I work at home, I sit down with the computer at half past seven,
then I work until half past four every day. But when I log off in the
afternoon, I do not work. I do not read or reply to emails in the
evenings or on weekends. Then, I am completely disconnected.
(Bent2)

For others, it was more difficult to avoid prolonging their working hours.
However, not all participants considered this type of blending to be a pro-
blem, but instead perceived it as a part of the flexibility offered by WFH.
“Blend” explains that “when I work from home, it flows much more. I am
not so good at setting boundaries and work from eight to four. I have
a hard time shutting down the laptop” (Blendl). “Brom” reflects upon the
difference in working at home or in the office.

Separating work and leisure has become more blurred. When I went
home from the office, I left the laptop there. If I had not finished a task
[at the end of the workday], I often waited until the next day. [At home,]
it is easy to turn the PC on again. I might spend more time on it, not so
many hours but just to finish the task.

(Brom2)

There was also a different perception of work time. At the office, one could
freely move between spaces and get engaged in various discussions, and still
feel one was at work, whereas, at home, working time was closely connected
to the actual time spent in front of a PC. “Brom” notices that “there is a lot
of small talk, which is very nice. But the day becomes less efficient than
at home, where one can work focused without so many interruptions”
(Brom3). “Boo” reflects upon the difference in experience caused by the
location, rather than the content, explicitly:

When I work at home, I feel that all the time that is not [spent] on

the PC is something other than work time. But while at work, I can talk

about a cake recipe with a colleague, and I still feel I am at work.
(Boo3)
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In addition, there was also the realization that different practical arrange-
ments related to working onsite required time, which had been minimized
during WFH. “Brom” become aware of that “in terms of content, [work] is
much the same. [But] there is no organizing of refreshments like coffee and
water for the meeting delegates in the home office. There is less time spent on
those [things]” (Brom2). “Bobby” noticed that organizing physical meetings
involves “quite a lot [of] traveling” and “how much more work it is to make
travel bookings, how much more time the actual meeting takes” (Bobby3).

ICT and relational information flows

Nevertheless, no matter how functional and practical the digital information
exchanges were, they were not able to bridge the entire spectrum of human
interaction. Particularly difficult was replacing the context for the informal
and spontaneous meetings that would have naturally sprung up at the office.
“Bent” explains that “there is something about going to your neighbor’s
office and having a relaxed conversation. The social part has been com-
pletely absent” (Bent3). Such meetings serve both to facilitate work-related
matters, and to strengthen the sense of community. From the start and
throughout the two-year period, the overall feeling among the participants
was that something had gone missing.

The informal, it disappears. I try to take care of it at these lunches we
have, just a chat so that everyone can say how they are doing. But it is
something completely different. It gets formal, a bit like staccato ...
people mute themselves and the spontaneous disappears.

(Blendl)

The importance of these relationship-oriented information practices that
had been taken for granted in the regular office setting become obvious as
they become unavailable. The participants noticed that meeting each other
at shared locations for coffee or lunch had provided a rich platform for
information exchanges, which were now lost. “Blair” ponders over “the
daily lunch, the daily conversations we have at work — there is something
there that is also about information that you need in your everyday work. It
is more casual. I cannot put a finger on it” (Blairl). The longer the enforced
WFH became, the clearer the consequences of what had been lost. These
discussions provided the possibility of keeping track of matters generally
relevant to the workplace, strengthening one’s engagement, and receiving
and pondering news in one’s professional field. “Bennie” states that one gets
“a lot of information at the coffee maker, not just gossip. A lot is relevant
to your work situation” (Bennie3). “Bevin” emphasizes the motivational
aspect and states that “when you are with your colleagues, you get energy
to do something instead of needing to problematize everything on your
own” (Bevin3). “Boo” misses the opportunity to field-specific discussions:
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“It is one thing to do the work tasks that you know you should do. But you
do not get the professional conversations in Teams. [For that], you pretty
much need to be together with others” (Boo3).

In addition, the spontaneous meetings sometimes offer knowledge
support that facilitated work directly. “Brom” reflects upon the informa-
tional part of the such meetings and ensures that one gets “more in-
formation if you are physically present—the short conversations in the
hallways, meeting someone on your way in and out—you snap up in-
formation that you would not get otherwise, since it is not part of the
formal paths” (Brom3).

Whereas many factual- or technical-matter-oriented tasks were success-
fully managed in small group or one-to-one digital meetings, other matters
were not so easily handled in digital format. Interactions relying on inter-
personal relationships did not function satisfactorily in digital format.
Examples of these kinds of interactions include getting to know new people,
or handling more delicate or personal matters involving feeling the atmo-
sphere in the room or possibly catching several simultaneous reactions, or
when reading the body language of the other persons involved is important.
“Blaze” used to “feel the atmosphere at lunch, a bit informal, just to soothe
the mood. That arena is not there now” (Blazel). In “Bennie’s” opinion,
“the performance reviews have been very good online. They are better in
person” (Bennie3), and “Boo” finds “it is so much easier to talk about things
and take things by email, or whatever, if one has already greeted each other
physically” (Boo3).

The interruption of opportunities to meet at the office with colleagues
with whom one had no work tasks in common caused lost possibilities for
interaction in the broader work context, and made many existing relation-
ships fade away. “Brom” discovered that “updates on how people are doing
are now absent” (Brom2), and “Bent” lost many previous contacts.

Meeting someone from [another section] in the [office], I could say,
‘Hello, how are you? What are you working on?” It no longer exists.
Now they are just a bunch of people that I have nothing to do with.
There are many fewer people that I relate to now than I did before.
(Bentl)

In order to keep the informal relationships active, several digital alter-
natives were tried out in the beginning of the enforced WFH. Digital
coffee breaks and lunches were common and aimed to offer arenas where
one could stay in touch, even with colleagues with whom no particular
work duties were shared. However, the attendance at these informal
gatherings decreased or ceased entirely after a while, as the digital work-
days made the participants less interested in spending any more time on
digital platforms than necessary: “You are not keen for more Zoom or
Teams when you have finished the workday” (Bevin2).
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Results summary—changes in ICT usage and attitudes and the
development of information practices

For the administrative staff, it became obvious that most of their practical
work was carried out with ICT. The participants stated from the start that
most of their work tasks were not affected by moving out of their onsite of-
fices. The regular work tasks remained the same and it was possible to carry
them out throughout the period (cf. Barrero et al., 2021). They confirmed that
all information and administrative systems that they were working with were
available for them, in much the same way as when they were in the office.
During the WFH period, the participants became more advanced users of
many of the different tools that they had had only an elementary, if any,
knowledge of at the start (cf. Olson & Olson, 2000). Moreover, they needed
to expand the use of ICT into areas where they had earlier been relying on
physical interactions, such as meetings and ad-hoc problem solving. Despite
the problems with small screens and fatigue resulting from intense virtual
communication, the participants were both surprised at and appreciative of
the functionality of the ICT tools. Many became more open to utilizing these
functionalities even in their onsite office work, indicating that existing in-
formation practices related to ICT usage had broadened.

In contrast to carrying out practical work tasks, the social interactions at
work went through a profound transformation from in-person, face-to-face
contacts to ICT supported interactions. After the first immediate period
of adjusting to uncertainties—the increased flow of written information
and getting accustomed to digital meeting structures—the new ways of in-
teracting were rapidly established as part of everyday work (cf. Leonardi,
2020). The digital meetings were often shorter and provided increased op-
portunities to participate, which were viewed as a positive change for all
kinds of meetings: meetings with workmates in and outside of their own
work organization, or organizational meetings for the unit and the entire
workplace. Then again, the number of meetings quickly multiplied and
participation in them was sometimes considered to be too time consuming.
The meetings were also experienced as being more focused on matters of
fact, which made the smaller, goal-oriented meetings more productive, but
inhibited in-depth deliberations in the larger meetings and in the meetings
where participants did not know each other well. On the other hand, if the
aim of the meeting was merely to inform, then digital meetings of any
size functioned well. In the end, the participants considered the onsite
meetings to be superior to digital ones as a form of communication, espe-
cially for creating a broader common ground (cf. Olson & Olson, 2000).
However, the digital meetings provided a good alternative when meeting
onsite required more effort than the expected gain from meeting physically.
In general, the participants adopted a highly practical attitude toward digital
meetings during the period, indicating that a new information practice was
in the making.
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During the WFH period, formal information sharing was channeled
through ICT tools and replaced the informal spreading of information in
the organization. Overall, as the mouth-to-mouth distribution system of the
onsite office collapsed, the new channels of information sharing were con-
sidered better in that they were more inclusive and transparent, and in-
formation was made available to everyone simultaneously (cf. Lee et al.,
2020; Yang et al., 2022). This was seen as a very positive change, which,
however, was at risk of weakening as the offices reopened. It remains unclear
whether these new information practices will survive the transition back to
onsite working.

In addition, a joint virtual communication platform, Teams, that had
been introduced shortly before the pandemic, got established in some but
not all parts of the workplace, which caused some uncertainties and rivalry
between old and new information practices. By the end of the period, gen-
eral information and work-related material were being shared via several
forums, including the re-established solely location-based formats, as the
regular offices were reopened. The new ways of using ICT in working with
others included sharing material in designated virtual sites, and using chat
and video calls/meetings for short clarifications, which partially replaced
emailing (cf. Lin & Hwang, 2021). However, email was considered a more
personal and intentional form of contact, and persisted as the main com-
munication practice for many, which means that the two partially over-
lapping information practices will continue to coexist and to require an extra
effort by their users, constituting a risk of either misunderstandings or
frustration, or both.

Additional new ways of using ICT were adopted for the sake of time
management. For instance, calendars were used more actively to manage
one’s workdays by arranging and prohibiting meetings. In addition, inter-
acting on ICT tools introduced a more effective and flexible use of work
time. Multitasking acquired a more positive connotation; one could parti-
cipate in a meeting and still attend to other matters during the less relevant
parts. As with low-intensity collaborative activities, one could interact
concurrently or iteratively as required. This type of distributed attention was
not experienced as fragmentation, but rather as a more effective use of time.
This indicates that information practices during WFH related to ICT usage
were viewed differently from those in the regular office.

Replacing the context of informal and spontaneous meetings that occur at
the regular office proved to be difficult and was not achieved during the two
years of enforced WFH. The physical proximity afforded by the office fa-
cilitates these interactions for both work-related matters and for strength-
ening the sense of community, and the effects of the lack of these arenas
grew stronger during the period. Yet, the ICT supported the relationships
surprisingly well between colleagues who shared work tasks and duties, and
who had regular contact in different work matters (cf. Olaisen & Revang,
2017; Tennesen et al., 2021). As long as there was joint work to carry out,
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even new contacts were successfully made using ICT tools. However, the
ICT did not succeed in supporting facets of interpersonal relationships
without a common denominator on the level of practical work. Interactions
between colleagues that depended solely on co-location in the physical of-
fice, such as gatherings at breaks or having offices close to each other,
vanished to the periphery. This was considered a personal loss, and also
hindered opportunities for cross-boundary collaboration (cf. Yang et al.,
2022). The lack of a joint physical space was also a hinderance in interac-
tions relying on interpersonal relationships, such as getting to know new
people, or handling more delicate or personal matters. Moreover, meeting
each other at shared locations had provided a rich platform for information
exchanges, both in matters relevant to the workplace, and for participation
in professional discussions in general. In addition, recharging one’s energy
and gaining new angles on different issues were also acknowledged as po-
sitive outcomes of collegial togetherness. The attempts to emulate these
informal gatherings that take place in a regular office, by adding digital
lunches and coffee breaks, lasted only a while before attendance waned.
Thus, these information practices remained passive and unfulfilled in the all-
digital workplace.

As the mode of work was transferred from regular offices to homes, in-
dividual distinctions surfaced (cf. Erickson et al., 2019). Some preferred
working in the regular office and found WFH draining. Some preferred
regular hours and others preferred more flexible hours. For some, the laptop
and other office equipment simply being constantly in sight at home in-
stigated continuous attention to work. For those who strived to keep their
private and work lives separated, it became a question of discipline to turn
the computer off without the support of changing their location. Additional
aspects related to time management surfaced, even in views on work itself.
One aspect concerned what is regarded as working; in the office, working
was related to the time spent at the location, whereas at home it was defined
by the time spent on a PC, thus consisting of a much narrower spectrum of
activities, often directly related with work tasks. Time usage became parti-
cularly discernible as offices were reopened, and time was again allocated
to arranging and attending onsite meetings, as well as to socializing with
colleagues. Thus, the many non-actual-work related information (and other)
practices carried out in onsite offices were reevaluated as the regular offices
were reopened.

All in all, ICT proved effective in supporting practical administrative
work, as well as work relationship building for joint activities. The enforced
WFH both highlighted the functionality and expanded the use of ICT in
performing regular work. The participants discovered new ways of using
ICT, which positively affected their attitudes toward ICT. The new ways of
using ICT were expected to continue, in both on- and offsite regular offices.
However, ICT performed poorly in support of contextual and personal re-
lationships at work. Many information practices related to ICT usage were
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highlighted during WFH. Some of them, mostly the practical ones, were
transformed, while others found no alternative outlets and remained passive
during the period. The successful transformations led to increasingly posi-
tive attitudes toward ICT, whereas the unsuccessful ones moderated the
attitudes toward both ICT and WFH. In sum, the demonstrated ease
of accomplishing work remotely, along with the reinforced importance of
in-person meetings, were key insights that trigger expectations of altered
ways of working in the future.

Discussion

So, what do the results tell us about the usage and attitudes related to ICT
during the two years of WFH, and what does it mean for the future de-
velopment of work? The short answer is that ICT usage increased, and that
attitudes grew more positive toward both ICT and remote working, but that
does not mean that future ICT use is unproblematic. The results give food
for thought for considering the long-term effects. Whereas WFH triggered
a huge need for social interaction, and widespread feelings of boredom
because of restrictions on activities outside the home, ultimately WFH was
still viewed as an anticipated part of future work, closing, if only partially,
the gap on Toffler’s electronic cottages (1980).

The white-collar workers with administrative duties have gained good
knowledge of ICT and found novel ways of making use of ICT. Thus, ICT
tools have attained an even more profound role in the everyday work of
white-collar workers, who by now are more familiar with, more accustomed
to, and more relaxed in using ICT in different work situations. There
is reason to believe that many of these newly discovered abilities will con-
tinue to be used, in both on- and offsite offices: Tutoring on shared screens,
having quick digital meetings with colleagues whose offices are in other
buildings, having digital meetings with external partners, and keeping the
sharing of documents away from email, to mention a few. This indicates an
intensified use of ICT in the future. Leonardi (2020) refers to digital exhaust,
which is not a negative phenomenon as such, but simply describes how di-
gital information and digital environments become increasingly established
in people’s lives, including work, making everyone more dependent on these
digital interactions.

Whereas the results point to an overall positive attitude toward ICT tools,
they also indicate that the difficulties related to WFH are not primarily
related to the technology, but instead center around the social facets of
working. The findings are in line with Jackson and Van der Wielen’s (1998)
conclusion about the “sense of shared enterprise”. Whereas such a sense of
cohesion may be maintained between the closest colleagues when WFH, it
seems more difficult to sustain for the workplace at large. Even though the
formal information became more transparent and inclusive, the information
flows remained more siloed. The interactions tended to be tuned in to shared
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practical work. The ICT tools served well in such integrated clusters,
mediating the flow of both written and oral information, and keeping in-
terpersonal ties activated. While the platforms provided the same cap-
abilities for information sharing more broadly in the workplace, they did not
activate the same interest and effort. Thus, the support for serendipitous and
cross-boundary interactions remained poorly managed in the all-digital
work environment.

The broken office routines left individual workers to organize their
workdays themselves, which underscores the importance of developing
other individual skills outside of competence in using the ICT tools. As the
frequent interruptions of onsite offices were gone during WFH, many felt
that they were able to work with greater concentration and be more efficient.
However, the lack of interruptions also means that natural breaks dis-
appear, and, if not addressed, this may lead to feelings of both physical and
mental fatigue, as Atkinson (1985) cautioned early on. Without reminders
from colleagues about things happening at work, one needs to create other
ways of staying on top of things. This highlights the need for helping
workers to create good work habits, including keeping track of what is going
on at work as well as on one’s work hours—issues where the use of ICT
could be beneficial.

The newly gained experiences call attention to the role of individuals in
the transformation of work practices. As the overt view of the office as the
place for working has been challenged, there is more room for individual
approaches and preferences to surface. This finding aligns with Erickson and
colleagues (2019), who predicted that individual approaches would become
more significant in shaping future work practices. The prolonged period
of offsite office work has made people realize that there are alternative
ways of organizing one’s work life. While on the one hand, these opportu-
nities may lead to a positively flexible way of working, on the other hand,
they may cause conflicts between groups and individuals having different
views on how to collaborate and interact at work. In addition, the findings
portray remote workers as being, in a sense, the opposite of digital nomads
(cf. Jarrahi et al., 2019). Instead of striving toward individualistic in-
dependence to work flexibly from wherever, they seem to cherish the work
community, including its immediate and peripheral relationships, and thus
strive to achieve a blended on- and offsite workplace, characterized by a
cohesive coexistence of colocated and remote work.

The hybrid environment concept comes with a new set of challenges
for workplaces and for ICT tools to address and is, thus far, met with
skepticism. This on-going development introduces novel socio-technical,
situated, and socially shaping phenomena to be investigated, opening a
new strand of research within social informatics. The present work has
demonstrated that addressing the role of ICT in the development of in-
formation practices within the WIE framework offers a fertile research
approach for examining the interdependencies among people, digital
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technologies, and their contexts, which are the core foci in social infor-
matics (Sawyer & Jarrahi, 2014).

To conclude, we are amidst a social reformation of work that affects both
individual workers and their workplaces. Regardless of the role of WFH in
the future, the period of enforced WFH has interrupted many work prac-
tices and, by doing so, it has also spotlighted matters that have been taken
for granted in the past. The disruption opens work practices for reflection,
and indeed necessitates such reflection, on the ways in which work is both
looked upon and carried out, being equally relevant no matter whether
the work is done offsite or in the regular offices. Moreover, the disruption of
information practices has brought them into full view, which offers a rare
opportunity to study these practices that are usually imperceptible, deeply
embedded, and transforming slowly in their social settlements.
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9 Algorithmic Assemblages, the
Natural Attitude, and the Social

Informatics of the Pandemic
Lifeworld

Howard Rosenbaum

Introduction

Between 2020 and 2022, as COVID-19 and, at the time of this writing, its
Delta and Omicron variants have spread throughout the world, many
countries have responded with aggressive containment measures, of which
widespread lockdowns have become increasingly common. Schools have
been closed and reopened, nonessential workers have been sent home, public
events have been cancelled, public gatherings have been limited, and inter-
national travel has been curtailed. People were initially advised to stay at
home except for essential travel, and have become used to frequent COVID
testing, contact tracing, quarantine restrictions, social distancing, masking,
and, at the end of 2021, the availability of vaccines.

These mitigation efforts have had varying levels of success and have led
to changes in the ways many people are living their domestic, social, and
organizational lives (Deb et al., 2020). Of interest here are changes in peo-
ple’s digital lives. For most of 2020 and 2021, Internet use has spiked, a
trend that has continued into 2022. People who could, stayed at home for
work, school, and personal edification, and spent more time using online
platforms and services than in previous years. Roughly a year into the
pandemic, De et al. (2020, 1) found that

Internet services have seen rises in usage from 40% to 100%, compared
to pre-lockdown levels. Video conferencing services like Zoom have
seen a ten times increase in usage, and content delivery services like
Akamai have seen a 30% increase in content usage (Branscombe, 2020).

McClain et al. (2021) reported survey results that show that the “vast ma-
jority of [American] adults (90%) say the internet has been at least important
to them personally during the pandemic ... The share who say it has been
essential — 58% — is up slightly from 53% in April 2020”. Koeze and Popper
(2020, April 7) reported that Facebook use increased by 27%, Netflix use by
16%, and YouTube use by 15.3% during the first three months of 2020.
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Kiraly et al (2020) found that many people turned to digital social inter-
actions to relieve stress and anxiety caused by the pandemic. Sun et al.
(2020) surveyed 6,416 people in China and reported that during the pan-
demic, “... 46.8% of the subjects reported increased dependence on internet
use, and 16.6% had longer hours of internet use”. In general, levels
of Internet use have risen sharply during the pandemic in what De et al.
(2020, 2) call a “digital surge”.

What is the significance of this expansion and deepening of people’s
digital lives? How has this immersion in social media platforms, streaming
services, and other digital applications affected the pandemic-dominated
social worlds in which we live? Why has it led to the pervasive spread
of conflicting and deeply held narratives about the pandemic? How can
this phenomenon be accounted for theoretically? These are questions that
motivate this chapter, which takes its charge from Willson (2016, 11), who
calls for research that poses questions,

. as to the broader philosophical issues raised around ontological
understandings and experiences of the world that are engaged with and
developed when the everyday is increasingly algorithmically articulated,
or more simply, to ask how this might affect how people see and under-
stand their environment and their relations.

The argument in this chapter develops in three sections. First, algorithms and
algorithmic assemblages are introduced. Second, using a framework informed
by Schutz’s social phenomenology and the work of postphenomenologists,
the concepts of the lifeworld and the natural attitude are described. The claim
is made that algorithmic assemblages have become a key element of the life-
world. As Dourish (2016, 1) explains “[w]hen digital processes become more
visible as elements that shape our experience, then algorithms in particular
become part of the conversation about how our lives are organized”. In the
third section, these concepts are used to explain how algorithmic assemblages
are shaping the lifeworld and the natural attitude and, in doing so, take
part in the constitution of social worlds. The claim is made that a key com-
ponent of the natural attitude is a technological frame that is based on an
algorithmic imaginary that underlies and shapes much of the public discourse
about the social life of algorithms. This frame grounds people’s trust in as-
semblages and their output. The examples of the algorithmically mediated and
polarized responses that have emerged to fundamental issues of the pandemic
will be used to illustrate the effects of this social shaping; these will include
reactions to the origins of the virus, masking and social distancing, and
COVID-19 vaccine hesitancy.

There are two goals for this chapter. The first is to describe a conceptual
framework based on social and postphenomenology that can be used to
understand how algorithmic assemblages become embedded in the lifeworld
and shape the natural attitude. As is well known in the social informatics
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literature, the introduction of new technologies into social and organiza-
tional settings comes with unintended consequences (Kling et al., 2005),
one of which, polarization, will be described here. The second goal is to
demonstrate that the conceptual foundations of social informatics can be
productively informed by the introduction of a perspective based on social
and postphenomenology. This approach provides a social ontology, the
lifeworld, and a social epistemology, the natural attitude, that can be
employed to understand how “technologies can influence the ‘worlds of
direct experience, of contemporaries, of predecessors and of successors’™
(Coeckelbergh & Reijers, 2016, 344).

Algorithms and Algorithmic Assemblages

Except for such digital channels as personal email, direct messaging, and
texting, people’s routine online social exchanges are mediated by social
platforms, services, and their typically hidden and proprietary algorithms.
Particularly during the pandemic, people have become “increasingly reliant
on online sociotechnical systems that employ algorithmic curation: orga-
nizing, selecting, and presenting subsets of a corpus of information for
consumption” (Rader & Gray, 2015, 173). As Sundin et al. (2017, 226) ex-
plain, even “accidentally encountered information is also always algor-
ithmically framed and often personalised by, for example previous searches
and geographical location”. Social media news feeds are algorithmically
curated based on people’s past behaviors; this also is a part of the routine
operations of audio streaming, retail, and other companies that employ
recommender systems. Algorithmic analyses are increasingly used in a wide
range of institutional settings for such activities as hiring decisions, credit
scoring, loan decisions, predictive policing, higher education admissions,
and parole decisions (O’neil, 2016; Noble, 2018). A common thread running
through these activities is that they are mediated by algorithms, which “are
widely recognized as playing an increasingly influential role in the political,
economic, and cultural spheres” (Napoli, 2013, 3). The nature, extent, and
effects of this mediation are not at all clear in large part because much of
this algorithmic activity takes place in the deep background of people’s
digital lives.

Dourish (2016, 2) describes an algorithm as “an abstract, formalized
description of a computational procedure” which, when it acts on data
structures, becomes a part of a computer program. It is a tool that is
part of a computer scientist’s professional practice. Algorithms perform
several different functions including, but not limited to, counting, sorting,
clustering, and performing numerical and probabilistic analyses. These
functions are enacted as computer programs are used, making algorithms
“code-waiting-to-happen, ready to be deployed and brought to life in
programs yet to be written” (Dourish, 2016, 4). An algorithm can be seen
as a recipe that takes values (data) and processes them with a goal of
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“aggregating those assigned values efficiently, or delivering the results
rapidly, or identifying the strongest relationships according to some opera-
tionalized notion of ‘strong’ (Gillespie, 2014a, 3). The analysis of the
workings of algorithms, once they are integrated into programs, is very
complex for technical reasons explained by Dourish (2016, 4-5). Because
the focus of this chapter is on the social life of algorithms in the lifeworld,
these complexities will be set aside (or, in the language of social phe-
nomenology, bracketed).

As algorithms are enacted by computer programs, they perform their
functions as components in larger sociotechnical assemblages. Sawyer et al.
(2014, 40) describe digital assemblages as “distinct patterns of ICT collec-
tions that, in use, are functionally equivalent and structurally similar, relying
on standardised and commodified ICT and are neither formally designed
nor collectively governed”. Algorithmic assemblages are technical, including
algorithms, software, data structures and data on which the algorithm
operates, and material, including the computational and network infra-
structures that power algorithmically mediated activity, the platform or
interface through which it is available, and the devices used to interact with
the service or platform that uses the algorithm. They are also social, in-
volving a range of human participants (Pink et al., 2017, 8; Ananny, 2016, 7;
Kavanagh et al., 2015, 8). There are millions interacting with algorithmic
assemblages daily, using search engines, social media platforms, ecommerce
sites, educational platforms, and others and there are people at the back end
“debating the models, cleaning the training data, designing the algorithms,
tuning the parameters, deciding on which algorithms to depend on in
which context” (Gillespie, 2014a, 5) in a “a global digital assembly line of
silent, invisible men and women, often laboring in precarious conditions”
(Burrell & Fourcade, 2020, 219).

Lamprou et al. (2014, 5) characterize these assemblages as performative,
with “movement and the temporary, socially, materially and discursively
accomplished ‘coming-together’ of heterogeneous entities into social prac-
tices”. When enacted, an assemblage is intentional and “is not simply a
happenstance collocation of people, materials and actions, but the deliberate
realisation of a distinctive plan” (Buchanan, 2015, 385). However, this
plan is enacted in a dynamic and complex social world, meaning that the
assemblage also “involves the ‘mess’ of its constituent or related parts, as
well as that of the institutions, power relations that govern its use, and the
conflicting discourses that define it” (Pink et al., 2018; 2). Consequently,
assemblages change as access devices evolve, as peoples’ practices change
when interacting within them and with each other, as the platforms change,
and as the data and information people search for, receive, and create
regularly and rapidly, enters and leaves assemblages. For example, when
searching on a smartphone, people are interacting at one terminus of an
algorithmic assemblage. The algorithm is instantiated in a material and
performative sense “as a running system, running in a particular place, on a
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particular computer, connected to a particular network, with a particular
hardware configuration” so as they examine the results of the search, their
“experience of algorithms can change as infrastructure changes” (Dourish,
2016, 5, 6). The assemblage operates “semi-autonomously, without the need
for interaction with, or knowledge of, human users or operators” (Willson,
2016, 3), as it carries out the processes necessary to provide a response.
Despite this constant dynamism, an assemblage tends toward “functional
stability”, meaning that is “able to absorb change—it endures even as it
evolves” (Sawyer et al., 2014, 52).

An algorithmic assemblage is a sociotechnical accomplishment and a
communication technology, connecting people, groups, companies, gov-
ernments, and other actors in an ongoing exchange of data, information,
and services. Its effects emerge when it is used and this performative en-
actment involves the whole of the assemblage because “the conditions
and consequences of algorithmic rules only come into being through the
careful plaiting of relatively unstable associations of people, things, pro-
cesses, documents and resources” (Neyland & Mollers, 2016, 1). In fact,
“[i]t is only through such algorithmic assemblages that any individual
process can take place” (Ananny, 2016, 8). This becomes important be-
cause, algorithmically mediated activity, while technically sophisticated,
is, in fact, a routine social practice and a mundane and mostly invisible
part of daily life (Andersen, 2020, 1480; Lomborg & Kapsch, 2020, 747,
Sundin et al., 2017, 225).

One approach that can make the invisible visible is based on an in-
tegration of Schutz’s (1970, 1967) social phenomenology and insights
from postphenomenology (Rosenberger & Verbeek, 2015). From this per-
spective, algorithmic assemblages are not simply the lines of code that
define algorithms and the infrastructure that makes them work. They are
“‘large’ spanning time and space, but ... also ‘small’ coming in contact
with routine and everyday practice” (Bowker et al., 2009, 113). The next
section introduces two phenomenological concepts, the lifeworld and the
natural attitude, the former to describe how algorithmic assemblages have
become embedded in people’s lives, and the latter to account for the ways
in which, through people’s routine actions, these assemblages are enacted,
maintained, and become powerful actants in the shaping of social worlds.

The lifeworld and the natural attitude

This section explores the question of how to foreground the taken-for-
grantedness of algorithmically mediated activity to account for the role
of algorithmic assemblages in the constitution of the social world. One
way is through Schutz’s (1967) social phenomenology and the insights of
postphenomenology, an approach to studying people and technology that
has emerged over the last three decades. Schutz, in a sense, “socialized”
Husserl’s philosophical phenomenology by appropriating two central



Concepts of the Pandemic Lifeworld 253

concepts, the “lifeworld”, and the “natural attitude”. The lifeworld describes
the everyday and taken-for-granted world in which we live. According
to Husserl, it is “the world in which we find ourselves at every moment of
our life, taken exactly as it presents itself to us in our everyday experience”
(Gurwitsch, 1962, 51). Within the lifeworld is the natural attitude, a way of
being in the world in which people experience each other, the natural and
social worlds, and the tangible and intangible objects that constitute these
worlds as taken-for-granted, real, and factual. Husserl intends both concepts
to serve as points of departure to be transcended when conducting the
phenomenological reduction, a goal of his phenomenology. However, rather
than setting them aside, Schutz argues that lifeworld and the natural attitude
should be foundational objects of study for the social sciences.

Schutz (1945, 549, 553) describes the lifeworld as the “paramount rea-
lity” experienced as an “intersubjective world which existed long before
our birth, experienced and interpreted by others, our predecessors, as
an organized world”. It is characterized by pragmatic motives, shared
provinces of meaning, and complex interlinked social interactions among
individuals, groups, and institutions. It is filled with tangible and in-
tangible natural, cultural, social, and technological objects that, to varying
degrees, resist efforts to manipulate them. People routinely act and in-
teract in the lifeworld, carrying out their tasks and projects in ways
that both modify the lifeworld and/or are modified by it, producing
through these activities a material, and cultural, world characterized by
patterns, routines, and interlocking activities of varying degrees of com-
plexity (Butnaru, 2015, 69; Eberle, 2015, 566). The lifeworld is not an
objective reality that people confront; it is a social construction and
an ongoing practical accomplishment “with the methods for that accom-
plishment being, for members, known, used, and taken for granted”
(Psathas, 1980, 3). According to Schutz (1945, 534),

The world of everyday life is the scene and also the object of our actions
and interactions. We have to dominate it and we have to change it
in order to realize the purposes which we pursue within it among
our fellow-men. Thus, we work and operate not only within but upon
the world.

The assumption of the ontological intersubjectivity of the lifeworld marks
Schutz’s departure from Husserl and prepares the foundation for his social
phenomenology. A contribution of the postphenomenologists that further
clarifies the nature of the lifeworld is to foreground the role of technology,
explaining that there is no «a priori relation between the person (subject) and
the social world (object), “only an ‘indirect one,” and technologies often
function as mediators” (Rosenberger & Verbeek, 2015, 12). In this human-
technology-world relation, it is mediation that constitutes subject and object
(Verbeek, 2015).
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The natural attitude is a state of consciousness in which people tacitly
accept the reality of their lives as given and taken for granted while sus-
pending doubt and disbelief in the lifeworld (Dreher, 2011, 494). It is a way
of being that is “independent of and prior to any scientific or other inter-
pretation” of the world (Hughes & Sharrock, 1997, 96). It is a social epis-
temology because it is the primary way people come to know their worlds. It
is foundational, because it is “the general belief that all our actions, all our
life rests on” (Luft, 1998, 163). Further, to live in the natural attitude is an
“immersion-in-world”, which “refers to the lived fact that human beings
are always already inescapably entwined in and subsumed by their worlds
that, most of the time, ‘just happen’ without the intervention of anything
or anyone” (Seamon, 2015, 390). Within the natural attitude, one is not
aware of being in it, so in phenomenological terms, the natural attitude is
hidden from itself (Luft, 1998, 155). In this way, the lifeworld is an ongoing
accomplishment of people’s routine actions and interactions; it “just hap-
pens” while people are engaged in other activities. Therefore, as Psathas
(1980, 11) explains:

Members ‘know how’ to produce an event or social situation through
their actions, but they do not ‘know’ how they do it; similarly, they
‘know how’ to recognize a social situation and identify it, but they do
not ‘know’ how they do ‘recognizing’.

People are born into preexisting social worlds that they experience as or-
ganized with sign and symbol systems, webs of social relationships, sets of
rules, guidelines and norms, institutions and roles, power and sanctions,
and so on. People learn, understand, and internalize the subtleties of the
natural attitude as they are socialized informally in families, social groups,
and with the technologies they use; formal socialization occurs in educa-
tional and other organizations. Over time, people acquire a “stock of
knowledge” about their worlds that for them becomes routine, natural,
shared, and taken-for-granted. The lifeworld as defined by this stock of
knowledge, “is immediately and intuitively grasped” by people and “endures
permanently ... for all of our natural life in a waking state” (Muzzetto, 2015,
261). As we move through the lifeworld, we make frequent use of “at-hand
knowledge”, which is “acquired through actions, interactions, processes of
socialization. It especially concerns the contents of the cultural model
of one’s social group” (Muzzetto, 2015, 272-273). This type of knowledge
is largely social in origin, socially distributed, and shared (Eberle, 2015, 566;
Segre, 2016, 94; Costelloe, 1996, 254). Schutz further divides at-hand-
knowledge into “knowledge about” and “knowledge of acquaintance”. The
former includes the clear, distinct, and consistent knowledge people have
of some part of the lifeworld that reflects some level of expertise that they
have attained. The latter is knowledge that results from more indirect ex-
perience, is vaguer, more superficial, and differentiated into dimensions of
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“well-foundedness, plausibility, likelihood, reliance upon authority, blind
acceptance, and complete ignorance” (Dreher, 2011, 498). This is an im-
portant distinction because in the natural attitude, most of the knowledge
we have about the lifeworld is one or another form of knowledge of
acquaintance.

Therefore, the natural attitude is “acquired through, and profoundly in-
fluenced by, specific sociocultural practices” (Weiss, 2016, 1). Over the last
two decades, one such sociocultural practice involves routine immersion
in algorithmic assemblages which “have the capacity to shape social and
cultural formations and impact directly on individual lives” (Beer, 2009,
987), including the shaping of the stock of knowledge. These assemblages,
then, are “productive elements in co-shaping how people perceive the world,
each other and themselves” (Kudina, 2022, 4). As people interact with
and within these assemblages, their natural attitude expands to include as-
sumptions of “algorithmic authority”, defined by Lustig and Nardi (2015,
743) as “the trust in algorithms to direct human action and to verify in-
formation, in place of trusting or preferring human authority”. These ele-
ments of the stock of knowledge serve a significant purpose because they
“eliminate troublesome inquiries by offering ready-made directions for use,
to replace truth hard to attain by comfortable truisms, and substitute the
self-explanatory for the questionable” (Muzzetto, 2015, 269). The natural
attitude then becomes a “schema of interpretation of the common world and
a means of mutual agreement and understanding” (Dreher, 2011, 497).

Gurwitsch (1962, 58-59) qualifies the meaning of “assumption” in the
context of the natural attitude, explaining that it refers to an “unquestioned
belief and certainty, on which we act but which is not made a topic for
reflection and is not even rendered explicit, unless we engage in philoso-
phical inquiries”. Assumptions of the stability of the lifeworld and shared
perspectives are ontological; differences in perspective based for example,
on economic class, location, or organizational roles certainly exist but
reflect differences in local instantiations of the natural attitude and not the
foundational natural attitude itself because there are “features ... common
to all social worlds because they are rooted in the human condition”
(Schutz, 1970, 79). This is the basis of Muzzetto’s (2015, 262-3) claim that
the natural attitude has two levels, a “changeable historical-cultural level
‘that embraces the certainties that apply to’ people living in particular times
and places, and “a basic nucleus, an ‘invariant structure that is implied not
by our way of life but all forms of life in general’” (Spinicci, 2000, 126,
quoted in Muzzetto, 2015, 263).

One implication is that at the changeable historical-cultural level, there is
a naivety that suffuses the natural attitude, such that people tend to believe
that their world views, understandings, and beliefs are natural, right, true,
and justified, when in fact, they may only be partial, biased, or even wrong.
In the natural attitude, “daily life consists of a set of opinions that do
not even make the claim to be exact and absolutely true” (Luft, 1998, 160).
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The knowledge most people have of algorithmic assemblages and the
knowledge that they derive from them are clearly of this type, described
above as knowledge of acquaintance. Search engines, as powerful algo-
rithmic assemblages, play a role in reinforcing this naivety, because their
“algorithms do not just impose an order of knowledge on people; people
also use searching as a way for strengthening their arguments, to confirm
their bias” (Sundin et al., 2017, 233). This is an insight that will be useful
when considering the intended and unintended consequences of the perva-
siveness of algorithmic assemblages in the lifeworld.

The natural attitude is relatively stable because it “takes the world and
its objects for granted until counterproof imposes itself” (Schutz, 1945,
550), meaning that people typically suspend doubt about the existence of
the social world and its objects (Eberle, 2015, 572). People live and act
within the lifeworld and, while they may question some feature or facet of
the world, especially when it provides resistance, they do not typically
question the lifeworld itself and this is “an essential precondition of every
activity” (Gurwitsch, 1962, 51). The natural attitude persists because it is
maintained over time, in part, by people’s deep “ontological trust” in the
stability of the lifeworld (Giddens, 1984). People have an “uncritical belief
in the integrity of the world as it appears” (Costelloe, 1996, 252) and as-
sume that this world is a certain way and has certain characteristics, un-
derstanding, without question, that the world was there before they were
born and will continue after they die (Zaner, 1970, xii; Schutz, 1970, 79).
This is an indication of the extent to which the natural attitude permeates
all aspects of social life (Vaitkus, 2005, 112). Schutz (1945, 55) explains
one important way in which the natural attitude is collectively maintained:

As long as the ... established scheme of reference, the system of our and
other people’s warranted experiences works, as long as the actions and
operations performed under its guidance yield the desired results, we
trust these experiences. We are not interested in finding out whether
this world really does exist or whether it is merely a coherent system
of consistent appearances. We have no reason to cast any doubt upon
our warranted experiences which, so we believe, give us things as they
really are.

Despite its patterned nature, the natural attitude, and the lifeworld of which
it is a part, are fragile (Muzzetto, 2015, 248); both can be intentionally or
unintentionally disrupted. A terrorist attack, mass shooting, or invasion of
another country would be examples of the former, and a pandemic, the
latter. However, people do not often experience the fragility of the natural
attitude and the lifeworld; the more typical experience of social life is that
people are able to carry out their projects, tasks, or interactions successfully,
alone or as part of a group, without having to deeply question the nature of
the social world, because “our curiosity is satisfied and our inquiry stops if
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knowledge sufficient for our purpose at hand has been obtained” (Schutz,
1970, 148). The belief that the world exists and will continue to exist, much
as it is at any given moment, is the “general thesis of the natural attitude”,
originally proposed by Husserl (Luft, 1998, 163) and adopted by Schutz.

As people move through the lifeworld and engage in the routine inter-
actions of their domestic, work, and social lives, they are largely unaware
that a consequence of their activities is the ongoing reconstitution of the
lifeworld. This has a role to play “in determining the meaning of the world
that we accept as given, that is, as natural” (Weiss, 2016, 6). This applies as
well to our experience with the tools we use, including our digital devices.
According to Schutz (1970, 146)

We live in our present culture surrounded by a world of machines
and dominated by institutions, social and technical, of which we
have sufficient knowledge to bring about desired effects, without,
however, much understanding (if any) of how these effects have been
brought about.

The next step in the argument is to use this framework to explore the re-
lationships among algorithmic assemblages, the lifeworld, and the natural
attitude. The argument has been foreshadowed with several indications
above about the ways in which these assemblages have become taken-for-
granted in people’s everyday lives. The next section describes the argument
in some detail.

Algorithmic assemblages, the lifeworld, and the natural attitude

As the focal point of social media, ecommerce, and educational platforms,
public and workplace surveillance systems, smart cities and homes, and
other digital services, algorithmic assemblages are an increasingly important
part of the lifeworld. When enacted by people as they engage in digital in-
teractions, these assemblages provide algorithmically curated search results,
recommendations of all sorts, multimedia artifacts with varying content, and
a constant stream of data and information. This data and information flow
impacts people’s lives in a variety of ways, one of which is that many
are becoming increasingly reliant on these systems as primary sources of
information about their worlds (Burrell & Fourcade, 2020, 221, 227
Lomborg & Kapsch, 2020, 745-6; Rader & Gray, 2015, 173; Hess, 2014, 10).
Another way to phrase this is that, as a part of the lifeworld, algorithmic
assemblages shape the natural attitude; this assertion, however, must be
unpacked.

In the lifeworld, people engage in many routine, repetitive, and mundane
algorithmically mediated interactions that become the contours of their
domestic, social, and organizational lives. The more they use digital devices
to engage with algorithmically driven online platforms and services, the
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more the assemblages of which these devices, services, and platforms are
a part become embedded in the lifeworld. Feenberg (2015, 230) describes
this situation as ontological because technology “is not something added on
after the fact ... [it] is as natural to human beings as language and culture;
its specific content is historically contingent, but it will always be found
wherever there are human beings”. As a complex form of technology, an
algorithmic assemblage does not “transcend the lifeworld but rather forms a
special part of it” (Feenberg, 2015, 234). From the perspective of end users,
an assemblage is largely present in and through the devices they use to access
it; not as visible are the people working on the back end of the assemblage,
the companies that own parts of it, and the hardware, software, and material
infrastructure supporting it (Kotliar, 2021, 347).

In their discussion of postphenomenology, Rosenberger and Verbeek,
(2015) argue that people can have four different types of relations with
complex technologies such as algorithmic assemblages, each affecting the
natural attitude in different ways. As people use and integrate digital devices
such as smartphones, personal digital assistants, and tablets into their
lives, they develop routines and patterns of experience that shape their in-
teractions with their devices and with the lifeworld. These patterns are
“embodiment relations”, meaning that the device

... does not, or hardly, become itself an object of perception. Rather, it
‘withdraws’ and serves as a (partially) transparent means through which
one perceives one’s environment, thus engendering a partial symbiosis
of oneself and it.

(Brey, 2000, 3)

Transparency is a quality of embodiment relations and is “the degree to which
a device (or an aspect of that device) fades into the background of a user’s
awareness as it is used” (Rosenberger & Verbeek, 2015, 14). The artifacts and
the assemblages of which they are a part, become a means by which people
carry out their projects and tasks and, as they withdraw, they become ex-
tensions of the person. A person may also have a hermeneutic relation with a
digital device in which they perceive and interpret the device’s output, as when
scrolling through a news feed. When this occurs, the person “experiences a
transformed encounter with the world via the direct experience and inter-
pretation of the technology itself” (Rosenberger & Verbeek, 2015,17). A third
possible relation is “alterity”, which refers to an “interface ... devised speci-
fically to mimic the shape of a person-to-person interaction” (Rosenberger &
Verbeek, 2015, 18), as in the case of using a device for real-time video meet-
ings. Finally, there is a “background relation” which accounts for the way
in which the assemblage typically remains hidden even as people enact it; it
operates in the background of everyday life, while being an integral part
of it (Gertz, 2019, 68; Rosenberger & Verbeek, 2015, 18). Lomborg and
Kapsch, (2020, 754) reinforce this last type of relation:
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A central observation in our study is how algorithms often go unnoticed —
not just for those who lack a general awareness of them. When users of
digital media experience algorithmic operations as smart, convenient, and
efficient, they will quickly stop noticing them and maybe even forget
about them.

In this way, social phenomenology and postphenomenology have the
potential to provide an ontological depiction of the social world and a
foundation for social informatics. With the example of algorithmic assem-
blages, it is possible to understand how technologies “can influence the
‘worlds of direct experience, of contemporaries, of predecessors and of
successors’” (Coeckelbergh & Reijers, 2016, 344). As a part of the lifeworld
and through the four relations they can have with people, algorithmic as-
semblages are becoming increasingly important in shaping the natural
attitude. As people experience these relations, they learn to routinely live
with, domesticate, and enact algorithmic assemblages through their digital
devices. As they do, algorithmic logic comes to shape and control the data
and information flows on which they depend and incorporate into many of
their routine activities. In this sense, algorithmic assemblages produce and
certify knowledge (Gillespie, 2014b, 2), making them powerful actors in
the lifeworld. For this reason, the material and social worlds people produce
and reproduce (Eberle, 2015, 295) become imbued with the output of al-
gorithmic assemblages which “become proactive actors in moulding social
life” (Raffa & Pronzato, 2021, 295).

Algorithmic assemblages “contribute to shaping our everyday practices
and understandings” as “situated artifacts and generative processes”
(Willson, 2016, 2, 5) that sort, analyze, manipulate, inform, and predict.
They are “built to be embedded into practice in the lived world that pro-
duces the information they process, and in the lived world of their users”
(Gillespie, 2014a, 17). Burrell and Fourcade (2020, 227) make this point
more forcefully, arguing that “[t]he more one interacts with digital systems,
the more the course of one’s personal and social life becomes dependent on
algorithmic operations and choices”. Social media newsfeeds are examples
of algorithmically curated platforms that become routine parts of daily life.
An increasingly common outcome of engagement with these assemblages is
that decisions about the relevance of information are being made through
technical means that have epistemological consequences. They restrict the
domain of what can be known, provide a means by which what is in
the domain can be known, and influence the ways in which what is known
can be used (Gillespie, 2014b, 1; Raffa & Pronzato, 2021, 296). They “help
to bring about particular ways of seeing the world, reproduce stereotypes,
reify practices ... and world views, restrict choices or open possibilities
previously unidentified” (Willson, 2016, 5). In so doing, algorithmic as-
semblages shape the natural attitude in ways that are hidden and deeply
entangled in people’s domestic, social, and work lives, and in their routine
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information and decision-making practices. This is a novel conceptualiza-
tion of the relations among people, technologies, and contexts of use.

However, assemblages do more than this. They shape people’s knowledge
of acquaintance that Schutz argues characterizes much of our stock of
knowledge and therefore the natural attitude. This takes place at the level of
what Muzzetto (2015, 262-3) calls the “changeable historical cultural level”
of the natural attitude and occurs in two ways. First, there is the public
discourse about algorithms and algorithmic systems that casts them as ob-
jective, efficient, and authoritative (Alvarado et al., 2021, 21), what has been
called the myth of algorithmic neutrality (Rosenbaum, 2020, 2; Burrell &
Fourcade, 2020, 218). Second, there are the individual experiences that
people have with algorithmic assemblages. Together, these form an algo-
rithmic imaginary:

both in terms of intangible representations and worldviews, such as the
one by the producers of algorithmic media, and as worlds constructed
by users’ perceptions, which then have multifaceted consequences on
how users behave and algorithms react within a recursive logic.

(Raffa & Pronzato, 2021, 298)

The algorithmic imaginary describes the ways in which people think about
and perceive algorithmic assemblages and their output (Green, 2021;
Schwennesen, 2019). As part of the natural attitude, the algorithmic ima-
ginary takes the form of a technological frame, a type of knowledge of
acquaintance that has “powerful effects in that people’s assumptions, ex-
pectations, and knowledge about the purpose, context, importance, and role
of technology will strongly influence the choices made regarding the design
and use of those technologies” (Orlikowski & Gash, 1994, 179). As it takes
hold, it shapes people’s experiences in the lifeworld (Alvarado et al., 2021, 3;
Bucher, 2017, 41; Spieth et al., 2021, 1964). Research has demonstrated that,
for example, social media news feeds are algorithmically curated to reinforce
people’s beliefs and world views. What has been called a “filter bubble” or
an “echo chamber” can be seen as an instantiation of an algorithmically
driven world view that people come to believe is factual. The facticity of
this level of the natural attitude is strengthened by people’s tacit belief in
algorithmic authority.

As mentioned above, acquisition of the natural attitude depends in large
part on language. As people learn the language of their social groups,
they exchange signs and symbols that “are intersubjectively shared and
handed down and thereby ensure the cohesion and the meaningfulness of
the individual’s life-world as a whole” (Dreher, 2011, 502). Language,
therefore, is “essential for any understanding of the reality of everyday
life” (Berger & Luckmann, 1967, 37) and becomes a repository of mean-
ings, and experiences preserved and passed on to future generations. In the
lifeworld, algorithmic assemblages are becoming the digital repositories of
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a technologically advanced culture’s language, signs, symbols, and images,
and therefore its meanings. They capture and preserve artifacts and traces
of people’s, groups’ and organization’s digital lives, with several of the
larger social media platforms claiming never to have deleted anything
since they began. In this sense, these assemblages become key actors in the
sociomaterial construction of reality, helping to shape the natural attitude
and constitute and reconstitute the lifeworld. As people interact with and
within these assemblages, the data and information they retrieve and
share shapes their “at-hand knowledge” in specific ways that can, for
example, reinforce the cultural models of their social and affinity groups.
Assemblages therefore play a significant role in defining the “here and
now” for distinct social groups, as well as providing the capacity to
transcend the present moment, shaping their collective understanding
of their pasts and futures (Kudina, 2022, 2). It is important here to un-
derstand that, despite assemblages’ broad reach in terms of gathering
data and information, they “not only promote certain cultural proposals
over others, but they also delete some parts of the social world, thereby
excluding from the cultural reality contents which are unable to meet the
algorithmic flow” (Raffa & Pronzato, 2021, 313).

Accepting the technological frame of algorithmic neutrality, people in-
tegrate algorithmic assemblages into their lives, bringing them into their
homes and workplaces and “embedding them in their routines, imbuing
them with additional meanings that the technology provider could not have
anticipated” (Gillespie, 2014b, 20). Over time, people begin to adjust their
social actions and interactions in ways that “suit the algorithm they depend
on” thereby, in a sense, making themselves “algorithmically available”
(Gillespie, 2014a, 2, 18). In terms of the bidirectional relationship between
people and technology, this type of adjustment illustrates the material
agency of the algorithmic assemblage which can take on gatekeeping and
decision support functions through control of the information flow to
the individual, shaping the person’s “information life” (Napoli, 2013, §;
Musiani, 2013, 1; Beer, 2009, 994).

As people interact with algorithmic assemblages, their activities have
another consequence. The data they generate change the algorithms they
are using in largely unintentional ways. Gillespie (2014b, 7) argues that
“algorithms are made and remade in every instance of their use because
every click, every query, changes the tool incrementally”. As an algorithm
changes, the people who use it are also being changed as it shapes their
information spaces and stocks of knowledge. According to Willson
(2016), “the ways algorithms are designed and implemented (and their
resultant outcomes) help to influence the ways we conduct our friendships
(Bucher, 2013), shape our identities (Cheney-Lippold, 2011), and navigate
our lives more generally (Beer, 2009)”. Gillespie (2014b, 21) describes the
potential impacts of the increasing presence of algorithmic assemblages
in the lifeworld:
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It is easy to theorize, but substantially more difficult to document, how
users may shift their world views to accommodate the underlying logics
and implicit presumptions of the algorithms they use regularly. There is
a case to be made that the working logics of these algorithms not only
shape user practices, but [also] lead users to internalize their norms and
priorities.

The social informatics of the pandemic lifeworld

The effects of algorithmic assemblages’ shaping of the natural attitude can
be seen in the ways in which people have responded to the pandemic. In
broad terms there has been a clear polarization among large groups in the
American population (which is mirrored elsewhere in the world). For ex-
ample, there are now competing narratives about three main issues related
to the pandemic: the origins and severity of COVID-19 and its variants, the
efficacy of masking and social distancing, and the push to vaccinate
the public. Did the virus escape from a lab? Was it zoonotic? Is it caused by
5G? Is it no more serious than the flu? Can wearing masks increase the
chances of becoming infected? What can be done about the tracking nano-
devices in vaccines? These are all questions that have been raised over
the last two years that have flowed around social media (and some of the
mainstream media) (Bunker, 2020, 2). According to Stein et al. (2021, 8)

In the short time since the beginning of the pandemic, the number of
COVID-19-related conspiracy theories increased and propagated on
social media. According to some metrics, online sensationalist and
conspiratorial sites and articles generate more user engagement than
more reputable sources ...

Focusing on the genre of narrative that discounts basic facts about the
pandemic, the question can be posed as to why people come to believe
so strongly in narratives that question science and public health officials and
draw heavily on conspiracy theories? One part of the answer is that algo-
rithmic assemblages routinely create, reinforce, and exacerbate polarization,
because the “emphasis on objectivity and neutrality leads to algorithmic
interventions that reproduce existing social conditions and policies”
(Green & Viljoen, 2020, 22). Algorithmic assemblages that are finely tuned
to respond to people’s online information behaviors deliver the data and
information that fills out these narratives. This is good business logic, be-
cause the companies that own and manage them “generally find it profitable
to exploit viral content and other forms of emergent sociality” (Burrell &
Fourcade 2020, 229) to keep people engaged on their platforms. However,
over time, the output of these assemblages is forming people’s knowledge
of acquaintance of the pandemic in what Kotliar (2021, 346) calls the
“socioalgorithmic construction of choice”. Rather than viewing choice as
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having origins in individualistic actions, it is more appropriately seen as
taking place in a complex information environment composed of social,
political, economic, and cultural affordances and constraints. Kotliar (2021,
348) argues that algorithms are carefully designed and implemented to in-
fluence people’s abilities to choose. Consequently, algorithmic assemblages
shape repertoires of choosing in influential ways, one of which is “hyper-
nudging”, one of the “’subtle, unobtrusive, yet extraordinarily powerful’
techniques that recursively refine users’ choices” (Yeung, 2017, 2). Peralta
et al. (2021, 11) state this plainly:

Algorithmic bias, an unexpected consequence of the content filtering
tools behind most popular social media platforms used today, affects
the dynamics of opinion formation and information spreading arising
from digital interactions in non-trivial ways, ultimately leading to
undesired collective phenomena like group polarization and opinion
radicalization.

There is a growing body of research that supports this assertion. Studies
of social media use during the pandemic consistently find that significant
numbers of people understand the pandemic through misinformation and
conspiracy theories, leading to a distrust of science, greater risk to public
health, and avoidance of COVID-19-specific health protective behaviors
(Allington et al., 2021a, 1768; Choli & Kuss, 2021; Lee, 2021; Rocha et al.,
2021; Quinn et al., 2021; Stecula & Pickup, 2021; Bunker, 2020, 2). Stein
et al. (2021, 8) find that COVID-19-related conspiracy theories dramatically
increased on social media, and that “according to some metrics, online
sensationalist and conspiratorial sites and articles generate more user en-
gagement than more reputable sources”. Allington et al. (2021b, 11) found
an association between social media use and vaccine hesitancy, and Naeem
et al. (2021) observed that:

[TThe COVID-19 infodemic is full of false claims, half-baked conspiracy
theories and pseudoscientific therapies, regarding the diagnosis, treat-
ment, prevention, origin and spread of the virus. Fake news is pervasive
in social media, putting public health at risk.

Algorithmic assemblages are reshaping the ontological trust that people
have in the lifeworld. The trust that the world is as it appears to be is
extended to the assemblage and, when taking the form of algorithmic
authority, this trust is also directed toward its outputs. Further, the more
people engage with these assemblages, the deeper the trust they have
in them because “[o]ntological security and routine are intimately con-
nected, via the pervasive influence of habit” (Giddens, 2013, 98). This
implies that algorithmic assemblages are constructing diverging types of
knowledge of acquaintance about the pandemic, that begin to acquire
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social ontological status as part of people’s sociohistorical lifeworlds.
People deeply believe in the pandemic narratives that are flowing through
their online and offline social networks and, in the natural attitude, be-
lieve in the authority and facticity of the narrative, because “the natural
attitude replicates falsehoods as easily as truths—all while atrophying
our ability to tell the difference” (Champagne, nd; 7). As algorithmic
assemblages routinely spread mis- and disinformation, and as people
incorporate it into their knowledges of acquaintance of, in this case, is-
sues related to the pandemic, these assemblages “are transforming the
very nature of our moral intuitions—that is, the very nature of our re-
lations to self and others—and what it means to exist in the social world”
(Burrell & Fourcade, 2020, 226).

Conclusion

Algorithmically mediated interactions are becoming increasingly important
in many people’s lives. When using online services and platforms for search,
entertainment, and other activities, they are interacting with and within
algorithmic assemblages. This routine activity, in a performative sense,
brings assemblages to life as people, through their digital devices, enact and
become part of algorithmic assemblages. However, as these interactions
become more habitual, the assemblages fade from view, becoming hidden
in daily life. At the same time, immersion in online digital information-based
applications has affected our pandemic-dominated social worlds. It has
led to the pervasive spread of conflicting and deeply held narratives about
the pandemic. To understand why and how this happens, a framework
that draws on Schutzian social phenomenology and the work of post-
phenomenologists is proposed to pull back the curtain on these assemblages
and their impacts. This framework is timely because the “relevance of
phenomenology to the understanding of the social impact of communica-
tions technology, particularly the internet, has aroused the interest of many
scholars” (Zhao, 2007, 140).

A contribution of this chapter is to provide an initial sketch of a con-
ceptual framework to explore the processes by which algorithmic assem-
blages play a role in organizing people’s lives, opening these assemblages,
their inherent power asymmetries, and the algorithmic imaginary of neu-
trality and authority on which they depend, to sustained critique. This
matters because the back end of these assemblages is controlled by powerful
corporate actors who take full advantage of the data and information
asymmetries that exist in these assemblages (Dalton et al., 2016, 7).
According to Burrell and Fourcade (2020, 218):

A cultural circuit made of management gurus, specialized magazines,
and tech evangelists (tasked with spreading belief in a particular
technology and building a loyal following) further helps [to] organize
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this myth-making and consolidate[s] power into the hands of those able
to implement and understand code and the institutions and individuals
who fund them.

The lifeworld is being influenced and shaped by the agendas of these cor-
porate actors in ways that are difficult to see, effectively hiding the “reality
making functions of algorithms” (Lomborg & Kapsch, 2020, 747). This
chapter, then, aligns well with Willson’s (2016, 2)argument that “studies of
the everyday are ... partly concerned with rendering the seemingly invisible
visible and thereby open to critique and the examination of power relations
and practices that are in play”.

Using algorithmic assemblages as an example of a modern pervasive
and influential technology, the framework posits that they are critically
important in shaping the modern lifeworld, as well as the sociocultural
level of the natural attitude. As performative and largely invisible actants
in the lifeworld, these assemblages are enacted routinely and frequently
by people using their embodied digital devices. Using the emergence of
competing narratives about pandemic issues, the argument was made that
the impact of algorithmic assemblages has been polarization taking place
at social, ontological, and epistemological levels. Information and mis-
information accessed through algorithmic assemblages become knowledge
of acquaintance in people’s stock of knowledge, shaping their natural
attitude, taking the form of unquestioned and common-sense assumptions
about the social world. Interactions with assemblages shape how people
come to know their lifeworlds. With widespread acceptance of a techno-
logical frame based on an algorithmic imaginary that emphasizes neu-
trality and algorithmic authority, people develop trust in the assemblage
and its output. Consequently, they deeply believe in their chosen narra-
tives and have proven to be intransigent against attempts to challenge
narratives based on unfounded claims and conspiracy theories. The con-
tribution of this chapter is that the framework presented here offers an
explanation for the depth of this intransigence and, when integrated into
a critical social informatics perspective, provides a lens through which
to investigate the spread of misinformation and false and dangerous
narratives that have accompanied the COVID-19 pandemic.

A second contribution of this chapter is that this framework can poten-
tially strengthen social informatics by providing a grounding for one
of its fundamental assumptions—that there is a relationship of mutual
shaping among people, technologies, and their contexts of use. The post-
phenomenological approach recasts the relation between the human subject
and the social world as one of emergence based on the mediation provided
by technology. From the social phenomenological approach, the concept
of the lifeworld offers a social ontology for a socially constructed world,
and the natural attitude offers a social epistemology, or the ways in which
we come to know this world.
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This framework suggests three avenues of investigation of interest to
social informatics scholars. First is the micro-level study of the ways in
which individuals are immersed in algorithmic assemblages and how their
interactions with algorithms shape their natural attitudes. This is in keeping
with Couldry and Powell’s (2014, 2) call for “a more open inquiry into
what actual social actors, and groups of actors, are doing” when engaging
in algorithmically mediated interactions”. An intriguing avenue for research
is opened up by the “broken data” metaphor, which focuses on how people
engage with data in mundane settings (Pink et al., 2018, 11); this approach
assumes data have materiality and can be broken and repaired as people
carry out their algorithmically mediated activities. The second avenue is
the study of the structure and functioning of algorithmic assemblages, which
can take advantage of the methods used in infrastructure studies. Kitchin
(2016, 13) argues that a “way to undertake such research is to conduct
ethnographies of how people engage with and are conditioned by algo-
rithmic systems and how such systems reshape how organisations conduct
their endeavours and are structured”. Third is the critical study of the power
and information asymmetries inherent in algorithmic assemblages. An ex-
ample of this approach is Striphas’ (2015, 408) critical evaluation of algo-
rithmic culture, which argues that there has been an entanglement of digital
technologies, discourse, big data analytics and political economy, raising
the specter of the privatization and algorithmic automation of cultural
decision-making. This should also involve an investigation of the organi-
zations in whose platforms and services algorithms are enacted.
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