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Abstract: Suction Bucket Jackets (SBJs) need to be fundamentally designed to avoid rocking modes
of vibration about the principal axes of the set of foundations and engineered towards sway-bending
modes of tower vibration. Whether or not such type of jackets exhibit rocking modes depends on
the vertical stiffness of the caissons supporting them. This paper therefore derives closed form
solutions for vertical stiffness in three types of ground profiles: linear, homogenous, and parabolic.
The expressions are applicable to suction caissons having an aspect ratio (depth: diameter) between
0.2 and 2 (i.e., 0.2 < L/D < 2). The work is based on finite element analysis followed by non-linear re-
gression. The derived expressions are then validated and verified using studies available in literature.
Finally, an example problem is taken to demonstrate the application of the methodology whereby
fundamental natural frequency of SBJ can be obtained. These formulae can be used for preliminary
design and can also be used to verify rigorous finite element analysis during detailed design.

Keywords: suction caissons; vertical stiffness functions; natural frequency; jackets; offshore wind turbines

1. Introduction

The European Union’s (EU) strategy to fight climate change and air pollution issues
has accelerated the investments into sustainable energy sources. This is essentially to meet
the targets of 55% reduction in the greenhouse emissions by 2030 as well as paving the way
for climate neutrality by 2050 [1]. Offshore wind in Europe in particular has witnessed a
substantial growth, with the UK leading the market (10,428 MW cumulative capacity) and
is expected to add 15 GW capacity in the next 5 years. Countries with large offshore wind
developments also include Germany (7689 MW capacity), Belgium (2261 MW capacity),
and the Netherlands (2611 MW capacity) [2]. Other global leaders include mainland China
(approximately 10 GW capacity) [3]. There are new entries to the market including Taiwan
(through the Formosa 1 and 2 offshore wind farms) and in the final planning stages for the
East Coast of the United States.

This growing demand for renewable energy is responsible for the rapid pace of the
technological developments emerging in the industry. Such developments mainly target
the turbine size and installations in deeper waters. Wind Europe [2] has stated that the rated
capacity of OWT has been enhanced by 102% in the last 20 years. At present, the newly-
installed turbines have an average rated capacity of 7.8 MW, though most new installments
have turbine capacities exceeding 10 MW. Monopiles support 81% of all installed OWT in
Europe [2]. Yet, for some locations, their design poses several engineering challenges and
environmental issues to satisfy the requirements needed to support larger wind turbines in
deeper waters. This explains the continuous efforts to innovate in this field. Recently, the
trend in the construction of new wind farms has considered OWTs supported on jackets as
an attractive alternative to conventional monopiles in deeper waters.

J. Mar. Sci. Eng. 2021, 9, 573. https://doi.org/10.3390/jmse9060573 https://www.mdpi.com/journal/jmse
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Jackets supported on piles or caissons, illustrated in Figure 1, are suitable for water
depths of 30–60 m which allow them to be potentially used for future rounds of wind
energy developments [4]. Aberdeen and Borkum Riffgrund 2 offshore wind farms are
recent developments utilising caisson jackets foundations to support 8 MW turbines [5].
Other on-going projects include Seagreen and Zhuanghe 2.

Figure 1. Schematic of a 3-legged jacket on suction caissons reproduced from [6], with permission
from Ørsted, 2019.

There is an inherent difference in the way monopiles and jackets resist overturning
moments due to lateral loads. As illustrated in Figure 2, single foundations (typically
monopiles) transfer the loads via overturning moments to the surrounding soil. On the
other hand, multiple foundations such as jacket on piles/caissons mainly transfer the loads
through axial push-pull interaction. This obvious difference will later drive the simple
mechanical modelling of the system where the foundation is replaced by equivalent springs
for analysis purposes. Hence whilst the lateral stiffness plays a major role in the dynamic
performance of monopile supported offshore wind turbines, the vertical stiffness plays
a more detrimental role in jackets due to the propensity of rocking type of vibrations. It
has shown by Jalbi and Bhattacharya that low-frequency rocking modes of jacket vibration
must be avoided as it may coincide with the low frequency 1P rotor frequency and more
importantly the peak wave frequency [7].

Figure 2. Load transfer in different foundation systems.

Current design aims to place the natural frequency of the bottom-fixed structures
within the soft-stiff band, see Bhattacharya [4] for fundamentals of design. It is well

2
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established in literature that the natural frequency of the system is reliant on the support
condition (i.e. foundation stiffness) which in turn is a function of the properties of the
foundation and subsoil. Considering the dynamic sensitivity of the OWTs, modes of
vibration are considered a key element in the design procedure. Similar to the load transfer
process discussed above, the modes of vibration of an OWT system are primarily dependent
on the foundation and superstructure stiffness [8].

Studies carried out by Bhattacharya et al. [9] showed that the first eigenfrequency of
vibration for OWTs supported on multiple shallow foundations (such as jackets on three
or four suction caissons) correspond to low frequency rocking modes of vibration about
the principle axes. The work is based on scaled model tests on three types of foundations:
monopiles, tetrapods (4-legged jacket on caissons), and asymmetric tripods (3-legged
seabed frame on caissons). Rocking modes of vibration are also reported in offshore
structures such as the Brent B Condeep platform, see [4].

As mentioned before, rocking modes of vibration tend to have a lower frequency and
may interfere with the 1P (rotor) frequency range and wave frequency, see Figure 3 for
schematics. This is particularly challenging for large turbines where the soft-stiff target
frequency is shifting towards the wave frequency. For example, a typical 8 MW turbine
will have a target of 0.22 Hz and a 12 MW turbine will have a target frequency in the
range of 0.15 Hz. Furthermore, wave loads will have a higher energy of excitation and
may impose serious fatigue damage on the structure if rocking modes are allowed. It is
therefore advisable to avoid rocking modes for jackets supported on shallow foundations.
In addition, for asymmetric arrangements, scaled model tests showed that they have
experienced two closely-spaced natural frequencies associated with the rocking modes of
vibration [10]. This corresponds to the variability of the ground reflected in the vertical
stiffness of the foundation. Not only does it widen the range of frequencies that can be
excited by the loading conditions but also may introduce an additional design problem such
as the beating phenomenon and both can have an impact in the fatigue limit state. Moreover,
through analytical methods, Jalbi et al. [11] and Jalbi and Bhattacharya [7] showed that that
a jacket may be engineered towards a no-rocking solution by optimising two parameters:
(a) ratio of vertical stiffness of the foundation stiffness to lateral superstructure stiffness;
and (b) aspect ratio of the jacket-tower geometry. A low value of vertical foundation
stiffness values together with a low aspect ratio will promote a rocking mode of vibration.

 

Figure 3. Vibration modes in different foundation systems.

From the discussions above, it is essential to have a method to calculate the verti-
cal stiffness of foundations early on in the design stages of a project. Hence, given the
importance of SSI on the dynamic performance, the objectives of the paper are as follows:

3
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(1) Carry out review of the current methods in literature to predict the vertical stiffness
of rigid caissons.

(2) Provide static vertical stiffness functions for caissons of aspect ratio between 0.2 and
2 i.e., 0.2 < L/D < 2 for three types of ground: homogeneous, parabolic and linear
profiles. This is based on the approach laid out in Eurocodes for ground types (see
Eurocode 8 Part 5) and also a gap in the literature.

(3) Demonstrate the application of the developed methodology through a step-by-step
solved example in the context of predicting the natural frequency of the system.

It should be noted that the solutions provided in this paper are intended for the
concept design stage and for initial sizing of the foundation when information about the
structure and the ground profile is scarce. As the design progresses from conceptual to
detailed design, a higher computational complexity of the analysis is required to further
optimise the foundations. This includes using refined soil constitutive models incorporated
in 3D finite element analysis (FEA) packages. In addition, this would also require more
input such as site-specific ground investigations and geotechnical laboratory testing.

Background Literature

Ideally, each assessment of the composite system should encompass an independent
numerical analysis for the structure and foundation. For instance, the analysis of the
latter would likely involve modelling the soil as continuum which is typically carried
out using advanced geotechnical finite element methods. However, the limitation of the
high computational cost and modelling complexities make it impractical to be utilised
in preliminary design stages, yet useful in verifying the final design of the foundation.
Consequently, both approaches (i.e., analytical and numerical solutions) tend to idealise the
structural dynamics problem through replacing the foundation by a set of lumped springs
or in the case of deep foundations distributed springs. The overall stability and foundation
stiffness can be purely expressed in terms of functions that describe the force resultants and
their conjugate displacements and rotations of these lumped springs. Figure 4 illustrates
the breakdown of the structure-foundation problem.

Figure 4. Breakdown of the structure-foundation problem.

The work of this paper continues the efforts of the research group which aims at
providing simplified expressions for the computation of the foundation stiffness. For

4
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instance, Shadlou and Bhattacharya [12] studied the lateral dynamic stiffness of deep
foundations and proposed spring stiffness functions for both rigid and flexible monopiles.
In their model, the foundation is replaced by four springs; KL (lateral spring), KR (rocking
spring), KV (vertical spring) and KLR (cross-coupling spring) to capture the degrees of
freedom. This methodology was later utilised by Arany et al. [13] in designing monopile
foundations. Similarly, Jalbi et al. [14] obtained static stiffness functions for the lateral
stiffness terms of a rigid monopod caissons. Moreover, Jalbi and Bhattacharya [15] provided
closed form solutions to calculate the natural frequency of jackets supported on multiple
foundations incorporating soil-structure interaction (SSI). The foundation flexibility was
represented by a set of vertical springs which emphasizes the importance of predicting the
vertical stiffness of foundations. Thus, it is now essential to continue the work and obtain
the vertical stiffness components of the foundations.

The assessment of static and dynamic vertical spring constants has been the subject of
extensive studies in the field of machine foundations and seismic analysis. Most of the elas-
tic solutions available in the literature provide guidance regarding surface and embedded
footings. Generally, most literature reports that stiffness decreases with increasing strains
and increasing forcing frequencies. However, work on the elastic and non-linear stiffness of
a skirted caisson is inadequate. Bell [16] presented a comprehensive review of the existing
stiffness coefficients of surface footings, whereas the effect of embedment of the circular
footings was extensively discussed in Gazetas [17]. On the other hand, there is less work
assessing the stiffness of suction caisson foundations. These foundations are quite similar
to the embedded-type foundations with the difference of the soil mass is trapped beneath
the lid and within the enclosed volume. Two extreme models could be adopted to represent
the caissons: one in which the lid is treated as a rigid circular foundation on the surface
while ignoring the effect of the skirts, and another in which the caisson is completely rigid.
The latter was analysed by Doherty et al. [18] who provided tabulated coefficients for
completely rigid caisson. The analyses incorporated practical variation in soil stiffness,
embedment depth and Poisson’s ratios. It also provided correction factors to account for
the skirt flexibility. Skau et al. [19] focused on the effect of caisson flexibility following the
observations of the extensive behaviour monitoring for Borkum Riffrung 01 -Suction Bucket
Jacket (BKR01-SBJ). An elastic correction to the response of a rigid foundation response was
suggested to address the foundation flexibility particularly due to the lid which appeared
to significantly influence the total vertical stiffness of the system. Table 1 summarises the
vertical stiffness formulae found by different researchers for different foundation types
including some additional guidance found for deep foundations.

Table 1. Methods to estimate the vertical stiffness of the foundation in literature.

Source (Year) [Reference] Formulae and Their Applications

Su
rf

ac
e

Fo
un

da
ti

on

Lysmer (1965) [20]
Spence (1968) [21]

Circular rigid footing on surface of homogenous elastic half-space:
kv = 2GsD

1−ys

To account for the roughness of the footing base that allow full transmission of shear
stress, Spence [21] proposed the following:

kv =
2GsD ln(3–4 ys)

1–2ys

The results from this analytical solution showed up to 10% increase in stiffness values
at low ys values

Gazetas (1983) [22]
DNVGL (2019) [23]

Circular footing on stratum over bedrock:

kv = 2GsD
1−ys

(
1 + 1.28 D

2H

)

Gazetas (1991) [17]

Arbitrary shaped foundation on surface of homogenous half-space:

kv = 2Gsl
1−ys

(
0.73 + 1.54χ0.75

)
where χ = Ab/4l2, l is the base-length of the circumscribed rectangle and Ab is the area

5
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Table 1. Cont.

Source (Year) [Reference] Formulae and Their Applications

Sh
al

lo
w

Em
be

dd
ed

Fo
un

da
ti

on

Gazetas (1983) [22]
DNVGL (2019) [23]

Circular rigid footing embedded in homogenous stratum over bedrock; Developed for
machine-type inertial loading.

Range of validity: L/D<1

kv = 2GsD
1−ys

(
1 + 1.28 D

2H

)(
1+ L

D

)[
1+

(
0.85− 0.28L

0.5D

)(
L

H−L

)]

Wolf (1988) [24]
Wolf and Deeks (2004) [25]

General prismatic footing embedded in a linear elastic half space

kv = Gsb
1−ys

(
3.1

(
l
b

)0.75
+1.6

)(
1+

(
0.25 + 0.25 b

l

)( e
b
)0.8

)
where 2l, 2b are the base dimensions of circumscribed rectangle and e is the

embedment depth. This formulation was later simplified by Wolf and Deeks [25];
kv = 2GsD

1−ys

(
1 + 1.08

( e
D

))

Gazetas (1991) [17]

Arbitrary shaped foundation embedded in half-space

kv= kv, surface

[
1+

(
1

21

)(
L
b

)
+ (1 + 1.3χ)

][
1 + 0.2

(
Aw
Ab

)2/3
]

where kv, surface is obtained using the equation provided earlier by Gazetas [17]for
surface footings, b is the base-width of the circumscribed rectangle, χ = Ab/4l2 and

Aw is the actual sidewall-soil contact area; for constant effective-contact height, d,
along the perimeter: Aw = (d) × (perimeter).

Based on Gazetas‘ methodology, Bordón et al. [26] developed a simplified formula for
the stiffness of a rigid cylinderical foundation embedded in homogenous soil to study

the group effect of multi-bucket foundations:

kv =
2GsD ln(3–4 ys)

1–2ys

[
1 + 1.12(1 − 0.84ys)

(
L
D

)0.84
]

D
ee

p
fo

un
da

ti
on Fleming et al. (1992) [27]

Embedded piles considering shaft friction only:
kv = 2πLGs

y where St is between 3 and 5

Shama & El Naggar (2015) [28]
Single pile under axial load for seismic design of highway bridges:

kv =
1.25EpA

L

N.B: KV is vertical stiffness of the foundation, Gs is shear modulus of the soil, ys is Poisson’s ratio of the medium, D is diameter, L is
embedment depth, H is thickness of the soil layer and Ep is modulus of elasticity of pile material.

From the table above, it is evident that the available methodologies are limited either
by the shape of the footing and the idealised soil profiles which do not reflect the actual
heterogeneity in the soil. This paper aims to tackle one aspect of that where solutions
are provided for rigid caissons through numerical modelling. The solutions provide the
vertical stiffness Kv are for homogeneous, parabolic, and linear ground profiles.

2. Numerical Modelling

Finite element method using Plaxis 3D (continuum approach) was utilised to model
the soil-structure interaction. The size of the soil contour is specified such that any stress
increase on the boundary is absorbed without rebounding and disturbing the model results.
Suryasentana et al. [29] presented a mesh domain of 80D (D is the diameter of the suction
caisson) for both diameter and depth to analyse vertically loaded foundations, while
Latini et al. [30] used 100D and 30D for the diameter and depth respectively. Moreover,
Sloan [31] adopted 5D for the mesh dimensions when analysing vertically loaded rigid
circular footing. This clearly shows the wide range of possibilities to eliminate the boundary
effects. Considering the scope of this analysis, all the models have been set up with an
extent of the soil domain 10D and depth of 15D; as shown in Figure 5 (which has been
obtained through trial and error). Despite the symmetry of the problem, a full model was
adopted as to avoid a rotation of the caisson if the point load was placed at the centre.

6
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Figure 5. Mesh dimensions and shape of caissons.

Generally, the stiffness of the foundation dictating the dynamic stability of the system,
is characterised by a non-linear nature. It is dependent on the strain levels; generated
from the load cycles due to the soil-structure interaction, as well as the forcing frequency
(expressed in terms of static and dynamic stiffness) [32]. Since the natural frequency is
associated with relatively small amplitude of vibrations (linear range), the initial foundation
stiffness would be sufficient for this purpose [13]. Similarly, OWTs are considered a very
low frequency application compared to seismic actions based on design charts provided
in [12,20,33–36]. Hence, the effect of the forcing frequency on the stiffness values can
be ignored and the static stiffness value can effectively be adopted. Based on the above
justifications, the soil is modelled as a linear elastic material. This model is based on
Hooke’s law of isotropic elasticity and requires the identification of two basic elastic
parameters; Young’s modulus (E) and Poisson’s ratio (vs) which can be determined using
conventional site investigation techniques [37].

To encompass the realistic variation of the shear modulus of the soil with depth, three
idealisations of the ground profile were adopted:

• Homogenous soil: typical for overconsolidated clays that show constant variation in
stiffness with depth and can be easily defined on Plaxis 3D;

• Linear inhomogeneity: common for normally consolidated clay, sometimes referred to
as Gibson soil where the stiffness increases linearly with depth [18]; and

• Parabolic inhomogeneity: is an intermediate condition which is typical for sandy
soils [12]. Unlike the other two ground profiles, the soil stratum has to be discre-
tised into multiple layers on Plaxis 3D to incorporate the parabolic variation of the soil
stiffness. 10 distinct layers of 0.1H thickness each (H is the depth of the soil stratum
equivalent to 15D) were used to model the soil stratum. For each layer, an initial
stiffness and linear slope were used to mimic the parabolic behaviour.

Figure 6 illustrates the three ground profiles described above where the values of
Young’s modulus for the different ground profile intersect at one diameter depth. For all
the cases, Poisson’ ratio was assumed to be uniform within each model and the soil density
was set to a constant value of 18 kN/m3.

The structure forming the foundation, which consists of the skirt and the lid, has been
treated under the assumption of being rigid for all the models. In other words, the response
of the foundation system due to the applied loads is solely due to the deformations in the
soil (no structural deformations of the caisson lid and skirt). This also includes the soil
enclosed within the skirt. This assumption is considered valid considering the low aspect
ratio of the caissons modelled and the high flexural and shear stiffness of the steel compared
to those of the soil. Doherty et al. [18] investigated the effect of the skirt flexibility on the
response of a caisson foundation. Results showed that the vertical stiffness values of both
cases are almost similar for low aspect ratios of the caisson which reinforces and validates
the previous assumption. In addition, the bucket lid can in-reality deflect and alter the
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foundation stiffness where the recent in-situ observations by Shonberg et al. [38] confirmed
that the suction bucket’s structural elements stiffness has an effect on the performance
and can be idealised as pair of vertical springs in series, such that 1

ktotal
= 1

klid
+ 1

ksoil−skirt
.

However, for simplicity, a lumped vertical spring compiling both elements is adopted for
this study rather than treating them separately.

Figure 6. Variation in stiffness with depth.

Furthermore, the push-pull nature for OWT supported on jackets requires the esti-
mation of the stiffness in both tension and compression, yet this study assumes that the
vertical stiffness is the same for both tension and compression as the intention is to use
these values for low amplitude vibrations. In reality, the computed compressive stiffness
should be higher due to the additional contribution of the bearing below the lid. Other
factors should further be investigated involving the impact of the grouted connections
and its imperfections, interaction between the adjacent jacketed caissons and imperfect
contact at the interface of the soil and foundation. All these factors form a strong basis for
the continuation of the work produced in this study. Nevertheless, it may be reminded
that the solutions provided in this paper are intended for the concept design stage and
for initial sizing of the foundation when information about the structure and the ground
profile is limited.

Methodology Verification and Comparison of Results

Normalized values for KV are plotted against L/D for 0.2 < L/D < 2 considering the
three different ground profiles. The results are then compared to the solutions provided by
Wolf and Deeks [25] and DNVGL [23] which are in turn based on the work of Gazetas [22].
Figure 7 shows the stiffness coefficients plotted for homogeneous profile at two Poisson’s
ratios (0.2 and 0.499). All the simulated cases are summarised in Appendix A.
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Figure 7. Vertical static stiffness functions for rigid caissons in homogeneous ground profiles at two
Poisson’s ratios (A) υs = 0.2, and (B) υs = 0.499.

The numerical model compares well with the formulations provided in the litera-
ture which justifies the method of extraction, the mesh used, the extent of the boundary
conditions, and the rigid body assumption applied in the finite element model. Any dis-
crepancy can be justified in terms of the foundation geometry implemented; where both
Wolf and Deeks [25] and DNVGL [23] used a solid embedded foundation rather than a
skirted caisson with soil mass enclosed within it. Another reason could be the effect of the
Poisson ratio.

The impact of Poisson’s ratio on the computed stiffness coefficients was evident
from the FE analysis. Therefore, normalised values for the vertical foundation stiffness
coefficients in a homogeneous stratum were plotted against υs, as shown in Figure 8. The
results were normalised against their respective values at υs = 0.1. The aspect ratio (L/D)
also appears to influence the effect of Poisson’s ratio as also shown in Figure 8. For all L/D
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cases, the stiffness decreases with increasing υs until υs = 0.4 and then slightly increases.
Both Gazetas [22] and Wolf and Deeks [25] considered the effect of the soil’s Poisson’s ratio
on the stiffness coefficients and incorporated it in their proposed impedance functions.
Their proposed functions show similarity with the trend predicted by this study, yet, the
impact of the Poisson’s ratio is observed to be slightly lower than the abovementioned
literature. Accordingly, a correction factor f(υs), function of both υs and L/D, will be
developed in the subsequent section.

Figure 8. Variation of vertical stiffness (Kv) with Poisson’s ratio (υs) and aspect ratio (L/D).

3. Development of the Static Stiffness Functions and Correction Factors

Functions for the vertical stiffness were developed using non-linear regression analysis
on the normalised set of stiffness coefficients. A diameter of 5m was adopted and the soil
stiffness at 1m depth was set as 100 (MPa), see Figure 5. The study then plots the change of
the vertical stiffness with increasing L (L values include 2.5, 5, 7.5 and 10 m) and υs (0.1
to 0.49).

First, a new correction factor due to Poisson’s ratio, f(υs), will be presented. The reason
for this correction is to clarify how the Poisson’s ratio modifies the vertical stiffness for
different ranges of caisson dimensions. Thus, Figure 8 shows that f(υs) is not only a function
the Poisson’s ratio itself but also a function of L/D. This has not been extensively discussed
in literature where the correction factor was only a function of the Poisson’s ratio itself.
Consequently, revised f(υs) functions dependent on both L/D and υs are suggested herein.

From Figure 8, the best fit curve for the Poisson’s ratio correction was a cubic function
in the form of f(υs)= a0υ

3
s−a1υ

2
s+a2υs+a3. The values of the coefficients a0, a1, a2, and

a3 were recorded for L/D = 0.5, 0.75, 1,1.5, 2 normalized at L/D = 0.5. The coefficients
for L/D = 0.5 are a0 = 10.028, a1 = -5.8814, a2 = 0.9092, and a3 = 0.96. Figure 9 shows
the normalized values for a0, a1, a2, and a3, thus simulating the dependency of f(υs) on
L/D. From the figure, it is evident that a0 and a1 follow a similar trend and where given
the same logarithmic function whilst a2 followed a different trend and was given another
logarithmic function. Finally, a constant value of 1 was given for a3.
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Figure 9. Variation of the polynomial coefficients with L/D.

As a result, from the analysis above, the Poisson’s ratio correction may be summarized
using Equation (1):

f(υs) =

[(
10υ3

s−5.88υ2
s

)(
−0.34 ln

L
D
+0.77

)]
+0.91υs

(
−0.57 ln

L
D
+0.6

)
+1 (1)

It may be noted that the same methodology was repeated in parabolic and linear
inhomogeneous ground profiles where the f(υs) obtained was in close proximity to the one
shown in Equation (1). Similarly, a few trials on higher aspect ratios (L/D > 2) showed no
noticeable change in the formulations:

Subsequently, the normalized values of KV
DESOf(υs)

were then computed and plotted
against L/D for all ground profiles. Therefore, a best fit curve was applied in the form of a
power function. Even though previous literature did not specifically use power functions
for static vertical stiffness functions of shallow caissons, it still performs accurately for the
rigid caissons as the R2 values shown show a good correlation as shown in Figure 10 and
the solutions are summarized in Table 2.

f(υs) =

[(
10υ3

s−5.88υ2
s

)(
−0.34 ln

L
D
+0.77

)]
+0.91υs

(
−0.57 ln

L
D
+0.6

)
+1

Table 2. Vertical stiffness for shallow skirted foundations exhibiting rigid behaviour.

Ground profile KV
DESOf(υs)

Homogeneous 2.31
(

L
D

)0.52

Parabolic 2.16
(

L
D

)0.96

Linear 2.37
(

L
D

)1.28
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Figure 10. Best fit curves for the vertical stiffness functions.
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4. Discussion and Validation of the Results

The functions provided in Table 2 were used to calculate KV for the simulated cases
and the highest recorded percentage was found to be below 10% which is considered of low
practical significance. The results are also checked against the coefficients provided by [18]
and summarized in Table 3. As shown in the table, the results generally show a good match
with the obtained results while being applicable for a wide range of Poisson’s ratio. Slight
discrepancies exist at the higher Poisson ratio, and this is explained by the difference in the
Poisson’s ratio correction between the proposed method and existing literature.

Table 3. Comparison of vertical stiffness at υs = 0.2 and υs = 0.499. Data from Doherty et al. (2005) [18].

KV
DESO

KV
DESO

Case

υs = 0.2

Doherty, et al.,
2005 [18]

Proposed
method

υs = 0.499

Doherty et al.,
2005 [18]

Proposed
method

L/D = 0.5 Homogeneous 1.61 1.65 1.81 1.98

L/D = 0.5 Linear 1.38 1.00 2.10 1.199

L/D = 2 Homogeneous 3.29 3.146 2.86 3.21

L/D = 2 Linear 6.72 5.47 7.60 5.58

5. Application of the Methodology

In order to demonstrate the application of the proposed vertical stiffness functions, a
solved example in the context of the prediction of the natural frequency of an OWT system
is presented in this section. A 5 MW turbine supported on a symmetrical four-legged jacket
was considered for design in deep waters, as shown in Figure 11. Details about the turbine
specification and an approximate jacket dimensions were found in Jonkman et al. [39] and
Alati et al. [40], respectively, and summarised in Table 4.

Figure 11. Example problem.
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Table 4. Main input parameters of the example (Data from Jonkman et al. [39]; Alati et al. [40]).

Parameter Value Unit

Height of the jacket (hJ) 70 m

Jacket bottom width (Lbottom) 12 m

Jacket top width (Ltop) 9.5 m

Area of jacket leg (AC) 0.1281 m2

Distributed mass of the jacket including diagonals (mJ) 8150 kg/m

Tower height (hT) 70 m

Bottom diameter of the tower (Dbottom) 5.6 m

Top diameter of the tower (Dtop) 4.0 m

Distributed mass of the tower (mT) 3730 kg/m

Mass of Rotor-Nacelle Assembly (MRNA) 350 tons

Mass of transition piece (MTP) 666 tons

A homogeneous stratum over bedrock is assumed with all the foundation dimensions
and soil properties summarised in Table 5.

Table 5. Foundation details for the example problem.

Parameter Value Unit

Foundation depth (L) 4 m

Foundation diameter (D) 4 m

Depth to bed rock (H) 50 m

Soil Young’s modulus (Es) 40 MPa

Soil Poisson’s ratio (vs) 0.28 Non-dimensional

Using the equations provided in Table 2, a preliminary estimate of the vertical stiffness
for a rigid caisson foundation (with L/D = 1) is obtained as shown below:

f(υs) =
[(

10υ3
s−5.88υ2

s

)(
−0.34 ln L

D+0.77
)]

+0.91υs

(
−0.57 ln L

D+0.6
)
+1

=
[(

10(0.28)3−5.88(0.28)2
)
(−0.34 ln(1)+0.77)

]
+0.91(0.28)(−0.57 ln(1)+0.6)+1 = 0.97

KV = 2.31
(

L
D

)0.52
DESf(υs) = 2.31(1)0.52(4)(40)(0.97)= 0.36 GN

m

The target natural frequency of the system for a soft-stiff design should ultimately be
between 0.2 and 0.35 Hz to avoid 1P/3P frequencies. Following the methodology suggested
by Jalbi and Bhattacharya [15], a closed-form solution of the first natural frequency of the
system which considers the soil-structure interaction can be obtained as follows:

f0 = CJ × ffb

where ffb is the fixed base natural frequency and CJ is the foundation flexibility parameter
that is dependent on the vertical stiffness of the springs (KV).

For the purpose of this explanatory example, the computed fixed base natural fre-
quency is 0.303 Hz and the CJ is equal to 0.77. Hence, the first natural frequency of the
system (with the SSI effect) is calculated to be f0 = CJ × ffb = 0.77 × 0.303 = 0.23 Hz, refer
to Appendix A for the detailed calculation of the example. Although, the estimated value
of the natural frequency falls within the targeted range, it is still in close proximity to the
1P frequency.
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For further detailed analysis group effects can also be incorporated and readers are
referred to Bordón et al. [26] which suggests formulations on how to incorporate foundation
group effects correction factors which are dependent on the caisson aspect ratio, diameter
and spacing. These formulations are also presented in the Appendix A. This will further
lower the natural frequency and the design may have to be refined in order to allow for the
additional 10% safety margin as per the DNVGL [23] recommendations. Subsequently, the
FLS and ULS criteria should also be checked.

6. Conclusions

Offshore wind turbines supported on multiple shallow foundations can exhibit un-
desirable rocking modes of vibration strongly dependent on the vertical stiffness of the
foundation. In this paper, numerical analysis is carried out to explore the axial behaviour
of skirted caisson foundations for three idealised ground profiles (homogeneous, linear
inhomogeneous and parabolic inhomogeneous) where the soil stiffness varies with depth.
A set of static vertical stiffness functions and correction factors due to Poisson’s ratio are
derived. The results are validated against numerical and analytical solutions found in the
literature. These formulations can be utilised for optimising the caisson’s dimensions for
feasibility studies purposes and preliminary design stages of a project. An explanatory
example is provided to illustrate the usage of the derived formulation whereby natural
frequency of a typical jacket supported OWT structure is calculated.
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Nomenclature

L Foundation Depth
D Foundation Diameter
R Foundation Radius
Pile Foundation with L/D > 2
Caisson Foundation with 0.2 < L/D < 2
ESO initial soil Young’s modulus at 1D depth
ES Vertical distribution of soil’s Young’s modulus
fFB Fixed base (cantilever) natural frequency
CJ Foundation flexibility parameter
mRNA Mass of Rotor Nacelle assembly
mT Mass of tower
DBottom Tower bottom diameter
DTop Tower top diameter
υs Soil Poisson’s ratio
KV Vertical stiffness of the foundation

15



J. Mar. Sci. Eng. 2021, 9, 573

Appendix A.

Appendix A.1. Summary of the Analysis Performed

Table A1. Summary of the Analysis Performed.

Ground Profiles ESO (MPa) L/D (D = 5 m) υs

Homogeneous
Parabolic Inhomogeneous

Linear Inhomogeneous
100 0.2, 0.5, 0.75, 1, 1.5, 2 0.1, 0.2, 0.3, 0.4, 0.499

Appendix A.2. Obtaining the Natural Frequency

Step 1: Calculate the fixed base natural frequency:

ffb =
1

2π

√
3EIT−J(

0.243meqhtotal + MRNA
)
(htotal)

3 =
1

2π

√
3 × 1. 635 × 1012

[0.243(4200 × 140) + 350000](140)3 = 0.303Hz

This is also presentative of the natural frequency if the jacket is supported on deep
embedded piles

Step 2: Calculate CJ for the stiffness of the springs:
Using the equations provided in Table 3, a preliminary estimate of the vertical stiffness

for a rigid caisson foundation (with L/D = 1) is obtained as shown below;

f(υs) =
[(

10υ3
s−5.88υ2

s

)(
−0.34 ln L

D+0.77
)]

+0.91υs

(
−0.57 ln L

D+0.6
)
+1

=
[(

10(0.28)3−5.88(0.28)2
)
(−0.34 ln(1)+0.77)

]
+0.91(0.28)(−0.57 ln(1)+0.6)+1 = 0.97

KV = 2.31
(

L
D

)0.52
DESf(υs) = 2.31(1)0.52(4)(40)(0.97)= 0.36 GN

m

KV1,2 = 0.36 × 2 = 0.72
GN
m

For α = 1, KR = KV1,2L2
[

α

1 + α

]
= 0.72 × 122 ×

[
1

1 + 1

]
= 52 GNm

τ =
KRhtotal

EIT−J
=

52 × 109 × 140
1.635 × 1012 = 4.45

CJ =

√
τ

τ+ 3
=

√
4.45

4.45 + 3
= 0.77

f0 = CJ × ffb = 0.77 × 0.303 = 0.23Hz

Readers are refered to Jalbi and Bhattacharya [15] for the step-by-step derivation of
EIT-J and KR. In essence, the vertical spring stiffness was factored by 2 as the method
converts the 3D representation of the system into 2D. Therefore, each spring in Figure 11 is
representative of two caisson foundations.

Additional Step: Bordón et al. [26] propose the following method to calculate group
effects correction factors:

Group Effect Factor =
1

1 + 0.06(1 + 3.08N)
[(

1 + 1.2(L/D)0.53
)

/(s/D)
]

where N is the number of foundations and s is the spacing. For the solved example, this
results in reducing the vertical stiffness of the foundations by a factor of 0.63. This further
reduces the natural frequency to 0.21 Hz after the repition of the calculation above.
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Abstract: With growing demand for renewable wind energy, the number of offshore wind turbines
increased rapidly in recent years. This paper uses the improved Tajimi model and transfer matrix
method to analyze the dynamic response of pile group supported offshore wind turbine under wind
and wave load. The vibration equation of the structure is established by tower discretization. The
calculation result is compared with the numerical simulation result. The horizontal displacement
of the structure under loads with different frequencies can be obtained. The wind speed and the
foundation impedance are found important to the structure displacement. The pile–pile interaction
factor depends on the pile spacing, the pile embedment ratio, and the incidence angle.
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1. Introduction

New energy development and utilization have become the main focus of all human be-
ings with the consumption of traditional energy. As one kind of renewable and clean energy,
wind energy is developing rapidly. With abundant energy reserves and the farmland-free
characteristic, offshore wind energy source has better development prospect rather than
onshore wind energy. Offshore wind turbine (OWT) developed rapidly in China. From
2014–2018, the installed offshore wind turbine in China increased average of 60.5% per year.

OWTs are mainly under wind load and wave load [1], sometimes even earthquake
load [2]. The structure of OWT can be divided into two parts, the tower above the seawater
and the foundation partially submerged in the seawater, and partially embedded in the
soil. The tower is under wind load, whereas the foundation is under wave load and
soil reaction [3]. OWT is a slender structure, which means its dynamic response will be
significantly influenced by the load frequency. In OWT design, it is needed to calculate
the OWT structure natural frequency to prevent it falls within the frequency ranges of
main loads [4]. As shown in Figure 1, the peak frequency of the wind load is usually
within 0.01 Hz. The peak frequency of the wave load is 0.08 Hz~0.2 Hz. Definitions of 1P
frequency and 3P frequency are presented below:

(1) The barycenter of blades and the turbine might slightly shift from the rotating shaft,
which will produce eccentric force, and its frequency is equal to the frequency of the
turbine rotation frequency. This frequency is called the 1P frequency [5–7]. Since an
OWT has different rotation speeds, the 1P frequency is not a single frequency but a
frequency range, which is related to the highest and lowest value of the rotation speed.

(2) Rotating blades will produce the air turbulence load. Once a blade runs across a
certain location, a turbulence load will be created. This load is usually called 2P or 3P
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load. Most OWTs are three-blade structures, and the model used in this paper is the
same, so it is a 3P frequency.

Figure 1. Frequency spectrum of the dynamic loads [4].

As shown in Figure 1, in OWT design, three different design methods are considered,
which are “soft-soft”, “soft-stiff”, and “stiff-stiff” methods. Most installed OWTs adopted
“soft-stiff” design method. Therefore, it is needed to analyze the dynamic response of OWT
under different frequencies.

Previous research mainly focused on the study of monopile-supported OWTs. The
numerical method is used to analyze the overall dynamic structure response, including
the finite element method [8] (FEM) and boundary element method (BEM). Kjørlaug [9]
used SAP2000 to analyze the acceleration and structure natural frequency of OWT under
lateral and vertical earthquake loads. Corciulo [10] used the OpenSees simulation platform
to investigate the dynamic response of OWT under wind and wave load. Zuo [11] used
ABAQUS to establish the model of OWT including blades and analyzed the dynamic
response of OWT under operating and steady conditions. Galvin [12] used the FEM-BEM
method and analyzed the dynamic response of OWT under earthquake load.

Another analysis method is the analytical method. The OWT structure can be divided
into the superstructure and the foundation to investigate its dynamic response [13]. As
for the foundation, the P-y curve method is used in early research [14,15]. This method
is still widely used [6,16]. Andersen [17] simplified the pile–soil interaction as the equiv-
alent coupled spring model and obtained the structure natural frequency. Adhikari and
Bhattacharya [18,19] established the foundation model with elastic supports based on the
Euler–Bernoulli beam, used horizontal and rotation springs to simulate the foundation
reaction, and validated the result with the experimental result [20].

The foundation of OWT is partially embedded in the soil, and the dynamic equation
of different pile parts is different. By using the transfer matrix method [21–23], the dynamic
response of different pile parts can be connected. Wang [24] analyzed the onshore wind
turbine structure natural frequency using the transfer matrix method. Huang [25] analyzed
the dynamic response of the pile group supported OWT using the transfer matrix method.

This paper used the Morison equation to calculate the wave load applied to the pile,
and calculates the pile–soil interaction using an improved Tajimi soil model [26,27]. By
using the transfer matrix method, the dynamic response of the pile group embedded
in the soil and submerged in the seawater are connected, and the overall pile group
impedance is obtained. The stable forced vibration equation of the multiple-degree-of-
freedom OWT system is established by discretizing the tower into multiple segments. By
substituting the pile group impedance into the equation, the dynamic response of OWT
under different load frequencies is obtained. For the pile group, the pile–pile interaction
factor is calculated, which considers the influence of the passive pile on the active pile.
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The calculated result is compared with the FEM result to validate the correctness of the
proposed calculation method.

2. Proposed Calculation Method

2.1. Model Establishment

As shown in Figure 2, the pile group supported 3.6 MW offshore wind turbine can
be divided into two parts. The first part is the pile group foundation, which is partially
embedded in the soil and partially submerged in the seawater. The second part is the
superstructure, which is under distributed and thrust wind load.

Figure 2. Pile group supported 3.6 MW offshore wind turbine.

2.2. Pile Submerged in the Seawater

The pile diameter of the pile group is relatively small compared with the wavelength
(D/Lwl ≤ 0.2). Therefore, the wave load applied to the pile can be calculated by the
Morison equation. For linear waves, at height z of the cylinder, the horizontal wave load
qG(z) can be calculated according to Equation (1) [28]:

qG(z) = 1
2 CDρwD

(
πHw

T
cosh(KZw)
sinh(KLw)

)2
cos θ| cos θ|dz+

CM
πD2

4
2π2 Hw

T2
cosh(KZw)
sinh(KLw)

sin θdz
(1)

where CD is the drag coefficient, CM is the inertia coefficient, θ = −ωt, ρw is the density
of the seawater, D is the pile diameter, Hw is the wave height, T is the wave period, and
K = 2π

Lwl
, where Lwl is the wavelength. This paper mainly discusses the dynamic response

of the pile under different frequencies; therefore, it is needed to calculate the maximum
horizontal wave load applied to the whole pile body. The wave load applied to the whole
pile body can be calculated according to Equation (2) [28]:

FT =
∫ Lw

0 qG(z) = FHD cos θ| cos θ|+ FHI sin θ

FHD = CD
γDHw

2

2 K1, FHI = CM
γπD2 Hw

8 K2
(2)

where K1 = 2KLw+sinh2KLw
8sinh2KLw

and K2 = tanhKLw. As shown in Equation (2), the value of
θ to determine the maximum of FHD and FHI is not the same. Therefore, it is needed
to determine the value of θ when the total wave force is the largest. According to the
calculation, the maximum total wave force depends on the value of FHD and FHI .
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(1) When FHI ≥ 2FHD, the maximum total wave force happens when θ = π/2, and the
maximum total wave force FTmax equals FHI .

(2) When FHI < 2FHD, the maximum total wave force happens when θ = arcsin(FHI/FHD),

Fmax = FHD

(
1 + 1

4

(
FHI
FHD

)2
)

.

In engineering, FHI < 2FHD is rarely seen. Therefore, in this paper, we consider
FHI ≥ 2FHD, which means FTmax = FHI . Then, we can calculate the wave load applied to
the cylinder at height z when the maximum total wave load happens [28]:

qG(z) = CM
πD2

4
2π2Hw

T2
cosh(KZw)

sinh(KLw)
(3)

Equation (3) is used for single piles in the seawater. However, the wave load applied
to the pile group can be complex due to the pile–pile interaction and pile–cap interaction.
According to the research [29], considering the pile–pile interaction, this paper considers
the wave load applied to each pile within the pile group as 0.8 times the wave load applied
to the single pile, and Equation (3) can be modified as:

qG(z) = 0.8CM
πD2

4
2π2Hw

T2
cosh(KZw)

sinh(KLw)
(4)

Based on the water–soil interface, the local coordinate system is established, and the
z axis is towards the seabed. The pile submerged in the seawater can be divided into n
parts, and the length of each part is hi. According to dynamic equilibrium conditions, the
dynamic equation of each pile section can be obtained:

d4wa1
i

dz4 + 4γ4wa1
i (z) =

qG(z)
Ep Ip

(5)

where w is the lateral displacement of the pile section, superscript a1 denotes the first part

of the active pile, and γ =

(
−mpω2

4Ep Ip

) 1/4
, where ω is the load frequency, mp is the unit mass

of the pile body, Ep is the modulus of elasticity of the pile, and Ip is the cross-section inertia
moment of the pile. The solution of Equation (5) is the superposition of general solution
and particular solution, as shown in Equation (6):

wa1
i (z) = e(−1+i)γz Aa1

1i + e(−1−i)γz Aa1
2i + e(1−i)γz Aa1

3i + e(1+i)γz Aa1
4i + q′G(z) (6)

where q′G = apqG, ap = 1
Ep Ip(K4+4γ4)

, Aa1
1i , Aa1

2i , Aa1
3i , Aa1

4i are undetermined coefficients,

which can be obtained according to boundary conditions.
According to differential relations, we can obtain the lateral displacement w, rotation

angle θ, bending moment M, and shearing force Q of the pile section. For simplicity, we
define M = M/Ep Ip and Q = Q/Ep Ip to represent the equivalent bending moment and
shearing force. Written in matrix form:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1
i

φa1
i

Ma1
i

Qa1
i

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta1
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa1
1i

Aa1
2i

Aa1
3i

Aa1
4i
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(7)

where the matrix
{

ta1
i

}
is shown in Appendix A.
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Equation (7) can be used to calculate each pile section of the pile body. The transfer
matrix between the pile top and pile tip of each pile section can then be obtained, as shown
in Equation (8): ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1(hi)
φa1(hi)
Ma1(hi)
Qa1(hi)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta1
i (hi)

}{
ta1
i (0)

}−1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(0)
φa1(0)
Ma1(0)
Qa1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(8)

Let {Ta1
i } =

{
ta1
i (hi)

}{
ta1
i (0)

}−1 and Ta1 = Ta1
n · · · Ta1

i · · · Ta1
2 Ta1

1 ; the transfer matrix
between the pile tip (water–soil interface) and the pile top (water–air interface) can then be
obtained, as shown in Equation (9):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa1(Lw)
φa1(Lw)
Ma1(Lw)
Qa1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(0)
φa1(0)
Ma1(0)
Qa1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(9)

Thus, we obtain the transfer matrix of the active pile submerged in the seawater. The
solution can also be used for the passive pile and the active pile under the influence of the
passive pile. Let {Tp1} = {Ta1} = {Ta1}, written in matrix form:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp1(Lw)
φp1(Lw)
Mp1(Lw)
Qp1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Tp1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp1(0)
φp1(0)
Mp1(0)
Qp1(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(Lw)

φ
a1
(Lw)

Ma1
(Lw)

Qa1
(Lw)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= {Ta1}

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(0)
φ

a1
(0)

Ma1
(0)

Qa1
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(10)

where wp1 is the lateral displacement of the passive pile and wa1 is the lateral displacement
of the active pile under the influence of the passive pile.

2.3. Pile Embedded in the Soil
2.3.1. Pile–Soil Interaction

The pile embedded in the soil is under lateral reaction of the soil. To investigate
the influence of the soil cut-off frequency, this paper adopts the soil model proposed by
Anoyatis [26]. This model uses the improved Tajimi soil model, considers the soil as a
three-dimensional continuum, and considers the influence of soil vertical displacement
on the lateral soil displacement. The proposed dynamic Winkler modulus can reflect the
vibration of spring coefficient and damping coefficient around the soil cut-off frequency.
The proposed calculation method is shown in the equation below:

k∗ = πG∗
s s

[
s + 4 Y1

′(s)
Y0

′(s)

]
s = 1

2(ηs)χ

√
a2

cuto f f −
a2

0
1+2iβs

(11)

where G∗
s = Gs(1 + 2iβs), βs is the soil material damping, valued 0.05 in this paper,

Y′
1(s) and Y′

0(s) are the first and zero order modified Bessel function of the second kind,
ηs =

√
2 − νs/1 − νs, where υs is Poisson’s ratio, acutoff = (π/2)(L/D)−1, where L is the

23



J. Mar. Sci. Eng. 2022, 10, 1024

pile length, and χ is the dimensional coefficient, valued according to Poisson’s ratio, valued
3 in this paper.

As shown in Figure 3, the dynamic response of the pile embedded in the soil can be
divided into four steps:

(1) The horizonal displacement of the active pile under the pile top dynamic load;
(2) The passive pile is influenced by the incident wave from the active pile displacement

after the soil attenuation;
(3) The horizontal displacement of the passive pile;
(4) The active pile is influenced by the secondary wave from the passive pile displacement

after soil attenuation.

Figure 3. Pile–pile interaction.

2.3.2. Active Pile Displacement

The dynamic equation of the active pile under horizontal dynamic load can be written as:

d4wa2
i

dz4 + 4γ4wa2
i (z) = 0 (12)

where γ =

(
k+iωc−mpω2

4Ep Ip

) 1/4
, k = Re(k∗), wc = IM(k∗), and wa2

i means the lateral

displacement of the active pile embedded in the soil. The solution of Equation (12) is
written below:

wa2
i (z) = e(−1+i)γz Aa2 + e(−1−i)γzBa2 + e(1−i)γzCa2 + e(1+i)γzDa2 (13)

where Aa2, Ba2, Ca2, Da2 are undetermined coefficients, which can be determined according
to boundary conditions.

Similarly, according to differential relations, we can obtain the lateral displacement,
rotation angle, bending moment, and shearing force of the active pile embedded in the soil.
Written in matrix form: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa2
i

φa2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(14)
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where the matrix
{

ta2
i

}
is shown in Appendix A. The transfer matrix between the pile top

and pile tip of each pile section is shown in Equation (15):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (hi)
φa2

i (hi)
Ma2

i (hi)
Qa2

i (hi)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
ta2
i (hi)

}{
ta2
i (0)

}−1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(15)

Let {Ta2
i } =

{
ta2
i (hi)

}{
ta2
i (0)

}−1 and Ta2 = Ta2
n · · · Ta2

i · · · Ta2
2 Ta2

1 ; the transfer matrix
between the active pile tip and top (soil-water surface) can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa2(H)
φa2(H)
Ma2(H)
Qa2(H)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta2}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
φa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(16)

2.3.3. Soil Attenuation Function and Soil Displacement

For the soil S m away from the active pile, its attenuation function and soil displace-
ment can be calculated according to the following equation:

Up(S, z) = ψwa2(z) =
[
ψ(S, 0

◦
) cos θ2 + ψ(S, 90

◦
) sin θ2

]
wa2(z) (17)

where

ψ(S, 0
◦
) =

√
R
S

exp
( −βω(R − S)

VLa

)
exp

( −iω(R − S)
VLa

)
(18)

ψ(S, 90
◦
) =

√
R
S

exp
( −βω(R − S)

Vs

)
exp

( −iω(R − S)
Vs

)
(19)

where R is the radius of the pile, S is the distance between the active pile and passive pile,
β is the soil damping, VLa and Vs are the shear wave velocity and Lysmer’s simulation
velocity [30], VLa = 3.4

π(1−v)Vs, and θ is the angle of incidence, which will influence the
pile–pile interaction factor, as shown in Figure 4.

Figure 4. Pile–pile interaction.

The soil displacement around the passive pile after the soil attenuation can then be
obtained. In pile groups, θ can be different between different piles, which will be considered
when calculating the overall impedance of the pile group.
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2.3.4. Passive Pile Displacement

The displacement of the passive pile due to the soil displacement can be calculated
according to the following equation:

d4wp2
i

dz4 + 4γ4wp2
i (z)− (k + iωc)

Ep Ip
Up(S, z) = 0 (20)

Substitute Equation (17) into Equation (20), the solution can be obtained:

wp2
i (z) = e(−1+i)γz Ap2 + e(−1−i)γzBp2 + e(1−i)γzCp2 + e(1+i)γzDp2+

(k+iωc)ψz
Ep Ip

[(1 − i)e(−1+i)γz Aa2 + (1 + i)e(−1−i)γzBa2+

(−1 + i)e(1−i)γzCa2 + (−1 − i)e(1+i)γzDa2]

(21)

where Ap2, Bp2, Cp2, Dp2 are undetermined coefficients.
Written in matrix form:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i

φ
p2
i

Mp2
i

Qp2
i
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
tp2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(22)

where the matrix
{

tp2
i

}
is shown in Appendix A. The transfer matrix between passive pile

segment tip and top can be obtained after the following calculation:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (hi)

φ
p2
i (hi)

Mp2
i (hi)

Qp2
i (hi)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= Tp2

i1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (0)

φ
p2
i (0)

Mp2
i (0)

Qp2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Tp2

i2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(23)

where
Tp2

i1 = ta2
i (hi)

(
ta2
i (0)

)−1

Tp2
i2 =

(
tp2
i (hi)− ta2

i (hi)
(
ta2
i (0)

)−1tp2
i (0)

)(
ta2
i (0)

)−1 (24)

The transfer matrix between the passive pile tip and top (soil-water surface) can then
be obtained: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp2(H)
φp2(H)
Mp2(H)
Qp2(H)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= Tp2

1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
φp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ Tp2

2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
wa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(25)

where Tp2
1 = Tp2

n1 · · · Tp2
i1 · · · Tp2

21 Tp2
11 , Tp2

2 = Tp2
n2 · · · Tp2

i2 · · · Tp2
22 Tp2

12 .

2.3.5. Active Pile Displacement Due to Secondary Wave

The passive pile displacement will produce secondary wave, which will influence the
active pile displacement. The soil displacement around the active pile can be calculated
according to the following equation:

Ua(S, z) = ψwp2(z) =
[
ψ(S, 0

◦
) cos θ2 + ψ(S, 90

◦
) sin θ2

]
wp2(z) (26)
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The dynamic equation can be written as:

d4wa2
i

dz4 + 4γ4wa2
i (z)− (k + iωc)

Ep Ip
Ua(S, z) = 0 (27)

where wa2 is the lateral displacement of the active pile under the influence of the passive
pile. The solution to Equation (27) is:

wa2
i (z) = e(−1+i)γz Aa2 + e(−1−i)γzBa2 + e(1−i)γzCa2 + e(1+i)γzDa2+

(k+iωc)ψz
16Ep Ipγ3 [(1 − i)e(−1+i)γz Ap2 + (1 + i)e(−1−i)γzBp2+

(−1 + i)e(1−i)γzCp2 + (−1 − i)e(1+i)γzDp2]+
(k+iωc)ψz2

512Ep Ipγ6 [(1 − i)2e(−1+i)γz Aa2 + (1 + i)2e(−1−i)γzBa2+

(−1 + i)2e(1−i)γzCa2 + (−1 − i)2e(1+i)γzDa2]

(28)

where Aa2, Ba2, Ca2, Da2 are undetermined coefficients.
Written in matrix form:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i

φ
a2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
ta2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ 1

16γ3

{
tp2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

⎛⎜⎜⎜⎝{
ta2
i

}
+ 3i

1024γ7

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − i)2 0 0 0

0 (1 + i)2 0 0
0 0 (−1 + i)2 0
0 0 0 (−1 − i)2

⎫⎪⎪⎪⎬⎪⎪⎪⎭
{

tp2
i

}⎞⎟⎟⎟⎠
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(29)

where the matrix
{

ta2
i

}
is shown in Appendix A.

Let:{
t1
i
}
=

{
ta2
i

}{
t2
i
}
= 1

16γ3

{
tp2
i

}
{

t3
i
}
=

{
ta2
i

}
+ 3i

1024γ7

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − i)2 0 0 0

0 (1 + i)2 0 0
0 0 (−1 + i)2 0
0 0 0 (−1 − i)2

⎫⎪⎪⎪⎬⎪⎪⎪⎭
{

tp2
i

} (30)

Equation (29) can be simplified:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i

φ
a2
i

Ma2
i

Qa2
i

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

{
t1
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
t2
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ap2
Bp2
Cp2
Dp2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
t3
i

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aa2
Ba2
Ca2
Da2

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(31)
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The transfer matrix between active pile segment tip and top can then be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i (hi)

φ
a2
i (hi)

Ma2
i (hi)

Qa2
i (hi)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= Ti1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2
i (0)

φ
a2
i (0)

Ma2
i (0)

Qa2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Ti2

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wp2
i (0)

wp2
i (0)

Mp2
i (0)

Qp2
i (0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ Ti3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2

i (0)
wa2

i (0)
Ma2

i (0)
Qa2

i (0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(32)

where

Ti1 = t1
i (hi)

(
t1
i (0)

)−1

Ti2 =
(

t2
i (hi)− t1

i (hi)
(
t1
i (0)

)−1t2
i (0)

)(
ta2
i (0)

)−1

Ti3 = −
(

t2
i (hi)− t1

i (hi)
(
t1
i (0)

)−1t2
i (0)

)(
ta2
i (0)

)−1tp2
i (0)

(
ta2
i (0)

)−1
+(

t3
i (h)− t1

i (h)
(
t1
i (0)

)−1t3
i (0)

)(
ta2
i (0)

)−1

(33)

The transfer matrix between the active pile tip and top (soil–water surface) due to the
secondary wave can then be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(H)

φ
a2
(H)

Ma2
(H)

Qa2
(H)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= T1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(0)
φ

a2
(0)

Ma2
(0)

Qa2
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ T2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
wp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ T3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
wa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(34)

where T1 = Tn1 · · · Ti1 · · · T21T11, T2 = Tn2 · · · Ti2 · · · T22T12, T3 = Tn3 · · · Ti3 · · · T23T13.

2.4. Overall Dynamic Response of the Pile Group

The transfer matrix of pile submerged in the seawater and pile embedded in the soil
are obtained in Sections 2.3 and 2.4. According to the continuity condition at the water–soil
interface, the dynamic response of these two pile parts can be connected, and the overall
dynamic response of the pile can be obtained.

2.4.1. Active Pile

For the active pile, the continuity condition is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa2(0)
φa2(0)
Ma2(0)
Qa2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa1(Lw)
φa1(Lw)
Ma1(Lw)
Qa1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(35)

Substituting Equations (10) and (35) into Equation (16), the overall transfer matrix can
be obtained: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa(L)
φa(L)
Ma(L)
Qa(L)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= {Ta2}{Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(36)
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Substituting boundary conditions:

Mz=0 = d2w(z)
dz2

∣∣∣
z=0

= 0

Qz=0 = d3w(z)
dz3

∣∣∣
z=0

= 0

wz=L = w(z)|z=L = 0
θz=L = dw(z)

dz

∣∣∣
z=L

= 0

(37)

Equation (36) can then be solved, and the displacement, rotation angle, bending
moment and the shearing force of the active pile top can be obtained; the value of single
pile swaying impedance K∗

hh, rocking impedance K∗
rr, swaying-rocking impedance K∗

hr, and
rocking-swaying impedance K∗

rh can then be obtained.

2.4.2. Passive Pile

For the passive pile, the continuity condition is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp2(0)
φp2(0)
Mp2(0)
Qp2(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp1(Lw)
φp1(Lw)
Mp1(Lw)
Qp1(Lw)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(38)

Substituting Equations (10), (11) and (38) into Equation (25), the overall transfer matrix
can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp(L)
φp(L)
Mp(L)
Qp(L)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

{
Tp2

1

}{
Tp1

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wp(0)
φp(0)
Mp(0)
Qp(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

{
Tp2

2

}{
Ta1

}
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(39)

Substituting the solution to Equation (36) and boundary conditions (37), the equation
can then be solved, and the displacement, rotation angle, bending moment, and the shearing
force of the passive pile top can be obtained.

2.4.3. Active Pile under Secondary Wave

For the active pile under secondary wave:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa2(0)
φ

a2
(0)

Ma2
(0)

Qa2
(0)

1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa1(Lw)

φ
a1
(Lw)

Ma1
(Lw)

Qa1
(Lw)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(40)

Substituting Equations (10), (11) and (40) into Equation (34), the overall transfer matrix
can be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa(L)
φ

a
(L)

Ma
(L)

Qa
(L)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
= T1{Ta1}

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

wa(0)
φ

a
(0)

Ma
(0)

Qa
(0)
1

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
+ T2{Tp1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wp(0)
φp(0)
Mp(0)
Qp(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+ T3{Ta1}

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wa(0)
φa(0)
Ma(0)
Qa(0)

1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(41)
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Substituting the solutions to Equations (36) and (39), and boundary conditions (37),
the equation can be solved. The displacement, rotation angle, bending moment, and the
shearing force of the active pile top under the secondary wave can be obtained.

2.4.4. Pile–Pile Interaction and Pile Group Dynamic Response

The pile–pile interaction factor is defined as [31]:

αG =
wp

wa (42)

where wa is the displacement of the active pile and wp is the displacement of the passive
pile. To reflect the influence of the passive pile to the active pile, the definition of the
pile–pile interaction factor is modified as [32]:

αG = wp

wa−wa = wp

(1−κ)wa

κ = wa

wa

(43)

where wa is the displacement of active pile under secondary wave.
Suppose the number of piles of the pile group is n, the cap is rigid, and the mass of

the cap is ignored. Under the lateral harmonic load Peiωt, the lateral displacement of the
pile group wG can be considered equal to the displacement of each pile wi, which means
w1 = wi = wG. In the pile group, each pile plays the role of both active pile and passive
pile, so the single pile displacement can be calculated:

wi =

(
1 −

n

∑
j=1,j �=i

κij

)
wi +

n

∑
j=1,j �=i

αG
ij wj (44)

The dynamic equation of the pile group can be written in matrix form:

1
K∗

hh

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − n
∑

j=1,j �=1
κ1j αG

12 · · · αG
1n

αG
21 1 − n

∑
j=1,j �=2

κ2j · · · αG
2n

...
...

...
...

αG
n1 αG

n2 · · · 1 − n
∑

j=1,j �=n
κnj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎨⎪⎪⎪⎩
P1
P2
...

Pn

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
w1

w2

...
wn

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (45)

where K∗
hh is the single pile impedance, which can be obtained by solving the Equation (36),

Pj is the load distributed to pile j, and aG
ij is the interaction factor between pile i and j, i �= j.

The load applied to the pile group is the sum of the load applied to each pile:

P =
n

∑
j=1

Pj (46)

Then, Equation (45) can be solved, and the horizontal pile group impedance can be
calculated:

K∗
G = P/wG = KG + iCG (47)

According to the previous research [31], the swaying interaction factor, the sway-
rocking interaction factor, and the rock-swaying interaction factor between piles can be
ignored. Therefore, K∗

rr, K∗
hr K∗

rh are the sum of single pile calculation results. The pile group
impedance matrix can then be obtained:

K∗ =
{

K∗
G K∗

hr
K∗

rh K∗
rr

}
(48)
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2.5. Superstructure Dynamic Response
2.5.1. Distributed Wind Load

The distributed wind load Fd(z) can be calculated according to the equation below [33]:

Fd(z) = 1/2ρaCDDT(z)V2(z) (49)

where ρd is the density of the air, valued 1.225 kg/m3 in this paper, CD is the drag coefficient,
valued according to the Reynolds number and structure surface roughness, i.e., 1.2 in this
paper, V (m/s) is the average wind speed, and DT (m) is the tower diameter, the value of
which changes with increasing tower height.

The wind profile [34] can be calculated according to the following equation:

V(z) = Va(
z

Ha
)

αw
(50)

where Va is the wind speed at height Ha and αw is the power law coefficient, valued 0.12 in
open seas with waves.

2.5.2. Thrust Wind Load

The wind load applied to the blades and turbine will produce lateral load, which can
be considered as the concentrated load Fb, calculated according to Equation (51) [35]:

Fb = 1/2ρaπR2
TV2

T CT(λs) (51)

where VT is the wind speed at the tower top, RT is the blade radius, and CT is the thrust
coefficient, which is related to the tip speed ratio λs, as shown in Figure 5.

Figure 5. Thrust coefficient CT-tip speed ratio λs curve [35].

2.5.3. Tower Dynamic Response

The tower can be divided into n segments, numbered 1~n from the bottom to the top.
As shown in Figure 6, for the i (i = 1, 2 · · · n)th segment, the number of its bottom point is
i, and the number of its top point is i + 1. Consider each segment as equal cross-section
beam, where Hi is the length of the ith segment. Hi is valued differently between segments
to account for the varied cross-section geometry. The mass of each segment is concentrated
to the bottom point, and the 2 × 2 mass matrix of each segment can be obtained, including
the mass and moment of inertia. The mass of blades is considered as the concentrated mass
point mn+1 at the tower top. Similarly, the distributed loads applied to each segment are
concentrated to the bottom point, and the load matrix of each segment can be obtained,
including the force and bending moment. The load matrix at the tower top includes the
thrust wind force.
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Figure 6. Tower discretization.

The swaying-rocking equation of this system with 2(n+1) degrees of freedom can be
written in matrix form [25]:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K11 K12
K21 K22 K23

. . . . . . . . .
Ki,j−1 Ki,j Ki,j+1

. . . . . . . . .
Kn,n−1 Kn,n Kn,n+1

Kn+1,n Kn+1,n+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1
u2
...

ui
...

un
un+1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1
F2
...
Fi
...

Fn
Fn+1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(52)

where ui is the point displacement matrix, including the horizontal displacement and
rotation angle. The stiffness in Equation (52) can be calculated according to equations below.

For the first line:
K11 = K11 + K∗ − ω2m1 (53)

K12 = K12 (54)

For the second to nth line:
Ki,i−1 = Ki,i−1 (55)

Ki,i = Ki,i − ω2mi (56)

Ki,i+1 = Ki,i+1 (57)

For n + 1th line:
Kn+1,n = Kn+1,n (58)

Kn+1,n+1 = Kn+1,n+1 − ω2mn+1 (59)

where

Ki,i−1 =

[−12Ep Ii−1/H3
i−1 −6Ep Ii−1/H2

i−1
6Ep Ii−1/H2

i−1 2Ep Ii−1/Hi−1

]
(60)

Ki,i =

[
12Ep Ii/H3

i 6Ep Ii/H2
i

6Ep Ii/H2
i 4Ep Ii/Hi

]
+

[
12Ep Ii−1/H3

i−1 −6Ep Ii−1/H2
i−1

−6Ep Ii−1/H2
i−1 4Ep Ii−1/Hi−1

]
(61)
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Ki,j+1 =

[−12Ep Ii/H3
i 6Ep Ii/H2

i
−6Ep Ii/H2

i 2Ep Ii/Hi

]
(62)

When i = 1, Equation (60) is invalid, and the second part of Equation (61) should
be removed. When i = n + 1, Equation (57) is invalid, and the first part of Equation (61)
should be removed. Substitute the foundation impedance matrix K∗ into Equation (53), the
equation can then be solved, and the displacement of the tower can be obtained.

3. Validation

The calculation result is compared with the FEM result to validate the correctness of
the proposed calculation model. ABAQUS simulation software is used in this paper. A pile
group supported OWT [25] is used for validation. The total mass of blades and turbine is
177.1 ton, and the tower is divided into three segments, as shown in Table 1. The pile group
consists of seven piles, as shown in Figure 2. The pile diameter is 1.7 m and the pile wall
thickness is 30 mm. The elastic modulus of the steel is 210 GPa and the density of the steel
is 7800 kg/m3. The pile length embedded in the soil is 30 m nad the pile length submerged
in the seawater is 20 m. The elastic modulus of the soil is 40 MPa, the Poisson’s ratio of
the soil is 0.3, and the density of the soil is 1800 kg/m3. As shown in Figure 7, the offshore
wind turbine model is established.

Table 1. Tower parameters.

Tower Parts Length (m) Bottom Diameter Top Diameter
Tower Wall
Thickness

Upper segment 32 3.9 3.1 50
Middle segment 31 4.5 3.9 50
Bottom segment 15 4.5 4.5 50

Figure 7. FEM numerical simulation model.

Since the overall displacement of the offshore wind turbine is relatively small, linear
modal analysis is used to calculate its structure natural frequency. The deformation of
soil foundation is also small during the dynamic analysis; therefore, the change of soil
foundation stiffness is not considered, and the small strain linear elastic model is used for
the soil.

For the tower, the eight-node S8R shell element is used. The tower is divided into
three parts, as shown in Table 1. For each part, the tower diameter changes linearly with
increasing height. To prevent the separation between tower parts, a bonding constraint is
added between the interfaces, including the interface between the bottom tower part and
the cap. The blades are simplified as the concentrated force applied to the tower top. The
pile foundation is modeled as solid element to better simulate the pile–soil interaction. For
the side face of the soil, the lateral displacement is constrained; for the bottom side of the
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soil, displacements of all directions are constrained. The pile–soil interaction is set as small
sliding, penalty contact, while the coefficient is set as 0.4.

The dead weight is applied to the model according to parameters presented in Table 1,
and the wave load is also applied to the structure. Here, we use FORTRAN to write a
subroutine to accurately input wave load according to Equation (4). The offshore wind
turbine is fine meshed. As for the soil, the soil around the pile is refined, as shown in
Figure 8.

Figure 8. Meshing of the model.

After establishing the FEM model, the modal analysis is performed, and the first
10 structure natural frequencies are obtained. Here, we focus on the first lateral structure
natural frequency. Then, we applied a 10 kN horizontal harmonic thrust wind load to the
tower top, and the tower top displacement and load frequency curve can be obtained.

As shown in Figure 9, the FEM result and the calculating result are in good agreement,
with only some differences being observed for the maximum tower displacement, which
validates the correctness of the calculating result. The structure natural frequency can also
be obtained from Figure 9, which falls within the “soft-stiff” design frequency range.

Figure 9. Comparison between the calculation result and FEM result.

4. Parametric Analysis

4.1. Tower Displacement

The tower displacement under different wind speeds is studied. The wind speed at
sea level is 4 m/s, 8 m/s, and 12 m/s, respectively. The percentage of the thrust wind load
is 96.31%, and the percentage of the distributed wind load is 3.69%. As shown in Figure 10,
the tower displacement is largely influenced by the wind speed. When the wind speed is
4 m/s, the increasing rate of tower displacement is relatively small. When the wind speed
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is 8 m/s, the increasing rate rises to a certain degree. When the wind speed is 12 m/s, the
increasing rate is significantly larger than the increasing rate when the wind speed is 4 m/s.

Figure 10. The influence of the wind speed on the tower displacement.

The influence of the foundation impedance on the tower displacement is also studied.
Define αK = K′∗/K∗, where K′∗ is the modified foundation impedance matrix and αK is
valued from 0.1~2 to analyze the influence of the foundation impedance on the maximum
tower displacement. As shown in Figure 11, when the foundation impedance is relatively
small, the tower displacement is large. With increasing foundation impedance, the tower
displacement decreases rapidly. Additionally, with increasing foundation impedance, the
tower displacement decreasing speed slows. When the foundation impedance reaches 2.0
its original impedance, the tower displacement remains almost unchanged.

Figure 11. The influence of the foundation impedance on the tower displacement.

4.2. Pile–Pile Interaction Factor

The regressive solution (the pile is considered completely embedded in the soil) of
the proposed calculation model is compared with the solution of Kaynia [36]. In this
section, parameters below are used for calculation: the ratio of elastic modulus of the pile
to elastic modulus of the soil Ep/Es = 1000, the ratio of the pile length to the pile diameter
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L/D = 20, and Poisson’s ratio is 0.4. The ratio of the density of the pile to the density of
the soil ρp/ρs = 1.3, while the damping ratio βs = 0.05. The pile spacing S = 2D, the
pile embedment ratio Lw/L = 0.3. The dimensionless frequency a0 = ωD/Vs is used for
analysis. Here, we consider the influence of three parameters on the pile–pile interaction
factor: pile spacing, pile embedment ratio, and the angle of incidence θ.

As shown in Figure 12, when the pile spacing S/D = 10, the calculating result of
this paper and the result from the literature are in good agreement, which validates the
correctness of the calculation method. When the pile spacing S/D = 5, some differences can
be observed compared with the results from the literature. Furthermore, when S/D = 2,
the difference becomes more significant, especially in low frequencies. This is because
when the pile spacing decreases, the influence of the passive pile on the active pile is more
significant, which changes the horizontal displacement of the active pile. This analysis
demonstrates that when the pile spacing is small, the influence of the passive pile on the
active pile is important and cannot be ignored.

Figure 12. Pile–pile interaction under different pile spacings.

The influence of the pile embedded ratio is studied. As shown in Figure 13, when
the pile is completely embedded, the pile–pile interaction factor decreases with increasing
load frequency, and the value remains positive. When Lw/L = 0.1, the pile–pile interaction
factor α at all frequencies largely decreases. When Lw/L = 0.2, α changes obviously. With
increasing load frequency, α decreases rapidly when closing to a certain frequency and
rises after reaching the lowest point. When Lw/L = 0.3, the curve moves from a mainly
middle-high frequency to a middle-low frequency. This analysis demonstrates that α is
sensitive to the pile embedment ratio. When the pile embedment ratio is relatively small,
the change of α with increasing frequency is simple; when the pile embedment ratio is
relatively large, the change of α becomes complex.

36



J. Mar. Sci. Eng. 2022, 10, 1024

Figure 13. Pile–pile interaction under different pile embedded ratios.

The influence of different incidences angle θ is studied, i.e., 0
◦
, 45

◦
, and 90

◦
, respectively.

As shown in Figure 14, when θ = 0
◦
, the curve fluctuates significantly, the minimum value

of α is the smallest among three angles, and the maximum value of α is the largest among
three angles. When θ = 90

◦
, the value of α is slightly smaller than that of θ = 0

◦
. When

θ = 45
◦
, the change of α is moderate, and no significant fluctuation is observed.

Figure 14. Pile–pile interaction under different incidence angles.

4.3. Dynamic Foundation Impedance

As shown in Figure 15, with increasing load frequency, the change of horizonal foun-
dation impedance is not obvious. When the load frequency is around soil cut-off frequency,
the horizontal foundation impedance slightly decreases. The foundation impedance is very
sensitive to the pile length submerged in the seawater. With an increasing pile embedment
ratio, the foundation impedance decreases significantly.
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Figure 15. The influence of the pile length in seawater on the foundation impedance.

Meanwhile, the wave load can influence the foundation impedance to a certain degree.
As shown in Figure 16, when the wave load is relatively small (wavelength Lwl = 75 m,
wave height Hw = 4 m), the influence of wave load on the foundation impedance is not
significant. When the wave load is relatively large (wavelength Lwl = 120 m, wave height
Hw = 8 m), the influence of wave load on the foundation impedance is significant.

Figure 16. The influence of the wave load on the foundation impedance.

5. Conclusions

This paper establishes the model of pile group supported OWT under wind and wave
load; the main findings are presented below:

(1) With increasing wind speed, the tower displacement increases significantly. The
influence of foundation impedance on the tower displacement is more significant
when the foundation impedance is relatively small.

(2) The pile–pile interaction factor depends largely on the pile spacing. When the pile
spacing is large, the influence of the passive pile on the active pile can be ignored;
when the pile spacing is small, a secondary wave effect should be considered for the
pile–pile interaction factor.
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(3) When the pile embedded ratio is large, the pile–pile interaction is more obvious. When
the incidence angle is 45◦, the pile–pile interaction is less significant compared with
that of 0◦ and 90◦.

(4) The foundation impedance decreases significantly with an increasing pile embedment ratio.
(5) The influence of wave load on the foundation impedance is more obvious when the

wave load is large.
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Abstract: With the increase in wind turbine power, the size of the blades is significantly increasing to
over 100 m. It is becoming more and more important to optimize the design for the internal layout
of large-scale offshore composite wind turbine blades to meet the structural safety requirements
while improving the blade power generation efficiency and achieving light weight. In this work, the
full-scale internal layout of an NREL 5 MW offshore composite wind turbine blade is elaborately
designed via the topology optimization method. The aerodynamic wind loads of the blades were first
simulated based on the computational fluid dynamics. Afterwards, the variable density topology
optimization method was adopted to perform the internal structure design of the blade. Then, the
first and second generation multi-web internal layouts of the blade were reversely designed and
evaluated in accordance with the stress level, maximum displacement of blade tip and fatigue life. In
contrast with the reference blade, the overall weight of the optimized blade was reduced by 9.88%
with the requirements of stress and fatigue life, indicating a better power efficiency. Finally, the
vibration modal and full life cycle of the designed blade were analyzed. The design conception and
new architecture could be useful for the improvement of advanced wind turbines.

Keywords: offshore wind turbine blade; composites; computational fluid dynamics; topology
optimization; fatigue life

1. Introduction

Wind energy is one of the most mature forms of renewable energy and is an effective
strategy to alleviate energy shortages, reduce environmental pollution and improve climate
conditions [1–3]. The utilization of onshore wind energy has encountered bottlenecks
due to the restriction of land wind resources, noise and environmental pollution. Hence,
in the last two decades, offshore wind farms have been rapidly growing. In 2021, new
installations of more than 6 GW were generated all over the world [4]. For the offshore
wind turbine, the blade is one of the most important components to convert wind kinetic
energy into electrical energy. However, approximately 20% of the failures in wind turbine
components occurs in the blades [5,6]. Nowadays, the blade length in offshore wind
turbines has dramatically grown over 100 m, resulting in major concerns about the blades’
resistance to damage over a life period of 20–25 years [7]. Compared to the onshore wind
turbine blades, offshore wind turbine blade damage may happen in different parts due to
static, vibration and fatigue loadings [8,9]. Moreover, it is great of importance to lighten
the weight of the blades to reduce transportation costs.

Extensive studies for the design of the optimal offshore wind turbine blades have
been carried out in recent years [10–13]. Each blade includes skin and web structures,
where the skin structure determines the aerodynamic characteristics and the web structure
provides the stiffness and strength requirements of the blade. Naung et al. [14] proposed a
highly efficient nonlinear frequency-domain solution approach for elaborating the aero-
dynamic and aeromechanical performances of an oscillating wind turbine blade aerofoil.
In comparison to the time-domain method, the frequency-domain method was not only

J. Mar. Sci. Eng. 2022, 10, 1487. https://doi.org/10.3390/jmse10101487 https://www.mdpi.com/journal/jmse
43



J. Mar. Sci. Eng. 2022, 10, 1487

accurate but also computationally very efficient as the computation time was declined
by 90%. Furthermore, Naung et al. [15] also investigated the influence of the wake of
neighboring turbines on the aerodynamics of a wind turbine within windfarms based on
the aforesaid frequency-domain method. The corresponding conclusions had been also
obtained, namely that the frequency-domain solution method provided accurate results
while reducing the computational cost by one to two orders of magnitude in comparison
with the conventional time-domain method. In addition, Nakhchi and Naung et al. [16]
also developed direct numerical simulations (DNS) to reveal the aerodynamic performance,
transition to turbulence, and to capture the laminar separation bubble occurring on a wind
turbine blade. Mamouri et al. [17,18] designed different shapes of wind turbine airfoil by
incorporating entropy generation analysis. Chen et al. [19] performed the lay-up thickness
size optimization for a 2 MW composite wind turbine blade with the objective of mass
saving based on the particle swarm optimization method. Yet, only the blade stiffness
and blade tip displacement were considered, and the extension of weight reduction was
limited in accordance with the change of lay-up thickness. Ghiasi et al. [20] carried out
the optimization design for the lay-up selection of a composite wind turbine blade with
the objective of maximum stiffness. The results found that gradient-based methods were
faster than others, but the optimal solution may be a local optimal value. In addition to
the composite skin optimization, Zhang et al. [21] compared the maximum deformation,
frequency and stress between the single-web and twin-web structures inside an 8 MW wind
turbine blade, and the results showed that it was better to choose the twin-web structure
form for large-size wind turbine blades. Liao et al. [22] employed an improved particle
swarm algorithm (PSA) with the FAST program to optimize the thickness and location of
the layers in the spar caps of wind turbine blades. The comparison of the results between
the optimal and reference blades indicated that the optimization method was a feasible
strategy to obtain the global optimization solution. The aforementioned studies focused
on the local structural optimization design of wind turbine blades, whereas investigations
on the structural optimization design of blades with the objective of weight reduction are
considerably insufficient.

In the structural optimization design, topology optimization design is an effective way
to obtain a reasonable internal layout of the blade, which can provide a new configuration
and solution for engineering structural design [23]. Nowadays, the main topology opti-
mization methods include the variable thickness method [24], homogenization method [25]
and variable density method [26]. Generally, the variable thickness method and homoge-
nization method are basically used for comparatively simple structures. For the variable
density method, it has been integrated in finite element simulation software, i.e., ANSYS
Workbench. Joncas et al. [27] adopted the topology optimization method to design the end
part configuration of a thermoplastic composite wind turbine blade under waving moment
and pendulum moment loading. Burton et al. [28] also adopted the topology optimization
method to design the inner-surface structures of a wind turbine blade, and the optimization
configuration was a non-prismatic structure. Yu et al. [29] designed a novel honeycomb-
filled main beam cavity of a wind turbine blade based on the variable density topology
optimization method [26], and a reasonable layout of honeycomb cells was obtained and
the weight of the optimal blade was reduced by 8.41%. Zhang et al. [30] used the variable
density topology optimization method to optimize the thickness and location of the main
beam and twin-web of a wind turbine blade, and the optimal configuration showed that
the webs play a key supporting role for maintaining the aerodynamic shape of the blade
and the overall weight of blade obviously decreased though the dimension and location of
the inner webs. However, the challenges remain about how many webs should be placed
in the blades and the layout of the related webs.

To address this, Aage et al. [31] adopted the variable density topology optimization
method to successfully design the internal structure of an aeroplane wing based on the
full-scale internal structure. From this viewpoint, in this work, we report the design of
the internal layout of a 5 MW offshore wind turbine blade with the objective of maximum
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stiffness using the variable density topology optimization method. The aerodynamic
loads of blades were obtained though computational fluid dynamics (CFD) simulation.
Afterwards, the internal structure of the blade was optimized using the variable density
topology optimization, and two multi-web internal layouts were obtained through the
reverse design inspired by the topology optimization results. Finally, by validating the
performance indexes with respect to stress level, maximum displacement and fatigue life,
the multi-web structural layout of the second generation optimal wind turbine blade was
an optimal feasible structure, which answered the key scientific issues of how many webs
should be placed inside the blade and where to array the related webs. We hope the design
method and findings could provide novel and efficient routes to high-performance offshore
wind turbine blades.

2. Analytical Preliminaries

2.1. Topology Optimization Method

The variable density topology optimization problem [32] can be expressed as follows:

min
ρe

φ(ρ) = UTKU =
N
∑

e=1
(ρe)

PuT
e k0ue

s.t.

⎧⎨⎩
KU = F
N
∑

e=1
ρeVe ≤ V∗, 0 ≤ ρmin ≤ ρe ≤ 1

(1)

where φ means a sum of each element’s compliance. U, K and F mean the global displace-
ment, stiffness matrix and force vectors, respectively. k0 and ue mean the element stiffness
matrix and displacement vector. ρ means the design variable vector, viz element density
vector. N means the element amount of design domain. Ve and V∗ mean the unit element
volume and total volume for the design domain. To make sure of the numerically stable
iteration, ρmin = 0.001 is chosen as the lower limitation of design variable. Additionally, a
convolution-type filtering operation is used to filter the holes, viz.

ρe =
∑i∈Ne w(ri, re)vixi

∑i∈Ne w(ri, re)vi
(2)

where Ne = { i|‖ri − re‖ ≤ R} means a neighborhood set within the radius, R. ri and re
mean the spatial central coordinate of elements i and e, respectively. w(ri, re) = R−‖ri − re‖
means the weighting function. vi is the volume of element i.

2.2. CFD Model of Reference Composite Wind Turbine Blade
2.2.1. Control Equation, Geometric Model of Composite Wind Turbine Blade and Flow
Field for CFD Simulation

In this work, the Navier–Stokes equation (RANS) based on Reynolds stress averaging
was used to solve the flow field of the wind turbine blade, see Equation (1).
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)
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)
+

→
F (3)

where
→
F is the external force applied to the fluid.

The wind turbine in this work is the NREL offshore 5 MW baseline wind turbine
developed by National Renewable Energy Laboratory (NREL) [33]. The length of composite
blade in the NREL 5 MW machine is about 61.63 m. The blade is artificially divided into
17 airfoils from the root to the tip, namely: Cylinder, Du40, Du35, Du30, Du25, Du21 and
NACA64, respectively. Note: The detailed geometric parameters corresponding to the
aforesaid airfoils can be found in Table S1, Supporting Information (SI).

The geometric model of the composite wind turbine blade can be established as follows:
1© Translate the aerodynamic center of the airfoil to the coordinate origin; 2© Rotate and
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transform the airfoil coordinate in accordance with the twist and chord; 3© Calculate the
3D coordinate of nodes using the following equation:⎧⎪⎪⎨⎪⎪⎩

x′ = c · |x−xAero|
x−xAero

√
(x − xAero)

2 + y2 cos
(

arctan y
x−xAero

+ β
)

y′ = c · |x−xAero|
x−xAero

√
(x − xAero)

2 + y2 sin
(

arctan y
x−xAero

+ β
)

z = r

(4)

where x and y mean the normalized coordinates; x′ and y′ mean the 3D coordinates; xAero
means the aerodynamic center of the airfoil to the coordinate origin; c and β mean the
chord and twist. Based on the aforesaid method, the 3D geometric model of composite
wind turbine blade can be established using the Siemens NX 10.0 software, see Figure 1a,b.

Figure 1. Establishment of 5 MW wind turbine blade. (a) Normalized section data of airfoils.
(b) Wind turbine blade. (c) Geometric overall domain. (d) Geometric rotation and blade domains.
(e,f) Stereogram and side view of fluent mesh models. (g) Local fluent mesh view of blade.

The flow domain for the CFD simulation of a composite wind turbine blade was
defined as: 1© The effects of tower and nacelle were not considered in this work; 2© One-
third model was chosen for the CFD simulation to reduce the computation time. Figure 1c
exhibits the dimensions and boundary conditions of the CFD model, where the model
consists of a rotation domain and a stationary domain. The data can be passed though
the interface. The radiuses of the rotation and stationary domains were 70 m and 300 m,
respectively. The inlet was 200 m from the hub center and the outlet was 500 m from the
hub center.

The fluent mesh model for the CFD simulation of the composite wind turbine
blade was obtained as follows: The aforesaid domains were meshed using unstructured
tetrahedral element type based on the ANSYS Meshing tool. Note: although some
scholars [34,35] meshed blades using the structured mesh, the unstructured mesh for
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blade and fluid is available by calculating Y+ values at different speeds and comparing
the results of the output torque and power curves, which can obtain reasonable simulation
results, see Figure 2. The mesh sizes for the rotation and stationary domains were 3 m and
1 m, respectively. Furthermore, the meshes in the symmetry surfaces, named Side_wai1
and Side_nei1, Side_nei1 and Side_nei2, were completely controlled by the periodic mesh
matching using the periodic boundary constraint command to ensure that the periodic
surface nodes correspond to each other, see Figure 1e,f. In order to better simulate the
flow near the wall surface of the blade, the meshes around the blade surfaces were refined
and fifteen expansion layers with a growth rate of 1.9 were set. The height of the first
layer was 1 × 10−5 m, see Figure 1g.

Figure 2. Output responses of composite wind turbine blade based on the k-ω SST and k- models
and FAST. (a) Output torque response. (b) Output power response. Note: the simulation model is
one third of wind turbine.

2.2.2. Mesh Quality and Independence Verifications

The mesh quality of the constructed CFD model was checked by using the y+ value [36],
which can be calculated as:

y+ = u∗y/ν (5)

where u∗ is the friction speed; y is the nearest wall; ν is the kinematic viscosity of fluid.
If the y+ is less than 1, the mesh quality is reasonable. The y+ values were calculated
under the wind speeds of 7 m/s, 11.4 m/s, 15 m/s, 20 m/s and 25 m/s, respectively,
see Figure S1, SI. All the values were less than 1, indicating that the constructed CFD
meshing models under different wind speeds were reasonable. Apart from the validation
of mesh quality, the mesh independence was also carried out to find out an appropriate
mesh size in this work. The case under the wind speed of 11.4 m/s was chosen, where the
wind turbine speed is 12.1 RPM and the pitch angle is 0◦. Four mesh sizes of 0.3 m, 0.2 m,
0.1 m and 0.07 m were adopted to mesh the blade surface, and the interface surface and
outer surface meshes were set as 3 m and 6 m, respectively. After meshing, the amount of
elements corresponding to the aforementioned mesh sizes were 3.63 million, 4.17 million,
578 million and 808 million, respectively. Table S2 (SI) shows the relationship between
mesh number and calculated wind turbine torque. In view of the computation time and
accuracy, the mesh size of 0.1 m was taken for the blade surface in the subsequent study
of this work.

2.2.3. Calculation Method for the CFD Simulation

Considering that the subsequent topology optimization of wind turbine blade is a
static solution question, the moving reference frame (MRF) method was adopted in this
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work. Specifically, the rotation speed of the wind turbine is attached to the rotation domain,
and the flow fluxes originated from the stationary domain can be translated by the interface.
Compared to the non-constant slip grid method, the MRF method is a constant calculation
method, which is simpler, faster with less computation time to produce acceptable results
in a short time. The method has been used in CFD simulations of static wind turbine
blade [37,38].

2.3. Finite Element Model of Reference Composite Wind Turbine Blade
2.3.1. Mechanical Properties of Composite Materials of Wind Turbine Blades

Glass fiber reinforced resin unidirectional composites were used as the skin material
of blade in this work. The mechanical properties and corresponding allowable values of
composites can be found in Table 1.

Table 1. Mechanical properties and allowable values.

Mechanical Properties of Composites Allowable Values of Composites

Items Values Items Values Items Values Items Values

Ex 4.5 × 104 MPa μxz 0.3 TSx 1.1 × 103 MPa CSz −120 MPa
Ey 1.0 × 104 MPa Gxy 5.0 × 103 MPa TSy 35 MPa GSxy 80 MPa
Ez 1.0 × 104 MPa Gyz 3.8 × 103 MPa TSz 35 MPa GSyz 46 MPa
μxy 0.3 Gxz 5.0 × 103 MPa CSx −680 MPa GSxz 80 MPa
μyz 0.4 ρ 2000 kg·m3 CSy −120 MPa - -

Note: “TS”, “CS” and “GS” indicate the tension, compression and shear strength.

2.3.2. Finite Element Model of Wind Turbine Blade

As the wind turbine blade has a complex geometric configuration, the ANSYS Meshing
was used to generate tetrahedral elements for the internal room of the blade in this work.
Furthermore, to weaken the influence of mesh dependence on the blade, the mesh size was
chosen as 0.07 m. Finally, the total number of elements and nodes were 4.85 million and
6.69 million. The corresponding model can be found in Figure S2, SI.

2.4. Design and Validation Cases of Wind Turbine Blade

Three load cases are considered in this work, viz.:

(1) DLC-1 (Worst working case)

According to the IEC 61400-1 standard [39], the reference wind turbine is in the 1A
IWC wind class, which means it can only withstand wind gusts up to 21% of its rated speed.
Therefore, the first load case is when the wind turbine is operating under rated case in
severe gusts, in which the gusts suddenly occur so that the blades do not have enough time
to change pitch. As it is of great importance for the safety of turbine, this case is also used
as the design condition for topology optimization in this work. The related parameters are
given in Table 2.

Table 2. Operation parameters in different load cases.

Load Case Rotation Speed (RPM) Pitch Angle (◦) Wind Speed (m/s)

DLC-1 (Design) 12.1 0 13.8
DLC-2 12.1 23.3 25
DLC-3 0 89.3 37.5

Note: In DLC-1 case, wind speed = Rated wind speed + maximum allowable gust (11.4 + 21% × 11.4); in DLC-2
case, wind speed = cut-out wind speed; in DLC-3 case, wind speed = speed of typhoon.

(2) DLC-2 (Cut-out wind speed working case)

This case is the cut-out wind speed condition. This is the highest wind speed that
the wind turbine can reach before opening the propeller to the downwind position and
shutting it down. In this case, blade tip deflection is relatively small. The tip deflection
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acceleration is even less than that in DLC-1, and therefore the inertial load can be ignored
in this case. In this work, this case was used as a verification design case, and the related
parameters are listed in Table 2.

(3) DLC-3 (Shutdown working case)

This case is the parking brake condition, at which the blade is in the downwind
position and the incoming wind is typhoon speed (37.5 m/s). Here, the downwind position
is the pitch angle of the blade that is not affected by any torque. In this work, this case
was also adopted as a verification design case, and the relevant parameters are shown in
Table 2.

3. Results

3.1. CFD Simulation of Wind Turbine Blade

In this work, two turbulence models, viz. k-ω SST and k-ε, were adopted to elaborate
the rationality of CFD simulation. Furthermore, the rationality analyses in terms of output
torque and power were compared with the results obtained from the FAST software.
Figure 2a illustrates the output torque curves based on the k-ω SST and k-ε models and
FAST as the increase in wind speed, and the corresponding data are also listed in Table 3. It
can be seen from Figure 2a and Table 3 that the predicted torque values of turbine blade
based on the k-ω SST and k-ε turbulence models under the different wind speeds were
close to the values based on the FAST. The k-ω SST model had a higher prediction accuracy
in comparison with the k-ε model. Compared to the values obtained from the FAST, the
errors of output torque based on the k-ω SST model in the wind speed range of 7–25 m/s
were less than 7%. The predicted values for the k-ε turbulence model at high wind speeds
were relatively low, and the related errors in the wind speed range of 15–25 m/s were
within 7–12%.

Table 3. Output torques based on the k-ω SST and k-ε models and FAST.

Wind Speed (m/s) Pitch Angle (◦)
Wind Turbine Torque

FAST k-ω SST Error k-ε Error

7 0 472.70 479.05 1.34% 473.61 0.19%
10 0 1017.03 976.36 4.00% 976.36 4.00%
11 0 1293.77 1238.20 4.30% 1333.51 3.07%
15 10.45 1393.37 1309.79 6.00% 1289.05 7.49%
20 17.47 1393.37 1302.96 6.49% 1244.32 10.70%
25 23.57 1393.37 1300.84 6.64% 1237.86 11.16%

Apart from the output torque performance, the output power performance of the
turbine blade based on the k-ω SST and k-ε models and FAST was also evaluated. The
output power can be calculated as the following formula:

P = Mω (6)

where M is the torque of blade; ω is rotation speed. Figure 2b and Table 4 show the
output power values of the turbine blade based on the k-ω SST and k-ε models and FAST,
respectively. It can be noted that both the models simulated the output power performance
relatively well, and the maximum errors were basically within 10%. However, the error
based on the k-ε model at the wind speed of 25 m/s was 11.16%, probably resulting in a
relatively dangerous result. Consequently, the k-ω SST turbulence model was adopted in
this work.

49



J. Mar. Sci. Eng. 2022, 10, 1487

Table 4. Output power based on the k-ω SST and k-ε models and FAST.

Wind Speed (m/s) Pitch Angle (◦)
Wind Turbine Power

FAST k-ω SST Error k-ε Error

7 0 419.20 424.86 1.35% 420.03 0.2%
10 0 1217.67 1168.75 4.02% 1168.75 4.02%
11 0 1611.07 1541.70 4.31% 1660.39 3.06%
15 10.45 1765.53 1659.65 6.00% 1633.37 7.49%
20 17.47 1765.57 1651.00 6.49% 1576.69 10.70%
25 23.57 1765.57 1648.30 6.64% 1568.50 11.16%

3.2. Structural Responses of Wind Pressure on the Surface of Wind Turbine Blade

According to the design case shown in Table 2 where the pitch angle of the wind
turbine blade was adjusted to 0◦ and the meshing strategy discussed in Section 2.2.2, the
structural responses of wind pressure on the surface of blade were obtained based on the
k-ω SST turbulence model (Section 3.1). Figure 3 illustrates the pressure surface and suction
surface contours of turbine blade under the aerodynamic external load. From Figure 2, the
pressure was mainly concentrated in the blade root and trailing edge, while the suction
force in the middle of the blade was mainly focused on the blade edge. The maximum
pressure and suction force were 2723 and 5729 Pa, respectively.

 
Figure 3. (a) Pressure surface contour. (b) Suction surface contour.

3.3. Topology Optimization Results of Internal Configuration of Wind Turbine Blade

Figure 4 exhibits the topology optimization results of the wind turbine blade. The outer
shell of the blade was completely retained (Figure 4a), and in the internal configuration
appeared obvious strip-shaped “gap” and “hole” regions along the axial direction of the
blade (Figure 4b), which indicated several webs should be set in these regions. Furthermore,
from the left and right enlarged views, some vertical webs should be retained in order
to improve the bending resistance. Figure 4c shows the specific internal views cut from
12 various locations from the root to the tip of blade. More obviously, some web-like
structures were retained though the topology optimization design.

Based on the aforesaid analysis, the preliminary design of the webs inside the blade
in accordance with the topology optimization (Figure 4b,c) was subsequently carried out,
see Figure 5. Taking into account seven cross-sections at different locations along the axis
direction, the internal web structure of the blade from the root to tip generally changes from
the single-web mode to twin-web mode and then to the single-web mode (Figure 5a,b),
respectively. However, there are some discontinuous regions among the transition regions
of webs, see Figure 5a. Consequently, we proposed to connect the discontinuous region
“ 1©” by using a twin-web structure and also arranging the twin-web structure in the region
“ 2©”, but other regions were filled by the single-web structure. Four webs were reversely
designed and the specific sizes of the web cross-sections were determined by the seven
cross-sections shown in Figure 5b, in which the corresponding locations along the blade
were at 6.70, 17.13, 28.18, 50.28, 56.69, 70.30 and 74.71%, respectively. Ultimately, according
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to the dimensions of the different cross-sections shown in Figure 5b, the first generation
turbine blade inspired by topology optimization was constructed by Boolean operation
between the designed web structures and blade boundary, see Figure 5c. The corresponding
finite element model of the blade is exhibited in Figure 5c.

 
Figure 4. Topology optimization results of the wind turbine blade. (a) External shell structure. Inset:
the enlarged left and right views. (b) Retained materials in the internal blade. (c) Cross-section views
at different axis locations.

3.4. Validation of Performance Indexes for the First Generation Wind Turbine Blade

The designed first generation wind turbine blade was firstly validified in the DLC-1
case (Table 2) to ensure the feasibility of the reverse design structure. If it was a feasible
solution, the design was further validified in the DLC-2 and DLC-3 cases. Otherwise, the
aforesaid design strategy was repeated until all the work cases were satisfied.

Figure 6 and Table 5 show the simulation results of the first generation wind turbine
blade in the DLC-1 case. From Figure 6a and Table 5, the stress levels in the X direction
were the largest, resulting from the waving force (i.e., wind speed incoming flow direction).
The maximum tensile and compressive stresses were 45.56 and 49.72 MPa, which are less
than the corresponding allowable stress of GFRP. The maximum tensile and compressive
stresses in the Y direction were 27.49 and 16.76 MPa, and the values in the Z direction
were 17.66 and 12.72 MPa, respectively. The aforementioned stress values were within
the allowable stress ranges. Moreover, the maximum displacement of the blade tip was
4.38 m, which was also less than 9 m. Thus, the overall stress and displacement indexes
met the design requirements. Figure 6b illustrates the stress contours of the web of the
first generation blade. The stresses in the X, Y and Z directions were less than the overall
stresses, indicating that the reverse designed web structure satisfied the stress requirements.
Figure 6c exhibits the local stress contours of the web in the X, Y and Z directions. It can
be seen that the high stress levels were concentrated at the web notch location, which was
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due to the discontinuity of the designed web. Likewise, all the local stresses were within
the requirements of stress. Based on the above-mentioned results, the preliminary design
of the first generation turbine blade driven by the topology optimization was reasonable,
but the blade is prone to fatigue damage in the long-term service. Thus, the fatigue life
should be also considered as an important evaluation index of safety. Figure 6d and Table 5
demonstrate the fatigue life results in the X, Y and Z directions. The minimum fatigue lives
in the X and Y directions were 1.27 × 109 and 6.45 × 108, both of which meet the fatigue life
requirements. However, from Figure 6d, the fatigue life levels at the discontinuous location
of the web were considerably lower. The minimum fatigue life in the Z direction was
8.97 × 107, which does not meet the requirement. Therefore, the first generation blade
structure at the local position should be further modified. In this work, we directly con-
nected the middle discontinuous region using a web structure and the second generation
wind turbine blade was generated, see Figure 6e.

Figure 5. Reverse design of the wind turbine blade. (a) Turbine blade with the optimal internal
structure. (b) Reverse design of turbine blade inspired by the topology optimization. (c) First
generation turbine blade.
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Figure 6. Validation of performance indexes for the first generation wind turbine blade in the DLC-1
case. (a) Stress and deformation contours of overall turbine blade. (b) Stress contours of internal
structure. (c) Stress contours of localized regions of internal structure. (d) Fatigue life contours of
whole turbine blade (e) The second generation design of the wind turbine blade.

Table 5. Simulation results of the first generation wind turbine blade in the DLC-1 case.

Direction
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

X 45.56 MPa 49.72 MPa 39.16 MPa 45.51 MPa 1.27×109

4.38 mY 27.49 MPa 16.76 MPa 27.49 MPa 16.76 MPa 6.45×108

Z 17.66 MPa 12.72 MPa 27.49 MPa 16.76 MPa 8.97×107

Figure 7 shows the simulation results of the second generation wind turbine blade
in the DLC-1, 2 and 3 cases. Table 6 compared results of performance indexes between
the first and second generation wind turbine blades in the DLC-1 case. Compared with
the performance indexes of the first generation blade in the DLC-1 case, the overall maxi-
mum tensile stress of the blade in the X direction was slightly changed, but the maximum
compressive stress in the Y direction was reduced by 18.79%. It is worth noting that the
maximum localized tensile and compressive stresses of the web in the Z direction were
remarkably decreased by 97.05 and 95.17%, respectively. Furthermore, the maximum
displacement of the blade tip was 4.03 m, which was also reduced by 7.99%. All the stress
and displacement indexes met the design requirements. Importantly, after connecting
the discontinuous region by the additional web, the minimal fatigue life of the web was
2.25 × 108, significantly improved by 150.84%, which achieved the requirement of fa-
tigue life.

In addition, the overall stress contours of the second blade in the X, Y and Z directions
were similar to those of the first blade (Figure 7a,b). The stress levels in the X direction were
higher than those in the Y and Z directions. From Figure 7c, the stress levels at the local
region in three directions were relatively uniform, indicating that the stress concentration
had been accommodated by adding additional web structure in this region. Furthermore,
the maximum tensile stresses were still less than the allowable ones. In summary, the
design strategy for the internal structure of the second generation wind turbine blade is
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a feasible solution. In the following discussion, the performance indexes of the blade are
further evaluated in the DLC-2 and DLC-3 cases.

 
Figure 7. Validation of performance indexes for the second generation wind turbine blade in the
DLC-1, DLC-2 and DLC-3 cases. (a,e,i) Stress and deformation contours of whole turbine blade.
(b,f,j) Stress contours of internal structure. (c,g,k) Stress contours of localized regions of internal
structure. (d,h,l) Fatigue life contours of whole turbine blade.

Figure 7 and Table 7 exhibit the validation results of the second blade in the X, Y
and Z directions in the DLC-2 case. The overall stress distribution contours of the blade
in the X, Y and Z directions were totally consistent with those of the first blade, and the
maximum tensile and compressive stresses meet the stress requirements. The maximum
displacement was only 1.18 m, which also meets the design allowable value. Compared
to the performance indexes of the first blade, the stress and deformation responses of the
second blade were relatively lower. It should be noted that the wind turbine obtained
an additional torque in this case, and the outer part of the blade had a negative angle of
attack which to some extent counteracted the internal lift. Although the turbine operated
at a higher wind speed, the aerodynamic load acting at the blade tip was weaker than
that in the DLC-1 case. Additionally, the minimal fatigue life also achieved the design
requirement. Consequently, all the performance indexes of the second turbine blade met
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the design requirements, confirming that it was also a feasible solution in the DLC-2 case.
In addition, Figure 7 and Table 7 also show the validation results of the second blade in
the X, Y and Z directions in the DLC-3 case. In this case, the wind turbine was suffering
from typhoon conditions, and the blade was in the down pitch stop state. The maximum
displacement of blade tip was 2.28 m and the minimum fatigue life was 3.90 × 108, both of
which met the design requirements. Furthermore, it can be seen from the stress contours
that the middle stress levels in the X direction were slightly higher, giving an indication of
stress concentration in the region. However, those in the Y and Z directions were relatively
uniform. All the stress indexes were within the requirements. Therefore, the second turbine
blade was also a feasible design in the DLC-3 case.

Table 6. Compared results of performance indexes between the first and second generation wind
turbine blades in the DLC-1 case.

Item
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

First X 45.56 MPa 49.72 MPa 39.16 MPa 45.51 MPa 1.27×109

4.38 m (first);
4.03 m (second);

Δ = −7.99%

Second X 45.77 MPa 49.91 MPa 36.69 MPa 45.85 MPa 1.27×109

Δ X +0.46% +0.38% −6.31% +0.75% 0%

First Y 27.49 MPa 16.76 MPa 27.49 MPa 16.76 MPa 6.45×108

Second Y 27.86 MPa 13.61 MPa 27.86 MPa 13.61 MPa 6.24×108

Δ Y +1.35% −18.79% +1.35% −18.79% −3.26%

First Z 17.66 MPa 12.72 MPa 27.49 MPa 16.76 MPa 8.97×107

Second Z 17.70 MPa 12.84 MPa 0.81 MPa 0.81 MPa 2.25×108

Δ Z +0.23% +0.94% −97.05% −95.17% +150.84%

Table 7. Simulation results of the second generation wind turbine blade in the DLC-1, 2 and 3 cases.
Unit in stress: MPa, in displacement of tip: m.

Case Direction
Overall Stress of Blade Localized Stress of Web

Min. Fatigue Life Disp. of Tip
Max. TS Max. CS Max. TS Max. CS

DLC-1
X 45.77 49.91 36.69 45.85 1.27e9

4.03Y 27.86 13.61 27.86 13.61 6.24e8
Z 17.70 12.84 0.81 0.81 2.25e8

DLC-2
X 24.83 28.53 24.16 27.98 1.27e9

1.18Y 15.09 8.37 15.09 8.36 1.27e9
Z 9.70 7.06 0.50 0.51 5.98e8

DLC-2
X 32.82 32.90 24.16 27.98 1.27e9

2.28Y 8.53 17.71 15.09 8.36 1.27e9
Z 7.71 10.37 0.50 0.51 3.90e8

Note: “Disp” means displacement. “TS” and “CS” mean tensile stress, compressive stress.

In summary, a novel turbine blade with the optimal web structure guided by the
topology optimization was accomplished.

4. Discussion

4.1. Comparison of Performance Indexes between the Novel and Reference Turbine Blades

Table 8 lists the compared results of the performance indexes between the novel and
reference turbine blades. Overall, the stress levels of the novel blade were lower than
those of the reference blade. Note: a positive value in Table 8 represents the increase in
performance index. The displacement values of the novel blade in various load cases
were larger than those of the reference blade, indicating that a more flexible blade was
obtained in this work. Importantly, the weight of the novel blade was reduced by 9.88%
relative to the reference blade, which is a significant benefit in decreasing the cost of turbine
blades. Therefore, the novel wind turbine blade driven by topology optimization in this
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work has predictably better power efficiency than the reference blade without the loss of
load-bearing capacity.

Table 8. Compared results of performance indexes between the novel and reference turbine blades.
Unit in stress: MPa, in displacement of tip: m, in overall weight: kg.

Case Dir. Item
Overall Blade Stress Localized Web Stress

Disp. of Tip Overall Weight
Max. TS Max. CS Max. TS Max. CS

DLC-1

X
Ref. blade 32.70 30.60 14.30 16.00

3.42 (Ref.)
4.03 (New)

Δ:
17.84%

21,247
(Ref.);
19,148
(New)

Δ:
−9.88%

Nov. blade 45.769 49.91 36.69 45.85

Δ 39.97% 63.10% 156.57% 186.56%

Y
Ref. blade 13.10 19.50 13.10 19.50

Nov. blade 27.86 13.61 27.86 13.61

Δ 112.67% −30.21% 112.67% −30.21%

Z
Ref. blade 19.30 13.60 0.15 0.18

Nov. blade 17.70 12.84 0.81 0.81

Δ −8.29% −5.59% 440.00% 350.00%

DLC-2

X
Ref. blade 18.90 15.70 8.85 9.70

1.08
(Ref.)

1.18 (New)
Δ: 9.26%

Nov. blade 24.83 28.53 24.16 27.98

Δ 31.38% 81.72% 172.99% 188.45%

Y
Ref. blade 7.15 10.40 7.15 10.40

Nov. blade 15.09 8.37 15.09 8.36

Δ 111.05% −19.52% 111.05% −19.62%

Z
Ref. blade 10.80 6.14 0.07 0.08

Nov. blade 9.70 7.06 0.50 0.51

Δ −10.19% 14.98% 614.29% 537.50%

DLC-3

X
Ref. blade 23.80 25.50 6.08 5.61

1.94 (Ref.)
2.28

(New)
Δ: 17.53%

Nov. blade 32.82 32.90 24.16 27.98

Δ 37.90% 29.02% 297.37% 398.75%

Y
Ref. blade 7.67 5.29 7.67 5.29

Nov. blade 8.53 17.71 15.09 8.36

Δ 11.21% 234.78% 96.74% 58.03%

Z
Ref. blade 9.96 7.42 0.09 0.09

Nov. blade 7.71 10.37 0.50 0.51

Δ −22.59% 39.76% 455.56% 466.67%

Note: “Dir.”, “Ref.” and “Nov.” mean “Direction”, “Reference” and “Novel”, respectively.

4.2. Modal Analysis of the Novel Wind Turbine Blade

As the decrease of blade weight, the vibration problem of the novel wind turbine
blade should be discussed to further identify the dynamic properties. In this work, the
modal analysis was also carried out based on the novel blade, see Figure 8 and Table 9. It
can be seen from Figure 8, the first six orders of the novel turbine blade include: first order
waving vibration, second order pendulum vibration, third order waving vibration, fourth
order waving vibration, fifth order waving vibration and sixth waving pendulum, which
are similar to those of the reference blade. The vibration types of the blade are mainly
dominated by waving and pendulum vibrations. Moreover, from Table 9, it can be seen
that the first six order frequencies were well in agreement with those of the reference blade,
indicating that the designed internal layout is reasonable.
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Figure 8. Vibration types of the novel and reference turbine blades.

Table 9. Comparison of frequency between the novel and reference turbine blades.

Order
Frequency (Hz)

Order
Frequency (Hz)

Ref. Blade Nov. Blade Ref. Blade Nov. Blade

1 1.12 1.16 4 5.21 5.22
2 1.68 1.67 5 5.71 5.70
3 2.96 2.16 6 8.70 7.63

4.3. Full Life Cycle Assessment of the Novel Wind Turbine Blade

The service life of a wind turbine is generally more than 20 years. During long-term
service, wind turbine blades are always subjected to complex aerodynamic loads induced
by wind, with the result that it is very susceptible to fatigue damage and failure. Hence, to
ensure the long-term service safety, a full life-cycle assessment of the novel wind turbine
blade should be discussed in this work. According to the wind speed data of a full year in
Guangdong Province, the wind speed range from 5–25 m/s was considered in this work,
see Table 10. The statistical duration of wind speed in an hour can be obtained through
the Weibull distribution, see Table S3, SI. Based on the finite element analysis given in
Section 3, the stress responses of the novel blade were obtained, see Table 10. Considering
the S-N curve of GFRP used as the shell composite material (Table S4, SI), the fatigue lives
of turbine blades corresponding to the wind speed were calculated though the Goodman
curve, see Table 10. Afterwards, the fatigue damage with respect to each wind speed was
obtained via the ratio of stress range in the Weibull distribution and the related fatigue life
(Table 10). Finally, the full life of the novel blade over 20 years was evaluated based on the
linear P-M accumulative damage theory, viz:

Y = N
N′×ω×60 = 1/(∑ γi/Ni)

N′×ω×60

=
1/( 0.197

1.70×108 +
0.15

1.60×108 +
0.101

1.05×108 +
0.061

1.08×108 )

7250×12.1×60 = 21.9 Year
(7)

where Y is the full life; ω is the rated speed of turbine blade, taken as 12.1 RPM (Table 2); N′
is the sum of duration of wind speed in hours; γi is the stress range Weibull distribution; Ni
is the fatigue life corresponding to wind speed. Consequently, the full life over the 20 years
is 21.9 years, which meets the design requirement of 20 years.
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Table 10. Wind speed distribution and fatigue damage in a year.

Wind
Speed (m/s)

Duration of
Wind

Speed (h)

Max.
Stress (MPa)

Min.
Stress (MPa)

Stress Range
Weibull Distribution

Fatigue Limi-
tation (MPa) Fatigue Life Fatigue Damage

5 1526 12.84 3.85 0.210 40.4 >2 × 108 0
7 1613 21.18 6.35 0.222 40.4 >2 × 108 0
9 1425 42.43 12.73 0.197 40.4 1.70 × 108 1.16 × 10−9

11 1090 42.64 12.79 0.150 40.4 1.60 × 108 9.38 × 10−10

13 734 47.86 14.36 0.101 40.4 1.05 × 108 9.62 × 10−10

15 439 42.54 12.76 0.061 40.4 1.08 × 108 5.65 × 10−10

17 235 36.24 10.87 0.032 40.4 >2 × 108 0
19 113 33.89 10.17 0.016 40.4 >2 × 108 0
21 49 23.87 7.16 0.007 40.4 >2 × 108 0
23 19 28.33 8.50 0.003 40.4 >2 × 108 0
25 7 33.3 9.99 0.001 40.4 >2 × 108 0

5. Conclusions

This work develops an innovative multi-web internal layout for the offshore wind
turbine blade in accordance with the variable density topology optimization method, which
theoretically answers the proposed scientific issues about how many webs need to be used
inside the blade and where the related webs should be laid out. The following conclusions
can be summarized as follows:

1. The surface pressure was obtained based on the CFD simulation, and the two turbu-
lence models, viz. k-ω SST and k-ε, were adopted. By comparing the output torques
and power, the k-ω SST model was chosen to calculate the surface pressure distribu-
tion. Moreover, the simulation results obtained from the CFD were also validated in
comparison with those calculated from the FAST.

2. The topology optimization model was established based on the full-scale internal
structure of offshore wind turbine blade, considering stress, displacement and fatigue
life constraints.

3. After the full-scale topology optimization, two multi-web layouts were theoretically
obtained driven by the optimal topological configuration for the first time. By valida-
tion, the second generation optimal blade completely met all the requirements and the
weight was reduced by 9.88% relative to the reference blade, which was a significant
benefit in decreasing the cost of turbine blades.

4. Vibration modal and full life cycle of the novel blade were also evaluated. The first six
vibration types of the novel blade were consistent with those of the reference blade,
further indicating that the designed internal layout was reasonable. Moreover, the full
life cycle of the novel blade is 21.9 years, theoretically verifying that the novel blade is
able to service more than 20 years in the given sea domain.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/jmse10101487/s1, Figure S1: y+ values for evaluating the mesh quality
under the different wind speeds; Figure S2: Illustration of the relationship between the amount of
element and torque; Table S1: Distributed blade aerodynamic properties in NREL 5 MW wind turbine
blade; Table S2: Mesh independence analysis; Table S3: Statistic duration of wind speed in hour;
Table S4: S-N data of GFRP.
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Abstract: The aerodynamic performance of the floating offshore wind turbine (FOWT) is obviously
affected by the motion of the platform, and becomes much more complicated considering the effect
of tower shadow. In view of this, this paper aims at investigating the aerodynamic performance of
the floating offshore wind turbine with and without a tower under the three most influential motions
(surge, pitch and yaw) by computational fluid dynamic (CFD). The results show that the power
of the wind turbine is reduced by 1.58% to 2.47% due to the tower shadow effect under the three
motions, and the pressure difference distribution is most obviously interfered by the tower shadow
effect under yaw motion and concentrates at the root and tip of the blade. In addition, the degree of
interference of the tower shadow effect on the wake flow field is different under the three motions,
resulting in a more complex wake structure. These conclusions can provide a theoretical basis and
technical reference for the optimal design of floating offshore wind turbines.

Keywords: floating offshore wind turbine; tower shadow effect; computational fluid dynamic;
aerodynamic performance; surge; pitch; yaw

1. Introduction

With the consumption of traditional fossil fuels and serious environmental pollution,
more and more countries in the world begin to attach importance to the development of
renewable energy. As a kind of green, pollution-free and abundant renewable energy, wind
energy has great potential for development [1]. Originally, wind turbines were mainly
built on land, but due to the large noise of onshore wind turbines and relatively few wind
and land resources, the wind power industry gradually developed to the sea [2]. From a
worldwide point of view, the sea wind is rich in resources, and the wind is stable, which has
become the irresistible general trend [3]. With the large-scale capacity of the offshore wind
turbine, the size of the wind turbine and the height of the tower are increasing, resulting in
a more obvious tower shadow effect [4]. Therefore, it is particularly important to study the
unsteady aerodynamics under the tower shadow effect of FOWT.

Offshore wind power generation has obvious advantages over onshore wind power
generation; however, FOWTs produce six degrees-of-freedom (6-DOF) [5] motions under
the combined action of wind, waves and currents, resulting in more complex aerodynamics
compared with onshore and offshore fixed wind turbines. In recent years, many scholars
have studied the aerodynamic performance and structural characteristics of FOWTs from
the aspects of experiments, models, research methods, etc. The blade element momentum
(BEM) theory with two widely used engineering dynamic inflow models was used by
Vaal [6] to investigate the effect of a periodic surge on the wind turbine. Ma [7] investigated
the effects of the control system of the wind turbine and the motion of the floating platform
on the blade aerodynamic performance during the representative typhoon time history.
However, the BEM methods used to research aerodynamics lack the characteristics of
capturing the physical details of the flow field, which the reasonability and accuracy
are suspectable. Farrugia [8] used the results from the free-wake vortex simulations to
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analyze the wake characteristics of the wind turbine under floating conditions. Complex
wake phenomena under the influence of extreme wave conditions were observed. Wen
et al. [9,10] also used the FVM method for numerical simulation and found that the power
coefficient overshoot is caused by the time lag between the output power and the wind farm
power. The time lag and the resultant power coefficient overshoot increase as the platform
surge frequency increases. In pitch motion, with the increase of the reduced frequency,
the mean power output decreases at a low tip speed ratio and increases at a high tip
speed ratio. Salehyar [11] investigated the dynamic response of a spar-buoy-based floating
wind turbine to non-periodic disturbances through a coupled aero-hydro-elastic numerical
model, observing the ability of the wind turbine to recover to the balanced position after
being disturbed. Lin [12] investigated the aerodynamic characteristics in system pitch and
surge motions and the asymmetric and complicated wake was observed. Tran et al. [13–16]
performed the CFD simulation based on the dynamic mesh technique and an advanced
overset moving grid method, respectively, to accurately consider the aerodynamic loads
of a three-dimensional wind turbine. Results summarized the comparisons of different
aerodynamic analyses under periodic surge, pitch and yaw motions to show the potential
differences between the applied numerical methods. Chen [17] proposed a model of a
spar-buoy and a semi-submersible floating wind turbine to compare with the experimental
results of the two. Nguyen [18] studied the fully coupled motion of FOWT and applied
the six degrees-of-freedom solid motion solver to multi-motion coupling to study the
coupling of the surge, pitch and yaw motions. Huang [19] discussed the dynamic response
of the local relative wind speed and local angle of attack of the blade section and the wind–
wave force acting on the floating platform to reveal the interaction mechanism between
the aerodynamic load and the motion of the platform with different degrees of freedom.
Fang [20,21] applied a 1:50 model FOWT to explore the aerodynamics and characteristics
of its wake under surge and pitch motions. Chen [22,23] investigated the aerodynamic
characteristics of the wind turbine under surge–pitch coupling and pitch–yaw coupling by
the combination of dynamic mesh and sliding mesh. The results show that the fluctuation
of the overall aerodynamic performance of the wind turbine dramatically with the increase
of amplitude and frequency. Sivalingam [24] examined the predictions of numerical codes
by comparing them with experimental data of a scaled floating wind turbine.

In addition to the research on changes in wind turbine performance caused by platform
motions, a series of studies have also focused on the tower shadow effect of the wind
turbine. Kim [25] and Quallen [26] found that the diameter of the tower has a greater
effect on the wind turbine than the gap between the tower and the blade, and the root
of the blade is more affected by the tower. Ke [27] proposed an effective method for
calculating the aerodynamic load and aeroelastic response of a large wind turbine tower
blade coupling structure under the yaw condition, taking full account of wind shear,
tower shadow, aerodynamic interaction and rotation effect. Noyes [28] used unsteady
aerodynamic experiments to analyze the influence of tower shadow effect on aerodynamic
loads and blade-bending moments of downwind two-blade wind turbines. Zhang [29]
found that the maximum displacement and Mises stress increase with the increase of the
average wind speed under the tower shadow effect. Li [30] investigated the aeroelastic
coupling effect under periodic unsteady inflows, indicating that the tower shadow effect
causes dramatic changes in the tilting moment, thrust force and output power when the
blade rotates in front of the tower. Wu [31] investigated the unsteady flow characteristics
in the tip region of the blade, observing the static pressure distribution of different blades
near the leading edge of the tip is very different due to the influence of turbulence intensity
and tower shadow effect.

According to the above literature review, the influence of the six degrees-of-freedom
motions of the platform on the FOWTs has been studied to a certain extent, and the
investigations on the tower shadow effect are mostly focused on the land-based fixed wind
turbine. Nevertheless, the effect of platform motions combined with the tower shadow
effect is rarely mentioned. This paper aims to investigate the unsteady aerodynamic
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characteristics of FOWTs under surge, pitch and yaw motions based on the tower shadow
effect. The unsteady dynamic numerical simulation of the aerodynamic characteristics
of the full-size wind turbine model in the rotating process was carried out using a UDF
(user-defined function) and embedded sliding mesh, and the unsteady Reynolds-Averaged
Navier–Stokes equations (RANS) and SST k-ω turbulence model are adopted. Considering
the effect of the tower shadow effect, the power, thrust and the pressure distribution of
blade sections under surge, pitch and yaw motions are compared and analyzed, and the
near wake and far wake flow fields of the wind turbine are analyzed.

2. Model and Numerical Methods

2.1. Governing Equations and Turbulent Model

The three laws of mass conservation equation, momentum conservation equation and
energy conservation equation need to be followed in fluid mechanics. For incompressible
fluids, the continuity equation and the momentum equation (Navier–Stokes equation)
can be used to describe the law of conservation of mass and momentum of the fluid.
Regodeseves [32] and Burmester [33] validated the accuracy of the model in simulating the
aerodynamic characteristics of FOWTs by comparing the simulation results of the model
with the experimental data.

The definition of the continuity equation, Reynolds equation and scalar Φ time-
averaged transport equation expressed in the tensor form are expressed as follows:
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where ρ is the air density, t is the time, ui and uj represent the Reynolds mean velocity
components of fluid, p is the pressure, μ denotes the coefficient of dynamic viscosity, S is
the generalized source term (i, j = 1, 2, 3) and Γ represents the diffusivity. τij corresponds to
six different Reynolds stress terms, which is defined as Reynolds stress.

The SST k-w model combines the advantages of the k-w model in the near-wall region
and the far-field calculation of the k-ε model, further modifies the turbulent viscosity and
adds an orthogonal diffusion term, which can well predict the separation of the fluid under
the negative pressure gradient. For the aerodynamic analysis of the wind turbine in this
paper, the SST k-w model has obvious advantages, which is used in the later simulation.

The transport equation expression of SST k-w is as follows:
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Γw

∂w
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)
+ Gw − Yw + Dw + Sw, (6)

where Gk is the turbulent energy caused by the average velocity gradient, Gw is the
turbulent dissipation rate, Γk and Γw represent the effective diffusivity of k and w caused
by turbulence, respectively, Yk and Yw are the dissipation of k and ω, Dw is the orthogonal
divergence, both Sk and Sw represent user-defined source items.

63



Processes 2021, 9, 1047

2.2. Floating Foundation

The floating foundation wind turbine is affected by wind, waves and currents in the
marine environment, which produces 6-DOF motions. As shown in Figure 1, the motion of
the platform includes three rotational components (pitch about X, roll about Y and yaw
about Z) and three translational components (sway in X, surge in Y and heave in Z). This
paper chooses a Spar floating wind turbine foundation for its larger draft, small vertical
excitation force and heave motion [34].

Figure 1. 6-DOF motions of a wind turbine floating foundation.

2.3. Wind Turbine Model

The NREL 5 MW wind turbine was selected as the research object, which is a three-
bladed, upwind wind turbine and the power control adopts variable speed and variable
pitch method. The diameter of the wind turbine is 126 m, and the hub height is 90 m. From
root to tip, DU series airfoils of different thicknesses are used, and NACA series airfoils are
used in the tip part. This study considers the existence of the tower, the bottom diameter of
the tower is 6 m, and the top diameter is 3.87 m. The numerical simulation of the wind
turbine is carried out under the rated operating conditions; the incoming wind speed is
11.4 m/s with the rotational speed of 12.1 r/min.

2.4. Flow Field and Boundary Conditions

As shown in Figure 2, the flow field calculation domain is divided into the external
static domain and internal rotation domain. The rotational domain is used to define the
rotation of the wind turbine relative to the external domain under the action of the inflow
wind. The origin of the coordinate system is located in the center of the hub. The rotational
domain is a cylinder with a diameter of 140 m and a height of 8 m. Considering the
vastness of the sea area, the calculation domain should be divided large enough to reduce
the influence of the boundary on the calculation accuracy [35]. The external flow field is a
combination of a hemisphere with a diameter of 6.3 R (R is 63 m radius of the wind turbine
rotor) and a cuboid with a width of 90 m. The inlet distance is 3.2 R from the rotation
domain, and the outlet distance is 8 R from the rotation domain.
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Figure 2. Computational domain of wind turbine flow field: (a) external domain; (b) rotational domain.

Due to the nested motion in the blade rotation domain, it is necessary to use the
embedded sliding mesh to define its rotation. The area where the inner and outer domains
are in contact with each other is set as the interface. There is a relative slip between the
interfaces and the flow field information is transmitted. The inlet and outlet of the external
flow field are set as velocity inlet and pressure outlet, respectively. Additionally, the
surface of the blade and the surrounding boundary of the external flow field are set as
non-slip walls.

2.5. Computational Mesh

The internal and external flow field of the wind turbine is divided into unstructured
grids by using MESH software. Figure 3 presents the grid generation in the overall
computational domain. As the blade structure of the wind turbine model is complex and
the tip position of the blade is too sharp, the grid size of the rotation region close to the
blade needs to be set smaller, and the surface grid of the blade is further refined, which
meets the requirements of the SST k-w turbulence model. As shown in Figure 3a, there are
a total of 8.27 million grids in the whole flow field, of which the internal flow field grid is
6.21 million and the external field grid is 2.06 million.

2.6. Computational Methods

The flow field of the wind turbine is simulated in ANSYS Fluent software, and the
unsteady Reynolds-Averaged Navier–Stokes equations (RANS) is solved by using the SST
k-w turbulence model considering the transition effects on the blade surface. The sliding
grid method is used to simulate the rotation of the wind turbine, which is set as a transient
calculation. The pressure-based solver is used, the SIMPLEC algorithm is selected for
pressure-velocity coupling, in which the second-order upwind scheme is used for pressure
term, convection term, turbulent kinetic energy equation and turbulent dissipation rate.
Based on the steady calculation results, the unsteady calculation for 20 s is carried out,
the additional calculation for 40 s is carried out in the case of platform motion, and the
last platform motion period after convergence is taken as the analysis result. The residual
of the continuity equation is reduced by at least four orders of magnitude in the process
of calculation.

Figure 1 has defined the form of platform motions, including surge, pitch and yaw,
which are the main factors affecting the aerodynamic performance of FOWTs. According
to the situation of the literature [36], the suitable amplitude and frequency parameters of
the floating foundation are selected, and the main motion parameters are shown in Table 1.
In order to realize the above platform motions, the additional speed change is compiled by
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the DEFINE_PFORILE macro of UDF. It is assumed that the motion of the FOWT floating
foundation is harmonic; its expression can be written as:

βi(t) = Ai sin(εit), (7)

where βi(t), Ai and εi (i = surge, pitch, yaw) denote the angle/displacement, amplitude and
frequency of the platform motion.

Figure 3. Computational mesh; (a) External domain; (b) Internal domain; (c) Hub surface mesh;
(d) Blade surface mesh.

Table 1. Floating foundation motion conditions.

Conditions Motion Displacement Amplitude Frequency

1 surge −5–5 m / 0.05 Hz
2 pitch / −5–5◦ 0.05 Hz
3 yaw / −15–15◦ 0.05 Hz

The motion of the floating foundation is described by the matrix between coordinate
systems [37]. The incoming wind speed is set to V = [Vx, Vy, Vz]T, where Vx, Vy, Vz
represents the partial velocity in the direction of X, Y and Z, respectively. the relative inflow
velocity of the platform during surge motion is converted into VS, which can be written as

VS = V(t) +

⎡⎣ 0
β′

surge(t)
0

⎤⎦ =

⎡⎣ 0
Vy + εsurge Asurge cos(εsurget)

0

⎤⎦, (8)

where β′
surge(t) denotes the velocity of surge motion at each moment.
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The pitch motion corresponds to the rotation βpitch of the floating platform around
the x-axis, and the incoming flow velocity is converted to the relative velocity VP, which
can be presented as

VP =

⎡⎣ 1 0 0
0 cos βpitch sin βpitch
0 − sin βpitch cos βpitch

⎤⎦V =

⎡⎣ 0
Vy cos(Apitch sin(εpitcht))
−Vy sin(Apitch sin(εpitcht))

⎤⎦ (9)

The yaw motion corresponds to the rotation βyaw of the floating platform around the
z-axis, and the incoming flow velocity is converted to the relative velocity VY, which can be
presented as

VY =

⎡⎣ cos βyaw sin βyaw 0
− sin βyaw cos βyaw 0

0 0 1

⎤⎦V =

⎡⎣ Vy sin(Ayaw sin(εyawt))
Vy cos(Ayaw sin(εyawt))

0

⎤⎦ (10)

3. Numerical Model Verification

3.1. Model Grid Independence Verification

Table 2 exhibits the numerical value of the wind turbine torque under different mesh-
ing precision, which are refined along the circumference of wind turbine blades. The
number of simulated grids is as follows: 2.86 million, 4.77 million, 6.71 million, 8.50 million
and 10.08 million.

Table 2. Torque of different gird sizes.

Cells Number (Million) 2.86 4.77 6.71 8.50 10.08 Reference Value

Torque (N m) 3.54 × 106 3.82 × 106 3.90 × 106 3.98 × 106 4.03 × 106 4.01 × 106

Relative error (%) 11.72 4.74 2.74 0.75 0.50

It can be found that with the refinement of the mesh, the error value of torque decreases
constantly, and the decrease becomes smaller and smaller. The mesh of 8.50 million is se-
lected for in-depth research due to the consideration of calculation accuracy and efficiency.

3.2. Model Power Verification

Due to the lack of feasible experimental data, the experimental results of Jonkman [38]
were selected for verifying the accuracy of the simulation. The cut-in wind speed of the
NREL 5 MW wind turbine is 3 m/s. When the wind speed reaches more than 3 m/s, the
wind turbine starts to operate. The rated wind speed is 11.4 m/s, and the rated speed is
12.1 rpm. When the wind speed exceeds the rated wind speed, the constant power control
is realized by changing the pitch angle and reducing the lift-drag ratio.

Figure 4 illustrates the comparison of stable power between numerical simulation and
experimental data under different incoming wind speeds. All of the results exhibited a
high consistency before the incoming wind speed reached 11.4 m/s, indicating that the
current simulation method has good accuracy and reasonable results.

3.3. Validation Considering the Tower under the Unsteady Condition

It should be noted that the change of additional wind speed caused by the motion of
the platform is synchronously added to the inlet velocity. The numerical model is verified
with and without tower under unsteady calculation, respectively. A sufficient degree of
steady condition calculation is carried out for the numerical model under rated conditions
first, and the results of the steady calculation are taken as the initial flow field under
unsteady wind speed conditions.
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Figure 4. Power comparison of different wind speeds.

The uniform wind speed is 11.4 m/s, which is set at the inlet of the flow field. The
speed of the wind turbine is 12.1 rpm. The time-step corresponding to 10◦ azimuth
increment with 40 pseudo-time sub-iterations is 0.137741 s. The rotation time of the wind
turbine for 4 cycles is calculated under unsteady conditions. Figure 5 shows the power
fluctuation with and without the tower and it indicated that the power of the wind turbine
tends to be stable after the wind turbine rotates for three cycles. Furthermore, a periodic
rotation variation of the wind turbine in stable operation was observed locally. Compared
with the non-tower, the existence of the tower makes the power decrease dramatically with
an azimuth of 120◦ apart. This phenomenon is consistent with Wen [39]’s research, which
verifies the influence of the tower shadow effect on the wind turbine.

Figure 5. Power variation under unsteady rated condition.

4. Results and Discussion

Due to the obstruction of the tower to the airflow, the interference effect of the tower
on the blades is different when the blades rotate to different azimuth angles. This paper
takes the blades rotating to the azimuth directly above the tower as the starting point. The
schematic diagram of the azimuth angle of the wind turbine blades is shown in Figure 6. θ
is the angle between the two blades, γ is the influence area of the tower shadow effect and
the wind turbine rotates counterclockwise.
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Figure 6. Schematic diagram of wind turbine blade-rotation phase angle.

4.1. Unsteady Aerodynamic Analysis under Surge Motion
4.1.1. Total Performance Analysis

Figure 7 illustrates the total power and thrust comparison with and without the tower
under surge motion. It can be observed that the fluctuation period of power and thrust is
consistent with the harmonic surge. The equilibrium position divides the power and thrust
curve into rising and falling parts, mainly because the power and thrust are proportional
to the relative wind speed. For f = 0.05 Hz, As = 5 m, as shown in Figure 7b, the maximum
power of the wind turbine without the tower is 6.98 MW, while the wind turbine with the
tower is 6.85 MW. Both of these were larger than the rated power, while the existence of
the tower reduced the maximum wind turbine power by 1.86%. The minimum power was
3.37 MW and 3.24 MW, respectively, and the power of the wind turbine with the tower was
reduced by 3.86%. The average power generation was 5.12 MW and 5.01 MW, respectively;
the latter was reduced by 2.15%. Further, the power fluctuated at a frequency thrice that
of the rotation frequency under the combination of surge and tower shadow, while the
surge motion played a leading role in the influence of power fluctuation. As shown in
Figure 7c,d, the trend of the axial thrust fluctuation was similar to the power. The peak
value of thrust without the tower was 888.3 KN; the wind turbine with the tower was
881.4 KN. Additionally, the valley value of thrust was 772.7 KN and 764.7 KN, respectively.
It can be seen that the peak and valley values of thrust were basically the same with or
without the tower. In addition, the average thrust was 772.7 KN and 764.7 KN, separately;
the latter was reduced by 1.04%. It can be concluded that the influence of the tower shadow
effect on thrust was less than that on power under the same condition of surge motion.

To further explore the variation mechanism of the aerodynamic load of the wind
turbine under platform motion, the airfoil-induced velocity distribution under surge
motion was analyzed, as shown in Figure 8. The surge motion of the platform produces an
additional induced speed Vind to the wind turbine, which is obtained by superposing the
surge speed with the free flow wind speed. When the platform moves forward, the Vind is
opposite to the incoming wind speed, and the relative wind speed increases. When the
platform moves backward, the Vind is in the same direction as the incoming wind speed,
and the relative wind speed decreases. Vind can be decomposed into chord velocity Vc and
radial velocity Vr on the rotating plane, the magnitude and direction of the relative velocity
Vrel acting on the rotating plane of the airfoil changes and the angle of attack changes
accordingly. This theoretically expounds the essence of the fluctuation of the aerodynamic
performance of the wind turbine under surge motion.
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Figure 7. Total aerodynamic comparison of surge motion; (a) power versus azimuth angle; (b) ex-
treme and average values of power; (c) thrust versus azimuth angle; (d) extreme and average values
of thrust.

Figure 8. Schematic diagram of airfoil-induced velocity under surge motion.
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4.1.2. Distribution of Pressure on the Blade Surface

Figure 9 shows the surge amplitude of the platform motion with reference to time.
The second period of stable surge motion of the wind turbine is selected as the research
object. Two typical positions were selected to analyze the pressure distribution on the
blade surface.

Figure 9. The two typical positions during surge motion.

The most fundamental influence of the tower shadow effect on the aerodynamic
performance of the wind turbine is the interference of the tower on the blade; the blade
surface pressure is the basic parameter to characterize the aerodynamic performance of
the blade. This section selects two typical positions in which the blade rotates to the front
of the tower under surge motion, and analyzes the pressure distribution under the root
(r/R = 0.32), middle (r/R = 0.63) and tip (r/R = 0.94) sections of the blade. The abscissa
is dimensionless as x/c (the abscissas of different points on the section/chord length of
the section).

Figure 10 shows the distribution of pressure in each section of the blade with and
without the tower at two typical positions in a surge cycle. It can be found that the pressure
difference distribution at position 1 at the corresponding section is greater than that at
position 2. It can be explained that the Vrel at each blade section reaches larger values due
to the forward surge velocity of the platform, while the Vrel decreases when the platform
surges backward. From the numerical point of view, the maximum pressure difference
of the wind turbine without the tower at 0.32 R, 0.63 R, 0.94 R section is 1952 Pa, 4240 Pa
and 7910 Pa, respectively. It can be seen that the closer to the tip of the blade, the greater
the pressure difference on the blade surface. In addition, the tower shadow effect mainly
affects the negative pressure value of the suction leading edge and the absolute value of
the maximum negative pressure difference in each section is reduced by 10.56%, 7.61% and
5.36%, respectively. It can be inferred that the closer to the tip of the blade, the less obvious
the interference of the tower shadow effect on the negative pressure of the suction surface.

4.1.3. Near Flow Field of Each Section of Blade

Figure 11 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under surge motion. Position
1 was selected for further analysis. For the convenience of analysis, the variation of
pressure fields near the blade surface and the distribution of absolute velocity streamline
are discussed, respectively.
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Figure 10. Distribution of pressure in each section of blade at position 1 and position 2.

By comparing the pressure field of the wind turbine with and without the tower at
the same cross-section, it is seen that there is an obvious negative pressure field behind
the suction surface of the blades. On the root and middle section of the blade, it can be
observed that the suction leading edge negative pressure field of the wind turbine without
the tower is larger and the negative pressure value is lower, while the pressure surface
is basically the same, and the interference of the tower on the pressure field in the tip
section is relatively small. These phenomena are in good agreement with the blade surface
pressure distribution results described in the previous section. In addition, the whole
negative pressure field at the root and middle section of the blade is obviously compressed
due to the interference of the tower, which leads to a decrease in the pressure difference
between the pressure surface and suction surface of the blade, thus reducing the overall
work capacity of the blade. This further explains that the average power of the wind
turbine decreases due to the influence of the tower shadow effect in the above results.
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Figure 11. Streamline and pressure contours on different blade sections under surge motion.

Meanwhile, the streamline change of the wind turbine with the tower is not obvious
compared with the wind turbine without the tower under surge motion, and the main
change is concentrated in the wake of the tower. In the 0.32 R section, the streamline behind
the tower shifts greatly, and the tower shadow effect is the most obvious in the interference
of the flow field. In the 0.63 R section, the streamline on both sides of the tower shifts, and
the flow field in this section is affected by both the tower shadow effect and the enhanced
blade rotation effect. In the 0.94 R section, there is an obvious stall separation in the flow
field behind the tower, and the separation point shifts to the direction of blade rotation.
The area near the root of the blade is the main area affected by the tower shadow effect
under surge motion, and the effect of the tower shadow effect weakens on the near wake
flow field with the increase of blade height.
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4.1.4. Wake Field behind the Wind Turbine

The main load source of the wind turbine is axial flow; the wake flow characteristics
are particularly important for the analysis of wind turbine aerodynamics. By comparing
the wake field with or without the tower, this section further illustrates the influence of
platform motion on the aerodynamics of the wind turbine.

Figure 12 shows the velocity distribution of the wake field under platform surge mo-
tion. The symmetry of the wake field is disturbed and the flow field is slightly compressed.
When the wind turbine moves forward, the average velocity of the wake field is greater
than that of the backward motion. Considering the effect of the tower shadow, the influence
range of the high-speed wake behind the hub expands, but it has little influence on the
tip vortex, and the rear of the tower is accompanied by a large vortex shedding range and
obvious vortex motion.

Figure 12. Velocity contours of wake field under surge motion.

4.2. Unsteady Aerodynamic Analysis under Pitch Motion
4.2.1. Total Performance Analysis

Figure 13 shows the overall power and thrust variation of the wind turbine with and
without the tower. The pitch amplitude corresponds to the fluctuation of power and thrust
values. For f = 0.05 Hz, Ap = 5◦, as shown in Figure 13a, the power of the wind turbine
fluctuates violently due to the existence of the tower, and it decreases sharply three times
in one rotation cycle of the wind turbine. As shown in Figure 13b, the maximum power of
the wind turbine without the tower was 5.16 MW, while the wind turbine with the tower
was 5.11 MW. The minimum power of the former was 5.01 MW, while that of the latter
s 4.70 MW. It can be seen that pitch motion slightly increases the peak and valley values
of power, but the extreme value of the wind turbine decreases due to the existence of the
tower. The average power generation was 5.06 MW and 4.98 MW, respectively; the latter
was reduced by 1.58%. It can be found that the pitch motion of the platform increases the
power of the wind turbine, but under the combination of pitch and tower shadow effect,
the power fluctuation is larger and the increase is smaller. As shown in Figure 13c,d, the
fluctuation trend of axial thrust is similar to that of power. The peak thrust and valley
thrust of the wind turbine without the tower are 780.7 KN and 771.6 KN, and those with
the tower are 777.9 KN and 751.1 KN, respectively. The average thrust was 774.5 KN and
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769.0 KN, separately; the latter was reduced by 0.71%. That is, in terms of numerical values,
the tower shadow effect slightly reduces the average power, while the average thrust is
almost unchanged under pitch motion.

Figure 13. Total aerodynamic comparison of pitch motion; (a) Power versus azimuth angle; (b) Ex-
treme and average values of power; (c) Thrust versus azimuth angle; (d) Extreme and average values
of thrust.

Figure 14 shows the induced velocity distribution of airfoil under pitch motion. The
pitch motion of the platform changes the angle between the incoming wind speed and the
rotating plane of the wind turbine and produces an additional induced velocity Vind. Vind
can be decomposed into chord velocity Vc and radial velocity Vr on the rotating plane, in
which the direction of chord velocity component Vc depends on the positive or negative
angle of pitch motion, which changes the relative velocity and direction of the rotating plane
of the airfoil, and the angle of attack changes correspondingly. It leads to the fluctuation of
the overall aerodynamic performance of the wind turbine under pitch motion.

4.2.2. Distribution of Pressure on the Blade Surface

Figure 15 shows the pitch amplitude and angular velocity of the platform motion with
reference to simulation time. The second period of stable pitch motion of the wind turbine
was selected as the research object, and the two typical positions of the wind turbine
moving forward and backward to the front of the tower were selected for further analysis.

Figure 16 shows the pressure distribution in each section of the blade with and
without the tower at two typical positions in a pitch cycle. In terms of numerical values,
the maximum pressure difference of the wind turbine without the tower at 0.32 R, 0.63 R
and 0.94 R sections is 1711 Pa, 3630 Pa and 7030 Pa, respectively. It can be found that the
pressure difference of each section of the blade under pitch motion is smaller than that
of surge motion. Comparing the pressure difference distributions of different sections
at two typical positions, it can be seen that the pressure difference distributions on the
pressure surface and the suction surface are basically the same. The change of the pressure
difference is not obvious under pitch motion. Besides, affected by the tower shadow effect,
the absolute value of the maximum negative pressure difference at the leading edge of
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suction in each section of the blade decreases by 9.02%, 7.31% and 4.93%, respectively.
Compared with surge motion, it can be seen that under pitch motion, the interference of
the tower shadow effect on each section of the blade is also mainly concentrated in the root
and tip of the blade, but the degree of interference is less than that of surge motion.

Figure 14. Schematic diagram of airfoil-induced velocity under pitch motion.

Figure 15. The two typical positions during pitch motion.
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Figure 16. Distribution of pressure in each section of blade at position 1 and position 2.

4.2.3. Near Flow Field of Each Section of Blade

Figure 17 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under pitch motion. The pitch
motion of the platform to the rear and the rotation of the wind turbine to position 1 directly
in front of the tower are selected for further analysis.

Comparing the pressure field on different blade sections with or without the tower
under pitch motion, it can be seen that the pressure difference distribution of the blade
surface is still concentrated on the leading edge of the blade. Under the influence of the
tower shadow effect, the range of the negative pressure field near the suction surface of
0.32 R section and 0.63 R section is reduced, and the absolute value of negative pressure
is smaller, but the negative pressure field of the suction surface of 0.94 R section has no
obvious change. This further shows that the influence of the tower shadow effect on the
pressure field is mainly concentrated in the root and the middle of the blade.
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Figure 17. Streamline and pressure contours on different blade sections under pitch motion.

Observing the streamline distribution shown in Figure 17, the main difference is still
concentrated in the near wake flow field of the tower. It can be seen that the distribution
of the streamline at 0.32 R section and 0.63 R section is similar under surge motion, but
there is an obvious stall separation vortex under the pitch motion at 0.94 R section, because
compared with the surge motion moving only in the horizontal direction, the pitch motion
applies a relative partial velocity in the vertical direction to the wind turbine when the
azimuth of the wind turbine changes. The angle between the direction of the incoming
flow velocity and the rotating plane of the wind turbine is constantly changing, which
makes the flow field more complex.
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4.2.4. Wake Field behind the Wind Turbine

Figure 18 shows the velocity distribution of the wake field under platform pitch
motion. The two moments when the wind turbine is in the balanced position and pitches
forward and backward, respectively, are selected for further analysis. It can be seen
that when the wind turbine without the tower is in the equilibrium position, the mutual
interference between the blade and the wake flow field is small, and the wake is more stable
compared with surge motion. Nevertheless, the symmetry of the flow field behind the same
wind turbine with the tower is affected, and there is an obvious low-speed disturbance
zone behind the tower, which increases the complexity of the wake.

Figure 18. Velocity contours of wake field under pitch motion.

4.3. Unsteady Aerodynamic Analysis under Yaw Motion
4.3.1. Total Performance Analysis

Figure 19 shows the total power and thrust comparison with and without the tower
under yaw motion. Similarly, the yaw amplitude corresponds to the fluctuation of power
and thrust values. For f = 0.05 Hz, Ay = 15◦, as shown in Figure 19a, it can be seen that the
power of the wind turbine with the tower is always lower than that of the wind turbine
without the tower under the same azimuth, and the power rises after three sharp drops
in a wind turbine rotation cycle, which is the result of the combined action of the tower
shadow effect and yaw motion. As shown in Figure 19b, under the effect of tower shadow,
the maximum, average and minimum power of wind turbines are reduced by 1.94%, 2.47%
and 4.16%, respectively. It can be concluded that the tower shadow effect aggravates the
change of power extremum under yaw motion. As shown in Figure 19c,d, the fluctuation
of the axial thrust value is consistent with that of the power value similarly; that is, they
reach their respective extremes at the same azimuth. Under the effect of tower shadow, the
maximum, average and minimum thrust of the wind turbine is reduced by 0.76%, 1.1% and
1.86%, respectively. It can be deduced that under yaw motion, the amplitude of the power
drop is obviously affected by the tower shadow effect, while the thrust decreases slightly.
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Figure 19. Total aerodynamic comparison of yaw motion; (a) Power versus azimuth angle; (b) Ex-
treme and average values of power; (c) Thrust versus azimuth angle; (d) Extreme and average values
of thrust.

Figure 20 shows the induced velocity distribution of airfoil under yaw motion. The
yaw motion of the platform produces an additional induced velocity perpendicular to
the rotation plane, and the direction of the Vind can be determined according to the right-
hand rule. When the platform rotates to the left, the angle between the direction of the
inflow velocity and the direction of Vind is an obtuse angle, and its relative inflow velocity
increases; on the contrary, when the platform rotates to the right, the angle between the
direction of the inflow velocity and the direction of Vind is an acute angle, and its relative
inflow velocity decreases. Vind can also be decomposed into chord velocity Vc and radial
velocity Vr on the rotating plane. Vr changes the rotation effect of the blade, and Vc causes
periodic fluctuations in the angle of attack and the sectional load of the blade.

4.3.2. Distribution of Pressure on the Blade Surface

Figure 21 shows the yaw amplitude and angular velocity of the platform motion with
reference to simulation time. The second period of stable yaw motion of the wind turbine
and two typical positions in front of the tower were selected for further analysis.

Figure 22 shows the pressure distribution in each section of the blade with and without
the tower at two typical positions in a yaw cycle. The azimuth moment of 180◦ and 900◦
rotation of the wind turbine is selected to study when the wind turbine is at a certain
yaw angle to both sides and the wind turbine is directly in front of the tower. In terms of
numerical values, the maximum pressure difference of the wind turbine without the tower
at 0.32 R, 0.63 R, 0.94 R sections is 1620 Pa, 3455 Pa and 6890 Pa, respectively. It can be
found that the pressure difference of each section of the blade under yaw motion is smaller
than that of pitch motion. Comparing the pressure distributions of the two kinds of wind
turbines at two typical positions, it can be found that the distributions are consistent. The
change of pressure difference at the different positions of yaw motion is also not obvious;
however, affected by the tower shadow effect, the absolute value of the maximum negative
pressure difference at the leading edge of suction in each section of the blade decreases
by 11.01%, 8.23% and 5.80%, respectively. It can be inferred that under yaw motion, the
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interference degree of the tower shadow effect on the negative pressure on the suction
surface of the blade is greater than that of surge motion.

Figure 20. Schematic diagram of airfoil-induced velocity under yaw motion.

Figure 21. The two typical positions during yaw motion.

4.3.3. Near Flow Field of Each Section of Blade

Figure 23 shows the interaction between the different blade sections and the tower
when the blade rotates to the shadow area of the tower under yaw motion. Position 1 was
selected for further analysis.

Under yaw motion, the distribution trend of the pressure field in each section of the
blade with or without the tower is similar to that of surge and pitch motions; the maximum
negative pressure is still concentrated near the leading edge of the suction of the blade,
and the tower compresses the negative pressure field and reduces the absolute value of
the maximum negative pressure. The main influence range of the tower shadow effect is
in the root and middle of the blade. From a numerical point of view, the blade surface
pressure difference of the same section under yaw motion is lower than that of surge and
pitch motions, which further shows that the work capacity of the wind turbine under yaw
motion is the worst among the three motions.
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Figure 22. Distribution of pressure in each section of blade at position 1 and position 2.

By comparing the streamline of each section of the blade with or without the tower,
the influence area of the tower shadow effect is still mainly concentrated in the wake flow
field of the tower, and the streamline shifts behind the tower toward the trailing edge of
the blade at 0.32 R section, which is mainly the interference of the tower. The streamline at
0.63 R section shifts in the opposite direction on both sides of the tower, which is the result
of the joint action of the tower shadow effect and the enhanced rotation effect. At 0.94 R
section, in addition to the weakening of the tower shadow effect and the enhancement of
the rotation effect, the yaw motion changes the upwind area of the incoming flow and the
rotating plane of the wind turbine, resulting in additional induced tangential velocity. The
streamline behind the tower shifts to a greater extent along the rotation direction of the
wind turbine.
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Figure 23. Streamline and pressure contours on different blade sections under yaw motion.

4.3.4. Wake Field behind the Wind Turbine

Figure 24 shows the velocity distribution of the wake field under platform yaw motion.
The two moments when the wind turbine is in the equilibrium position and begins to yaw
to the left and right side was selected for further analysis. The wake area of the wind
turbine without the tower shows a nearly symmetrical distribution under the balanced
position of yaw motion. Meanwhile, the high-speed wake area near the hub is smaller
than that under pitch motion; it can be concluded that the yaw motion could reduce the
induced velocity behind the hub. Furthermore, under yaw motion, the tower shadow effect
similarly leads to the asymmetric distribution of the wake field.
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Figure 24. Velocity contours of wake field under yaw motion.

5. Conclusions

This paper investigated the aerodynamic performance of NREL 5 MW FOWT with
a rigid blades turbine considering the tower shadow effect under surge, pitch and yaw
motions, respectively. The motion form of the platform is equivalent to the change of rela-
tive velocity of the wind turbine. The dynamic inlet wind speed is compiled for unsteady
numerical simulation using the UDF function. The accuracy of the numerical simulation
was verified by proper computational grids. Three independent platform motions and two
models with or without the tower were considered for calculation. The results illustrate
the wind turbine’s aerodynamics, including power, thrust, pressure distribution and flow
field. The conclusions can be drawn as follows:

(1) The fluctuation frequency of power and thrust is always consistent with the motion
frequency of the platform. The power is more obviously affected by the tower shadow
effect than the thrust, in which the decrease of power is the largest under yaw motion,
second-largest under surge motion, and smallest under pitch motion, with a decreased
range of 1.58–2.47%.

(2) The influence of the tower shadow effect on the pressure difference of the wind
turbine is mainly concentrated at the suction leading edge of the blade under different
platform motions, and the interference ability of the tower from the root to the tip of the
blade weakens along the blade-spreading direction. The pressure difference under yaw
motion is most obviously interfered with by the tower, and the average maximum negative
pressure is reduced by 8.35%, which is not conducive to the output power of FOWTs.

(3) For the pressure field, the tower shadow effect obviously compresses the range of
the negative pressure field of the root and middle sections of the blade, while the negative
pressure field of the tip section is less affected. For the near wake flow field, the wake of
the tower at the root section is the most seriously interfered by the tower; the influence of
the tower shadow effect decreases with the increase of the blade height and the additional
induced velocity produced by yaw and pitch motions makes the near wake flow field of
the tower more complicated.

(4) The wake field changes most violently under surge motion; the wake flow field is
relatively stable under pitch and yaw motions. Besides, the tower shadow effect leads to
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the increase of the velocity gradient near the hub, and the influence range of the high-speed
wake of the tower wind turbine hub is the farthest under surge motion.

In view of these findings, the platform motion and the tower shadow effect have a
great impact on the steady operation of FOWTs, and the combination of the two causes
greater interference to the flow field. However, this paper only considers the aerodynamic
characteristics of FOWTs under single-degree-of-freedom (surge, pitch and yaw) motion,
and future research on factors such as heave, roll, sway and multi-degree-of-freedom
coupling motions are worthy of more in-depth discussion.
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Abbreviations

FOWT Floating Offshore Wind Turbine
CFD Computational Fluid Dynamic
6-DOF Six Degrees-of-Freedom
BEM Blade Element Momentum
FVM Free Vortex Method
UDF User-Defined Function
RANS Reynolds-Averaged Navier–Stokes equations
V Incoming Wind Speed

Nomenclature

VS the relative inflow velocity under surge motion
VP the relative inflow velocity under pitch motion
VY the relative inflow velocity under yaw motion
θ the angle between two blades
γ the influence area of the tower shadow effect
ω the rotational speed of the wind turbine
Vind the induced velocity of platform motion
Vrel the relative velocity
As surge amplitude
Ap pitch amplitude
Ay yaw amplitude
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Abstract: This paper presents a probabilistic framework for updating the structural reliability of
offshore wind turbine substructures based on digital twin information. In particular, the information
obtained from digital twins is used to quantify and update the uncertainties associated with the
structural dynamics and load modeling parameters in fatigue damage accumulation. The updated
uncertainties are included in a probabilistic model for fatigue damage accumulation used to update
the structural reliability. The updated reliability can be used as input to optimize decision models for
operation and maintenance of existing structures and design of new structures. The framework is
exemplified based on two numerical case studies with a representative offshore wind turbine and
information acquired from previously established digital twins. In this context, the effect of updating
soil stiffness and wave loading, which constitute two highly uncertain and sensitive parameters, is
investigated. It is found that updating the soil stiffness significantly affects the reliability of the joints
close to the mudline, while updating the wave loading significantly affects the reliability of the joints
localized in the splash zone. The increased uncertainty related to virtual sensing, which is employed
to update wave loading, reduces structural reliability.

Keywords: offshore wind substructures; reliability updating; probabilistic fatigue assessment; digital
twins; uncertainty quantification

1. Introduction

The offshore wind industry has experienced significant growth over the last decade [1].
As a result, the number of offshore wind turbines operating in Europe has reached 5402
in 2020 [2], with much more planned to be installed worldwide in the close future [3].
The typical lifetime of an offshore wind turbine ranges between 20 and 25 years, which
means that over the coming years a large number of these structures reach their intended
lifetime, and operators will have to take actions regarding their assets. Potential actions,
denoted as decision models, can be to decommission, re-power, perform inspections, or
extend lifetime. An optimal decision depends on what specific business model the operator
pursues, but, regardless of the business aspect, an accurate and precise estimation of the
structural reliability is key in making such a decision [4].

A digital twin-defined as a digital replica of a physical asset [5,6]-can help us to assess
the structural integrity of existing structures more accurately and precisely compared to
predictions from generic design practices because consistent and updated information
of the structure is available. This has been successfully demonstrated in the oil and gas
industry [7,8], in aerospace engineering [9], and in the offshore wind industry as well [10].
In fact, a number of wind standardization committees, including Det Norske Veritas
(DNV) [11,12], International Electrotechnical Commission (IEC) [13], and Federal Maritime
and Hydrographic Agency (BSH) [14], are working on design recommendations on how to
use measurement data and inspection information to optimize decision models for existing
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wind turbines. Currently, a key missing aspect is how to use the improved structural
models contained in digital twins to subsequently improve the decision models.

Although fully physics-based digital twins have not yet been applied to improve
decision models for wind turbines, some publications already indicate how measurement
data can be used to achieve such an improvement. Nielsen and Sørensen [15] applied
dynamic Bayesian networks to calibrate a Markov deterioration model based on past in-
spection data of wind turbine blades. Ziegler and Muskulus [16] investigated the feasibility
of lifetime extension for offshore wind monopile substructures, with particular focus on
identifying important parameters to monitor during the operational phase of the turbines.
Leser et al. [17] presented a general framework for fatigue damage estimation based on in
situ measurements. Mai et al. [18] focused on prediction of the remaining useful lifetime
of wind turbine support structure joints using met-ocean in situ data. Augustyn et al. [19]
extended a conceptual framework for updating decision models based on information
from a digital twin, initially proposed by Tygesen et al. [7], to be applied to offshore wind
substructures. In the framework, a digital twin is established with an updated structural
and load model, and subsequently the digital twin is used to quantify uncertainty and
update the structural reliability.

In the present paper, we outline the framework by Augustyn et al. [19] beyond its
conceptual level and propose a probabilistic method for updating the structural reliability of
offshore wind turbine substructures based on new information obtained from digital twins.
Depending on the information type available, various methods for updating reliability
can be used [20]. If information on the structural integrity becomes available, for example,
by an inspection of joints to identify potential cracks, risk-based inspection methods can
be applied [21–24]. Even though the inspection planning methodology is matured and
well-proven in industrial applications [25], its feasibility for the majority of offshore wind
applications is questionable due to the profound inspection costs [26]. A more economically
feasible alternative, in the form of condition-based monitoring, is typically investigated
for offshore wind applications [27,28]. In this context, condition monitoring data can be
applied to identify structural damage, and then the resulting integrity information can
be employed for updating reliability [29]. Application studies have been presented for
mechanical components in turbine [30] and wind turbine blades [4]. However, in these
studies, the condition monitoring data merely provide structural integrity information at a
global level-that is, if damage is present or not. In the present study, we aim at enhancing
the spatial resolution of the integrity assessment and hereby provide information at a local
(joint) level. Consequently, this paper proposes a framework where condition monitoring
data are used to update structural models; these updated models are subsequently used to
update structural reliability, including uncertainty stemming from the updating procedure.

The contribution of this paper consists of: (1) proposing a method on how the un-
certainties related to the structural dynamics and load modeling in fatigue damage ac-
cumulation can be quantified and updated based on updated distribution functions of
model parameters, which can be acquired with the aid of a digital twin. Subsequently,
(2) we present a framework where the updated uncertainty is used to update the structural
reliability based on a well-established probabilistic model [31,32]. Generally, the framework
can be used for optimization of operation and maintenance of existing turbines and design
of new structures. The framework is exemplified based on two numerical case studies, in
which digital twins established in previous studies by the authors [33,34] are included.

The remainder of this paper is organized as follows. In Section 2, we outline the
concept of structural reliability estimation and convey the motivation for the proposed
structural reliability updating framework, which is presented in Section 3. The two fol-
lowing sections address the numerical case studies used to exemplify the framework for
existing and new substructures; Section 4 describes the setup of the case studies and
Section 5 presents the appertaining results. Finally, this paper closes with concluding
remarks in Section 6.
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2. Background and Problem Statement

A wind turbine consists of structural components, for which reliability analysis is
performed using structural reliability theory [35], and electrical/mechanical components,
for which classical reliability models can be used, with the main descriptor being the failure
rate or the mean time between failure (MTBF). Regardless of the component type being
addressed in the reliability analysis, a probabilistic model describing the component’s
integrity is required. The reliability of electrical/mechanical components is typically
modeled by a Weibull model for the time to failure and the components are assumed to
be statistically independent. Using, for example, failure tree analysis (FTA) and failure
mode and effect analysis (FMEA), system reliability models can be established and the
reliability update can be performed when new information becomes available [36–38]. In
the present paper, jacket-type steel wind turbine substructures are considered, so structural
reliability techniques are required to model loads, resistances, and model uncertainties and
to account for the correlation between the components. The fatigue damage is often design
driving for the structural components of offshore wind substructures, such as joints. In this
instance, fatigue damage accumulation can be expressed in terms of probability of failure
or, equivalently, by the reliability index [39].

Let g(t) be the fatigue limit state at year t ∈ N for an offshore wind substructure;
then [32,40],

g(t) = Δ −
l

∑
i=1

z

∑
j=1

Ni,j pit

KΔs−m
i,j

(XdXlXs)
m, (1)

where Δ is the fatigue resistance and the double summation expresses the accumulated
fatigue damage. In particular, Δ is a stochastic variable representing the limit value of
the accumulated fatigue damage estimated using, for example, SN curves, including the
uncertainty related to application of Miner’s rule for linear fatigue damage accumulation.
In the expression for the fatigue damage, pi is the yearly probability of occurrence for sea
state i (including wind and wave parameters), Ni,j is the number of cycles for the ith sea
state and jth stress range Δsi,j, and K and m are the parameters related to the SN curve,
with m being the Wöhler exponent [41]. The uncertainties related to the SN curve approach
are included by modeling K as a stochastic variable. Xd, Xl , and Xs are stochastic variables
that model the uncertainties associated with the structural dynamics, load modeling and
stress concentration.

If g(t) ≤ 0, the limit state is exceeded and the structure fails, while g(t) > 0 im-
plies that the structure is safe. The probability of fatigue failure in the time interval
t ∈ [0, T], Pf (t) = P(g(t) ≤ 0) can be estimated by first-order and second-order reliability
methods [39] or, as is the case in this paper, by Monte Carlo methods [42]. The corre-
sponding reliability index, β, can be computed as β(t) = −Φ−1

(
Pf (t)

)
, where Φ is the

standard normal distribution function. The annual reliability index, Δβ, can be calculated
analogically assuming a reference period of one year.

We note that (1) Xd and Xl may be correlated, and, in this instance, they should be
modeled by a joint probability density function with correlation coefficient ρ and (2) a
linear formulation of the limit state equation can be readily generalized for a bi-linear
formulation of the SN curve. The parameters in model (1) are elaborated in Section 2.1.

2.1. Uncertain Parameters and Their Modeling

The uncertainty modeling related to structural reliability due to fatigue damage is
summarized in Figure 1. In the framework proposed in Section 3, we focus on updating
stochastic variables related to structural dynamics and loading uncertainty, as schematically
indicated by the dark blue boxes in Figure 1. The remaining part of the uncertainty (the
light blue boxes in Figure 1) can be quantified based on experiments and data. This is not
considered in the proposed framework, but a brief discussion is provided in the present
subsection for the sake of completeness.
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Figure 1. Stochastic variables modeling uncertainty in fatigue damage accumulation. The stochastic variables from the
probabilistic model (1) are represented by separate boxes. The light blue boxes indicate stochastic variables estimated based
on generic, design-based recommendations. The dark blue boxes indicate stochastic variables that can be quantified and
updated based on new information from a digital twin.

2.1.1. Met-Ocean Model

The joint probability distributions of the wind-wave climate is discretized by a finite
number of short-term sea state simulations including random wind and wave seeds to
model a stochastic process [40]. Met-ocean uncertainty is included in (1) by the yearly
probability of each sea state, denoted pi. The met-ocean uncertainty can be quantified if
long-term climate parameters are monitored [18,43].

2.1.2. Structural Dynamics

Estimating dynamic system properties is associated with uncertainties [44]. The
uncertainties stem from environmental and operational variability, non-stationary sea
states (fluctuating mean sea water level), time-variant structural conditions (corrosion,
scour), output noise, and the formulation of the structural model, including modeling of
highly uncertain parameters such as soil stiffness, joint stiffness and damping. We note
that the output noise relates to the noise in the acceleration and/or strain signals, which
is propagated through system identification procedures and results in uncertainty of the
updated structural model parameters [44]. The structural dynamics uncertainty is included
in (1) through the stochastic variable Xd.

2.1.3. Loading

Depending on the location of the wind turbine, the loading may include the following
exogenous sources and their inherent uncertainties:

• Hydrodynamic loading-uncertainty related to calculating wave loads that stems from
different wave theories (linear vs. non-linear), Morison’s equation, stretching and
mass and drag coefficients.

• Aerodynamic loading-uncertainty related to calculating wind loads that stems from
wind turbulence, wake model, and shear coefficient.

• Ice loading-uncertainty related to calculating ice loads, for example, ice thickness, ice
crushing strength and ice failure regime.

• Earthquake loading-uncertainty related to calculating earthquake loads, for example,
earthquake acceleration profile, structural response, soil-structure integration, and
force transfer.

If loading uncertainty is quantified based on information from digital twins, the main
part of the uncertainty is related to obtaining the structural response due to external loading.
This response is typically estimated based on virtual sensing methods, which are associated
with uncertainties [34,45]. The loading uncertainty is included in (1) through the stochastic
variable Xl .

2.1.4. Stress Concentration

Stress ranges in specific locations can be estimated based on simplified parametric
equations, for example, Efthymiou [46] or detailed finite element (FE) models. The stress
concentration uncertainty is included in (1) through the stochastic variable Xs. The stress
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concentration uncertainty can be quantified if a detailed FE model is used to establish hot
spot stresses [47] or if hot spot stresses are measured directly.

2.1.5. SN Curve

The uncertainty in parameter estimation from the SN curve approach [48] is included
in (1) through the stochastic variable K and the deterministic parameter m. If a bi-linear SN
curve is used, then stochastic variables are used to model the two branches of the SN curve.
The SN curve uncertainty can be quantified if fatigue testing is performed [48].

2.1.6. Fatigue Damage

Uncertainties related to the accumulated fatigue damage model (Miner’s rule [49])
and the crack propagation method (Paris–Erdogan [50] or fracture mechanics) is included
in (1) by modeling the resistance, Δ, as a stochastic variable.

2.2. Current State-of-Practice for Reliability Updating

Design standards define a specific level of reliability that offshore wind substructures
must fulfill, for example, a target annual reliability index of Δβ = 3.3 in IEC 61400-1 [31,40].
Reliability levels indicated in standards assume a generic level of uncertainty representative
for all types of substructures and locations. Because the uncertainty is assumed to cover a
wide range of structures and locations, the resulting design is, in many cases, conservative.
The level of conservatism can be quantified when new information specific to a particular
structure becomes available. One way of obtaining such information is by means of
digital twins, which can be used to quantify the uncertainty and subsequently update the
structural reliability.

3. Structural Reliability Updating Framework

In this paper, we propose a probabilistic framework in which digital twin informa-
tion is used to update the uncertainties associated with the fatigue damage accumulation,
which are then used to update the structural reliability. In particular, we use the updated
parameters from the established digital twins to quantify the model uncertainties of the
structural dynamics, Xd, and load modeling, Xl . The updated uncertainties are quantified
based on a forward propagation method, which allows quantifying separate uncertainty
sources stemming from specific model parameters. Having updated the relevant uncer-
tainty contributions from the updated model parameters, the reliability is updated based
on the linear probabilistic limit state Equation (1). Finally, the updated reliability serves as
a decision basis for a decision model update. A schematic illustration of the framework is
seen in Figure 2, and steps one to six are described in Sections 3.1–3.6.

Data Value

1) Model updating 2) Input parameters 3) Uncertainty
propagation

4) Uncertainty
quantification 5) Reliability update 6) Decision model

αi D(αi) Xd, Xl Δβ(t)

Figure 2. Structural reliability updating framework based on information from a digital twin. Updated parameters from
the digital twin are used to quantify uncertainty in fatigue damage accumulation. Subsequently, the structural reliability
is updated.

3.1. Model Updating

It is assumed that an updated structural model (step one) is available, which can be
obtained based on well-established model formulation and updating procedures [51].
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3.2. Input Parameters

The distribution functions of the updated model parameters (available from step one)
are used in step two as input for the uncertainty quantification procedure. The stochastic
variables reflect both the aleatory and epistemic uncertainties, which constitute the updated
Xd and Xl uncertainties.

3.3. Uncertainty Propagation

The effect of the updated model parameters on the fatigue damage accumulation is
established by a Monte Carlo uncertainty propagation method [52], as indicated in step
three in Figure 2. Based on the uncertainty in the input parameters (i.e., the distribution
functions of the updated numerical model parameters), we obtain the distribution of
fatigue damage, hence quantifying the uncertainties in fatigue damage due to the updated
model parameters. The uncertainty quantification procedure is described next. The aim is
to express the uncertainty as a stochastic variable multiplied to the fatigue stress ranges.

The uncertainty in fatigue damage accumulation due to an uncertain parameter, αj ∈ α,
can be quantified by simulating n realizations from this parameter’s distribution function
and calculating the corresponding fatigue damage. When calculating fatigue damage, the
remaining parameters are assumed to be deterministic. Moreover, the fatigue damage is
calculated assuming one sea state parameter. In this way, the introduced uncertainty is
solely governed by the variability of αj, hence quantifying this parameter’s contribution
to the fatigue damage accumulation uncertainty. For example, a distribution function of
updated soil stiffness implies structural dynamics uncertainty, while a distribution function
of an updated inertia coefficient in Morison’s equation implies loading uncertainty.

Among a number of uncertainty quantification methods [53], a Bayesian framework [54]
is recommended by a number of standard committees, for example, IEC and Joint Com-
mittee on Structural Safety (JCSS), due to its sound theoretical basis and wide range of
applicability. However, a main challenge in the Bayesian framework is the requirement of a
prior distribution on the parameters to be quantified. In the context of offshore wind uncer-
tainties, information on prior distributions is not available in the background documents
for the above mentioned standards and committees. Consequently, in the proposed frame-
work, we implemented a simplified method where we start with the uncertainty modeling
consistent with the design standard of wind turbines [40], and subsequently we quantify
the uncertain parameters already included in (1) using the maximum likelihood method.

Assuming the fatigue damage, modeled as a stochastic variable depending on the
uncertain parameter αj, is normally distributed, D(αj) ∼ N

(
μDj , σ2

Dj

)
, the fatigue dam-

age distribution (mean value μDj and standard deviation σDj ) can be found through the
maximum likelihood method, where the likelihood is defined as

L
(

μDj , σDj

)
=

n

∏
i=1

1√
2πσDj

exp

⎛⎝−1
2

(
Di − μDj

σDj

)2
⎞⎠, (2)

with Di being the fatigue damage associated with the ith realization of αj computed based
on the updated structural model contained in the digital twin.

The log-likelihood function becomes

ln L
(

μDj , σDj

)
= −n ln

(√
2πσDj

)
−

n

∑
i=1

1
2

(
Di − μDj

σDj

)2

, (3)

and the optimal parameters are found to be

argmax
μDj , σDj

ln L
(

μDj , σDj

)
. (4)
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3.4. Uncertainty Quantification

The procedure outlined in the previous subsection quantifies uncertainty in fatigue
damage accumulation. However, the probabilistic model (1) requires uncertainty in stress
ranges rather than in the fatigue damage. Therefore, it is now described how uncertainty
in fatigue damage can be transformed into uncertainty in stress ranges, as indicated in step
four in Figure 2.

The fatigue damage accumulation, D, is proportional to the stress ranges, Δs, accord-
ing to D ∝ Δsm (assuming a linear SN curve), from which it follows Δs ∝ D1/m. The stress
range distribution parameters can be computed from Monte Carlo simulations. Alterna-
tively, assuming the damage distribution function is normal, the stress range distribution’s
mean, μΔs, and coefficient of variation (CoV), cΔs, can be approximated as

μΔs = μ1/m
i (5)

and
cΔs =

ci
m

, (6)

where μi and ci are the mean and CoV of the fatigue damage distribution due to the
uncertainty associated with αj.

3.5. Reliability Update

The quantified and updated uncertainties can be consistently included in the prob-
abilistic framework to update the reliability level. The probabilistic model (1) is used to
derive an annual reliability level, Δβ(t), given the updated uncertainties. This procedure is
indicated in the fifth step in Figure 2, where two reliability curves (with and without using
information from a digital twin) are schematically presented. The outcome of the reliabil-
ity update (increase or decrease) depends on the outcome of uncertainty quantification
(increased or decreased).

3.6. Decision Models

Given new information from digital twins becomes available (either during operation
or already in the design stage), the decision models can be updated as indicated by the last
step in Figure 2. The digital twin information can be included based on Bayesian decision
theory [24,55]. For existing structures, an operation and maintenance decision plan can be
optimized based on an updated reliability level, for example, an updated inspection plan or
lifetime reassessment. More specifically, a reliability-based inspection planning technique
can be implemented [56] and some of the inspections can be removed (if any were planned
during the lifetime of the structure in question) or new inspections can be included if the
structural integrity is compromised. For new structures, the expected outcome of a future
digital twin can be used to optimize structures already at the design stage (before the digital
twin information becomes available) by the use of Bayesian pre-posterior theory [54].

4. Case Study Setup

To demonstrate an application of the proposed framework, we consider an example
where information from a digital twin of an offshore wind jacket substructure is used
to update the structural reliability of the substructure. The numerical models of the
substructure and the turbine are described in Sections 4.1.1 and 4.1.2, followed by a
description of the analyzed load case scenarios in Section 4.1.3. Based on the simulation
results (in the form of stress range distributions), the structural reliability of selected
joints is calculated in Section 4.2.1 by assuming a generic level of uncertainty. The results
are nominal and are, in Section 5, compared with the results obtained by using digital
twin information.
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4.1. Modeling

We simulate a numerical model of a 7 MW jacket-supported turbine using the pro-
cedure outlined by Nielsen et al. [57] and applied by, e.g., Augustyn et al. [34]. The
simulation procedure consists of the following steps: (1) the substructure model and corre-
sponding wave loading are reduced to a Craig–Bampton superelement [58] with 30 internal
modes accounting for internal substructure dynamics. A convergence study has been
performed to ascertain that the reduced model (including 30 modes) adequately captures
the relevant modal parameters of the non-reduced system. Subsequently, (2) the wind
loading is computed through aero-elastic analyses, in which the substructure superelement
is included. Finally, (3) the force-controlled recovery run outlined by Nielsen et al. [59] is
performed, where the response of the substructure is recovered and relevant measurements
are extracted. The applied model is formulated using state-of-the-art modeling approaches
included in a typical design procedure for jacket substructures, and the model has been
validated to accurately and precisely represent the structural dynamics of a combined
substructure and wind turbine system [60,61].

4.1.1. Substructure

The jacket substructure and its appertaining wave loading were modeled using ROSAP
(Ramboll Offshore Structural Analysis Programs), version 53 [62]. The jacket substructure
considered in this study, which is depicted in Figure 3, has a total height of approximately
75 m. The substructure comprises three legs, each with a diameter ranging between 1.2
and 1.7 m, and four brace bays, each with a diameter ranging between 0.8 and 1.1 m. The
substructure model includes, i.a., soil-pile interaction, local joint flexibility, scour, marine
growth and appurtenance masses. The water depth is 55 m and the soil conditions are
characterized as clay. The substructure includes 50 m grouted piles. The soil-structure
interaction is modeled by the use of soil curves linearized according to the API method [63].
The structural damping was modeled according to a Rayleigh model [64] with 0.5% and
1% modal damping in the first and second bending modes, respectively.

Figure 3. Substructure model used in the case studies. (A) Side view, (B) side view with indication of
levels (blue circles indicate joints analyzed in the case studies) and (C) top view with indication of
directions, side and leg names. NB: a wind turbine model is not shown in the figure.

The locations of the selected joints considered in the case studies are indicated in
Figure 3B. The joint levels range between 13 (mudline) to 50 (top of the jacket). Results
for sides B and C of the jacket, see Figure 3C, are provided. The joints are named in the
following way: 50CL, where 50 indicates the level, C is the jacket side, and L indicates the
lower element in the joint.
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4.1.2. Wind Turbine

The substructure carries a representative 7 MW turbine, which is modeled in LACflex
aero-elastic code [65]. The turbine includes a 90 m tubular tower with a diameter ranging
between 4 and 6 m. Along the tower, three concentrated masses are assumed to emulate the
effect of secondary-structures. The aero-elastic code employs a modal-based representation
of the turbine (including the tower, rotor and blades). An aerodynamic damping contribu-
tion is included through the fluid-structure interaction when calculating aero-elastic forces.
The wind turbine model was originally developed for industrial purposes, where it was
applied in commercial projects. A rather similar model (albeit a 5 MW turbine instead of
7 MW), which adheres to the same modeling principles, has been applied in other studies
on structural dynamics of wind turbines [34,66].

4.1.3. Load Cases

In this study, we consider the fatigue failure mode in the normal operating condition
(design load case (DLC) 1.2 [40]). For a typical offshore wind jacket substructure, this DLC
accounts for most of the fatigue damage [67].

The met-ocean parameters applied in this study are derived based on measurements
from a representative North Sea site [68] and are summarized in Table 1. The wind speed
ranges between 4 and 31 ms−1, resulting in nb = 15 wind speed bins. For each wind speed
bin, representative wave parameters, i.e., the significant wave height and peak period,
are assigned. The significant wave height ranges from 0.1 to 7.9 m while the peak period
ranges from 3.0 to 9.6 s. The met-ocean parameters along with their yearly probability of
occurrence are derived from a site-specific joint probability distribution function, which
is a common design practice [40]. A total of nd = 12 wind directions are analyzed (wind
and waves are assumed fully aligned). For each wind speed, a total of nTI = 5 turbulence
intensity quantiles, namely, q ∈ [q10, q30, q50, q70, q90], are considered. The quantiles for
each wind speed are calculated based on the Weibull distribution according to the IEC
standard [40] for turbulence class B. The turbulence intensities for the given site ranges
from 0.09 to 0.31. The fatigue damage is scaled with the corresponding turbulence intensity
quantile probability, hence representing the target Weibull distribution. Every load case
(wind speed, wave height, peak period and turbulence intensity) is simulated with ns = 6
seeds. The total number of load cases analyzed is nt = nbndnTIns = 5400.

Table 1. Load case definitions according to IEC [40] and representative site-specific parameters.

Turbine State DLC Wind Speed, U (ms−1) Turbulence, TI (-) Wave Height, Hs (m) Wave Period, Tp (s) Direction (deg)

Operational 1.2 4–31 0.31–0.09 0.1–7.9 3.0–9.6 0–330

4.2. Nominal Results

The structural reliability of selected joints of the jacket substructure is evaluated based
on model (1) and the variables are summarized in Table 2. The stress ranges, Δσ, and
number of cycles, N, were obtained from simulations. The SN curves for tubular joints
in air and in seawater with cathodic protection are used according to [48]. The SN curve
for the air environment are applied to the joint at level 50. For the remaining joints, the
SN curve for seawater with cathodic protection is applied. For tubular joints exposed
to seawater with cathodic protection, negative inverse slopes of m1 = 3 and m2 = 5 and
intercepts of log Kc1 = 12.18 and log Kc2 = 16.13 are assumed to calculate the characteristic
SN curve. For tubular joints in air environment, the following values can be used: log Ka1 =
12.48 and log Ka2 = 16.13, while assuming the same m values as for seawater environment.
The mean SN curve for the probabilistic analysis was calculated from the characteristic SN
curve’s intercepts assuming a standard deviation of 0.20 [48].
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Table 2. Variables used in the probabilistic model to estimate fatigue damage accumulation in the
nominal case [32].

Variable Distribution Mean CoV Std. Dev. Ref.

Δ N 1.00 0.30 N/A [69]
logKc1 N 12.58 N/A 0.20 [48]
logKc2 N 16.53 N/A 0.20 [48]
logKa1 N 12.88 N/A 0.20 [48]
logKa2 N 16.53 N/A 0.20 [48]

m1 D 3 N/A N/A [48]
m2 D 5 N/A N/A [48]
Xd LN 1.00 0.10 N/A [31]
Xl LN 1.00 0.10 N/A [70,71]
XS LN 1.00 0.05 N/A [70]

Distribution: N-normal, LN-logNormal, D-deterministic.

4.2.1. Annual Reliability

The annual reliability index as a function of time, Δβ(t), is calculated based on the
state-of-the-art probabilistic methods described in Section 2. The limit state Equation (1)
was applied using the standard-based variables provided in Table 2. The reliability indices
are presented in Figure 4 and Table 3 and are denoted as the nominal results. The results
represent the situation where no additional knowledge from a digital twin is available. The
results are provided for 10 selected joints, which are typically critical for a jacket design.

The structure is designed to have a fatigue lifetime of 25 years. The fatigue lifetime
ends when the annual reliability index reaches the target value Δβ = 3.3, which serves as
the basis for reliability-based calibration of safety factors in recognized design codes [31,40].
For the considered case study, the design driving joints are 13BU and 40CU with a lifetime
of 25 and 27 years. Joint 13BU is located close to the mudline, while joint 40CU is located
slightly below the splash zone. Joints 40CL, 40BL, 25BU and 25BL have a lifetime between
50 and 100 years, while the remaining joints have a lifetime above 100 years.

Table 3. Fatigue lifetime derived based on probabilistic model (1) and stochastic variables presented
in Table 2.

Joint Fatigue Lifetime (Years)

50CL >100
50BL >100
40CL 54
40BL 77
40CU >100
40BU 25
13CU 27
13BU >100
25BL 98
25BU 86
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Figure 4. Structural reliability as function of time for the nominal model.

5. Case Study Results

In this section, we exemplify how new information from digital twins can be included
in the proposed framework to quantify uncertainty and subsequently update structural
reliability for the particular case study. We use information from previously established
digital twins [33,34]. The effect of structural dynamics uncertainty, Xd, is investigated based
on a model updating study presented in [33], where the soil stiffness, ks, was calibrated
based on in situ measurements. The effect of loading uncertainty, Xl , is investigated based
on a virtual sensing study [34], where modal expansion was used to estimate unmeasured
field quantities. The results are presented and discussed based on two design driving joints,
namely, 13CU and 40BU.

5.1. Updating Structural Dynamics Uncertainty

In this subsection, we present the updated structural reliability based on an updated
structural dynamics uncertainty. First, we present a sensitivity study on updating soil
stiffness, followed by a case study based on in situ soil stiffness calibration [33].

5.1.1. Soil Stiffness Sensitivity

The effect of updating thesoil stiffness mean value, μks , for joint 13CU is presented in
Figure 5 and in Table 4. It is assumed that new information from a digital twin is obtained;
in this particular case, the mean value of uncertainty related to structural dynamics, μXd , is
updated. The results are derived by using the limit state Equation (1) with the standard-
based variables provided in Table 2 and updated values for μXd .

As seen in Figure 5, the soil stiffness has a significant impact on the fatigue lifetime.
Updating the soil stiffness by a factor of 0.5 (resulting in reducing the mudline pile stiffness
by half) results in a reduction in lifetime by a factor of 0.3. In contrast, increasing the soil
stiffness by a factor of 2.0 results in a lifetime increase by more than fourfold (>100 years).
The effect of updating soil stiffness on joint 40BU is negligible, as indicated in Figure 6.

Note that in Figures 5 and 6 (and the other figures describing structural reliability as a
function of time), the reliability generally decreases with time, albeit non-monotonically
in some cases. For example, consider the green curve in Figure 5, where a local increase
in reliability around year 20 is observed. This is due to a limited number of Monte Carlo
simulations, but we note that this limitation does not qualitatively affect the conclusions
drawn from the analyses.
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Table 4. Fatigue lifetime derived for different distributions of Xd.

ks
13CU 40BU

μXd CoV Xd Lifetime μXd CoV Xd Lifetime

0.50 1.20 0.10 7 0.98 0.10 26
0.75 1.10 0.10 15 0.99 0.10 25
1.00 1.00 0.10 25 1.00 0.10 25
1.25 0.90 0.10 85 1.01 0.10 25
1.50 0.80 0.10 >100 1.02 0.10 24
2.00 0.70 0.10 >100 1.04 0.10 22
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Figure 5. Impact of updating soil stiffness on structural reliability-joint 13CU.
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Figure 6. Impact of updating soil stiffness on structural reliability-joint 40BU.

5.1.2. Reliability Update-Soil Stiffness

Based on the results presented in [33], we assume the soil stiffness distribution function
after the update can be approximated by a normal distribution with mean value of 4.7 and
CoV = 0.12, i.e., ks ∼ N (

4.7, (4.7 × 0.12)2). The soil stiffness uncertainty is propagated
through the numerical model, and the uncertainty on stress ranges was estimated according
to the method presented in Section 3.3. It was assumed, for illustrative purposes, that
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the soil stiffness is the only uncertain parameter affecting the Xd uncertainty, i.e., α = ks.
The Xd uncertainty is quantified and its updated value was applied together with the
nominal uncertainty values for the remaining stochastic variables in (1). The updated Xd
distribution (mean value and CoV) as a result of the soil updating is presented in Table 5.

The soil stiffness update results in a reduction in the mean value of Xd for all joints
except three joints in the splash zone (joints 40CL, 40BL and 40CU). The CoV of Xd is
reduced for all joints because the CoV of Xd is reduced from the initial value of 0.10 for
all joints. The structural reliability after the soil update is presented in Figure 7 alongside
the lifetime compared to the nominal model presented in Table 5. After the soil update,
we can observe an increase in fatigue life in four joints close to the mudline (13CU and
13BU) and in the lowest X-joint (25BL and 25BU). Compared to the nominal model, we can
conclude that for both critical joints (40BU and 13CU), the fatigue lifetime is increased after
the update. Note that the fatigue lifetime in joint 40BL is reduced despite a reduced CoV.
That is due to the fact that for this joint, two opposite effects of the soil update are merged;
namely, the positive effect of the reduced CoV (0.006 vs. 0.10) and the negative effect of the
increased mean value (1.07 vs. 1.00).

The general conclusion holds that if both the mean value and CoV are reduced, then
the fatigue lifetime is increased, while if both of the values are increased, then the opposite
result holds. If either mean or CoV is reduced while the other is increased, the fatigue
lifetime can either increase or decrease depending on the extent of the increase/decrease in
mean value and CoV.

Table 5. Effect of updating soil stiffness on fatigue lifetime.

Joint μXd CoV Xd Lifetime (Years) Compared to Table 3

50CL 0.98 0.004 >100 N/A
50BL 0.98 0.005 >100 N/A
40CL 1.04 0.004 62 +8
40BL 1.07 0.006 69 −8
40CU 1.05 0.003 >100 N/A
40BU 0.98 0.005 44 +19
13CU 0.65 0.058 >100 +
13BU 0.56 0.057 >100 N/A
25BL 0.90 0.013 >100 +
25BU 0.92 0.012 >100 +
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Figure 7. Structural reliability after the soil stiffness update. (ks update based on the study in [33]).
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5.2. Loading Uncertainty Update

In this subsection, we investigate the effect of updating loading uncertainty on the
structural reliability. First, we present a sensitivity study on wave loading calibration,
followed by updating the reliability based on load calibration using two virtual sensing
configurations. The virtual sensing study is presented based on uncertainty quantified
in [34]. In this subsection, the Xl uncertainty is updated based on an updated Cm parameter.
It is assumed, similarly as in Section 5.1, that only one uncertain parameter affects the
uncertainty modeling, i.e., α = Cm.

5.2.1. Wave Loading Sensitivity

The effect of updating the wave loading coefficient, Cm, on the structural reliability of
joint 13CU is presented in Figure 8 and in Table 6. The mean value of the wave loading
coefficient is modified by a factor of 0.8–1.2, which results in modifications of the loading
uncertainty. It is assumed that new information from the digital twin is obtained; in
this particular case, the mean value of uncertainty related to loading uncertainty, μXl , is
updated. The results are derived by using the limit state Equation (1) with the standard-
based variables provided in Table 2 and updated values for μXl .

The wave loading modification has a medium impact on the fatigue lifetime. Updating
the wave loading by a factor of 0.8 (reducing the inertia-induced wave loading by 20%)
results in an increased lifetime by a factor of 1.6. Increasing the wave loading by a factor of
1.2 results in reducing the lifetime by a factor of 0.7. The effect of updating wave loading
on joint 40BU is more pronounced, as indicated in Figure 9. For this joint, reducing the
wave loading by 20% results in a lifetime increase by more than fourfold (>100 years),
while a wave loading increase by 20% results in a lifetime reduction by a factor of 0.3.
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Figure 8. Impact of updating wave loading on structural reliability-joint 13CU.

Table 6. Fatigue lifetime derived for different distributions of Xl .

Cm
13CU 40BU

μXl CoV Xl Lifetime μXl CoV Xl Lifetime

1.2 1.06 0.10 17 1.20 0.10 7
1.1 1.03 0.10 21 1.10 0.10 12
1.0 1.00 0.10 25 1.00 0.10 25
0.9 0.97 0.10 33 0.90 0.10 55
0.8 0.94 0.10 42 0.80 0.10 >100

102



Energies 2021, 14, 5859

0 20 40 60 80 100
2

2.5

3

3.5

4

4.5

5
+20%
+10%
Nominal model
-10%
-20%

Figure 9. Fatigue lifetime derived for different distributions of Xl-joint 40BU.

5.2.2. Reliability Update-Virtual Sensing Uncertainty

The virtual sensing uncertainty quantified for two virtual sensing configurations are
considered based on results presented in [34]. The following virtual sensing uncertainty
configurations are used: (1) basic setup: CoV = 0.10 and (2) extended setup: CoV = 0.05,
while the mean value for both setups is assumed to be 1.00. The basic setup includes only
acceleration sensors above the water level, while the extended one, in addition, includes
sub-sea acceleration sensors and a wave radar sensor. It is assumed that the virtual sensing
uncertainty are combined with the nominal Xl uncertainty. Furthermore, it is assumed, for
illustrative purposes, that the mean value of Xl equals 0.9. The Xl distribution parameters
used in this study are summarized in Table 7 for joints 40CU and 13BU.

The results for joint 40BU are presented in Figure 10. As each model update configura-
tion results in the same mean value update so the only difference in the stochastic model is
the CoV, the higher the CoV, the shorter lifetime we should derive. This is confirmed in the
results as the direct sensing method (measuring directly), with CoV = 0.00 resulting in a
lifetime of 60 years, followed by the extended virtual sensing method (lifetime of 50 years
and CoV = 0.05), while the most uncertain method (basic virtual sensing with CoV = 0.10)
results in a fatigue lifetime of 40 years. In this case, each configuration derives a fatigue
lifetime larger than the nominal one, i.e., 25 years. However, this is not the case for joint
13CU, where the fatigue lifetime using the basic virtual sensing configuration is 22 years,
as depicted in Figure 11. Even though the mean value of the update results in reduced
fatigue damage (μXl = 0.97 for this case), the negative effect of increased uncertainty (CoV
Xl = 0.14) results in a fatigue lifetime reduction of 3 years.

Table 7. Fatigue lifetime updated based on various uncertain wave loading calibration methods. Xl
distribution is updated (mean and CoV).

Configuration
13CU 40BU

μXl CoV Xl Lifetime μXl CoV Xl Lifetime

Nominal 1.00 0.10 25 1.00 0.10 25
Basic 0.97 0.14 22 0.90 0.14 40

Extended 0.97 0.11 30 0.90 0.11 50
Direct sensing 0.97 0.10 35 0.90 0.10 60
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Figure 10. Impact of updating wave loading based on uncertain virtual sensing methods-40BU.
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Figure 11. Impact of updating wave loading based on uncertain virtual. sensing methods-13CU.

5.3. Uncertainty Correlation

In the previous subsections, the Xd and Xl uncertainties were investigated separately,
hence neglecting a potential correlation. In this subsection, we consider updating both
Xd and Xl with varying correlation coefficients. The correlation can stem from interaction
between the structural dynamics and loading parameters. For example, the loading param-
eters can be calibrated based on responses from a previously updated structural model.

We assume the structural and loading uncertainties are quantified based on new infor-
mation from a digital twin, resulting in updated mean values of structural and load uncer-
tainties: μXd = 0.80 and μXl = 0.97 and using the reference uncertainty level CoV = 0.10.
The updated uncertainty value corresponds to increasing the soil stiffness by 50%, ks = 1.5,
and reducing the wave loading coefficient by 10%, Cm = 0.9. The results are presented for
joint 13CU.

Three scenarios of correlation between Xd and Xl are investigated: (1) ρ = 0 (no
correlation), which can be the case if the load calibration was performed without using
information from the updated structural model, (2) ρ = 1 (full correlation), when, for
example, load calibration using mode shapes from an updated structural model and (3) an
intermediate case with ρ = 0.5, where both analytical and measured mode shapes were
used for load calibration.
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The structural reliability calculated for various scenarios is presented in Figure 12. The
nominal setup yields a fatigue lifetime of 25 years, while the updated uncertainty results in
a fatigue lifetime ranging between 23 and 48 years, where the difference stems solely from
varying correlations. The largest fatigue lifetime is obtained when assuming no correlation,
while the lowest lifetime is derived for full correlation. Note that despite reducing the
mean values of Xd and Xl , the fatigue lifetime is reduced compared to the nominal result
for the full correlation case. The results are in line with expectations, because positive
correlation increases the combined XdXl uncertainty.

0 10 20 30 40 50
2.5

3

3.5

4

4.5

5
Nominal

 = 0
 = 0.50
 = 1.00

Figure 12. Impact of Xd and Xl correlation on structural reliability.

5.4. Application for New Structures

Assuming a number of digital twins for similar structures have been established in
the past, we can, by applying the proposed framework, obtain a distribution function of
XdXl , which indicates what is the expected outcome of updating the structural and load
model. This knowledge can be used at the design stage, resulting in an optimized design
given the expected model update is realized. However, the updated information may be
at a preliminary stage of validation and therefore subject to some degree of uncertainty,
i.e., the expected model update outcome only represents our (best) knowledge. Hence, we
must confirm our expectation by performing model updates during the structural lifetime
and consider all potential outcomes of the experiment (model update) in the design stage.
This is accounted for by preparing a decision rule, which for any outcome introduces
an action that guarantees that the wind turbine has a sufficient reliability level until the
intended lifetime is reached. The proposed application is based on Bayesian pre-posterior
decision theory [54] and has, in the offshore wind industry, been applied in, for example,
optimization of operation and maintenance of wind turbines [55].

In the following, an illustrative example is presented for this application to new
structures. Assume that, based on previous digital twins, we obtain a prior distribution
function of quantified uncertainties, X f = XdXl . This prior distribution can be regarded as
the future (yet to be realized) distribution of the updated uncertainties and can be used
already at the design stage.

For the sake of illustration, we assume that the future outcome of model updates can
be modeled as X f ∼ N (

0.9, (0.9 × 0.05)2), as depicted in Figure 13. The prior distribution
is used together with model (1) to design the optimized structure. This is obtained by
assuming that the generic structural dynamics and loading uncertainty are substituted
with the expected uncertainty quantified based on the future experiment, XdXl = X f . The
decision models are derived based on (1), where, depending on the outcome of the model
update, different values of X f are assumed. The X f values are summarized in Table 8. As a
result, we derive an optimized structure, which has sufficient reliability until the intended

105



Energies 2021, 14, 5859

lifetime is reached. This is indicated in Figure 14 by the blue curve. In the design, we
have used the prior distribution of the updated uncertainty and assumed that updating the
model is performed during the operation of the structure to confirm our expectation (obtain
the posterior distribution). The point in time when updating the model must be performed
can be derived by applying model (1) with the nominal uncertainty from Table 2, as shown
in Figure 13 with the orange curve. Finally, we derive a point when the structure reaches
the target reliability level and some action is needed to confirm its structural reliability.
This is indicated by the orange curve in Figure 14.

When the model update time is reached, updating of the model is performed. As a
result of model update, we can obtain one of the three outcomes for X f , which will have
an impact on the decision models, as depicted in Figure 15. In particular, we have the
following potential outcomes:

• Most likely: the mean value of the derived model update is close to the mean value of
the prior distribution assumed in the design stage, μXdXl = μX f . In such a case, the
structure is fit for operation for the intended lifetime and no further action is required.
This scenario is indicated by the green line in Figure 15.

• Unlikely positive: the mean value is less than the value assumed in the design stage,
μXdXl < μX f . This results in a longer lifetime than expected and no further action is
required. This scenario is indicated by the yellow line in Figure 15.

• Unlikely negative: the mean value is greater than the value assumed in the design
stage, μXdXl > μX f . This results in a shorter lifetime than expected and action is
required to ensure a sufficient reliability during the intended lifetime of the structure.
This scenario is indicated by the dashed red line in Figure 15.

Given the expected or positive outcome of updating the model is realized, no further
action is required. However, if the outcome of updating the model is unexpectedly negative,
the following mitigation actions can be considered to ensure the required level of reliability
during the intended lifetime: (1) strengthening or (2) curtailing of the wind turbine (thereby
reducing fatigue damage) and operating until the end of the intended lifetime. If it is
economically infeasible to continue the operation of a particular turbine given the model
updating outcome, one can consider premature decommissioning. The reliability level
after the mitigation action is performed as indicated by the solid red line in Figure 15.

Table 8. Pre-posterior stochastic model.

Case μX f CoV X f Comment Information

Pre-posterior design 0.9 0.05 Prior knowledge on Xf Generic design
Determine model update time 1.0 0.14 Using no extra information from digital twin Generic design

Model updating (expected outcome) 0.9 0.05 The same as prior knowledge, lifetime as expected, no
action

Digital twin

Model updating (positive outcome) 0.85 0.05 Positive outcome, longer lifetime than expected, potential
for lifetime extension

Digital twin

Model updating (negative outcome) 0.95 0.05 Negative outcome, shorter lifetime than expected Digital twin
Model updating (negative outcome + mitigation) 0.9 0.05 Mitigation (extra cost) required, after mitigation expected

(or longer) lifetime achieved
Digital twin + mitigation

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

5

10
Prior
Nominal

Figure 13. Stochastic model for pre-posterior design.
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Figure 14. Benefit of including pre-posterior design (including prior knowledge on X f ).
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Figure 15. Pre-posterior design at inspection time.

6. Conclusions

In this paper, we propose a probabilistic framework for updating structural reliability
of offshore wind substructures based on new information from digital twins. The digital
twin information is consistently included in the framework by updating the uncertainty
related to structural dynamics and load modeling and propagating this uncertainty to the
fatigue damage accumulation. The resulting uncertainty is then converted into uncertainty
of the stress ranges, which is included in a probabilistic model on structural reliability.
The proposed framework is applicable to offshore wind substructures whose lifetimes are
governed by fatigue damage accumulation.

The framework is applied to two case studies, where the potential for improved
decision models for existing and new structures is demonstrated. In the former case, up-
dating soil stiffness and wave loading is considered to investigate the potential for lifetime
extension of fatigue critical joints. In the latter case, the framework is applied to optimize
new structures by using Bayesian pre-posterior theory for future wave load calibration.
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Abstract: An investigation of the effects of wind gusts on the directly interconnected wind generators
is reported, and techniques toward the mitigation of the wind gust negative influences have been
proposed. Using a directly interconnected system approach, wind turbine generators are connected
to a single synchronous bus or collection grid without the use of power converters on each turbine.
This bus can then be transformed for transmission onshore using High Voltage Alternating Current,
Low-Frequency Alternating Current or High Voltage Direct Current techniques with shared power
conversion resources onshore connecting the farm to the grid. Analysis of the potential for instability
in transient conditions on the wind farm, for example, caused by wind gusts is the subject of this
paper. Gust magnitude and rise time/fall time are investigated. Using pitch control and the natural
damping of the high inertial offshore system, satisfactory overall system performance and stability
can be achieved during these periods of transience.

Keywords: direct interconnection; wind gust; offshore wind; power generation

1. Introduction

Offshore wind will play a significant role in both Ireland’s and Europe’s decarboni-
sation plans. Ireland’s large offshore territory, coupled with high wind availability across
each season [1,2], make it an ideal candidate for offshore wind development. In line with
the National Energy and Climate plan, 5 GW of offshore wind is planned for deployment
in Ireland by 2030 [3]. According to the Sustainable Energy Authority of Ireland (SEAI)’s
wind energy road map, Ireland has potential to far exceed this 5 GW of offshore wind with
a predicted installed capacity of 30 GW by 2050 [4]. This growth prediction coincides with a
general decrease in onshore wind farm planning applications. Harper et al. have evaluated
the regulatory effects of wind turbine planning and financing in the United Kingdom [5].
This study identified onshore wind as having a 44% success rate compared with 89% in the
offshore wind sector.

Wind gust analysis has been extensively performed for traditional wind turbine
systems. Turbulence and wake effects and extreme load predictions for horizontal axis
wind turbines have been studied by Brand et al. [6–8]. The effect of wind gusts on
vertical axis wind turbines using Computational Fluid Dynamics (CFD) has been examined
by Onol et al. [9]. The distribution of extreme gusts has been previously investigated
for traditionally interconnected wind turbines by Cheng et al. [10]. Gust detection and
prediction methods using Doppler LiDAR are an area of current development for wind
farms [11]. The use of LiDAR for wake management has also been explored showing a
wind farm power increase of 7.552% with a reduction in downwind turbulence [12].

This rapid expansion within the sector leaves an opportunity for the development
of new interconnection technology such as the Direct Interconnection Technique (DIT)
which is considered in this paper. This technique is a method of integrating renewable
generation first proposed by Pican et al., 2011 [13]. This technique of integration minimises
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the utilisation of Back to Back Power Converters (B2BC) in offshore turbines by connecting
each turbine to a common offshore synchronous bus which can then be transmitted back to
shore by High Voltage Alternating Current (HVAC), High Voltage Direct Current (HVDC)
or Low-Frequency Alternating Current (LFAC) [14,15]. The power conversion equipment
can be relocated to a single offshore site allowing for better access and optimisation or
where transmission constraints permit, relocated entirely onshore.

Power electronic conversion systems exhibit a high failure rate among wind turbine
subassemblies [16,17]. This resultant downtime, coupled with the difficulty and cost of
servicing offshore turbines [18], demonstrates the potential that DIT has for improving
reliability and reducing costs associated with offshore wind. While detection and pro-
tection methods can aid in reducing power electronic converter failures [19–21], offshore
maintenance of these power converters has been noted as a critical element in the levelised
cost of energy [22], given the requirement for transport of parts and technicians to these
offshore locations. According to a case study conducted by Su et al. failure of electrical
subsystems accounted for the third highest rate of failure, accounting for 14% and 26%
of total failures for the two farms studied. This accounted for 301 hours of downtime in
project 1 and 693 h in project two [23].

DIT begins by spinning a pilot generator connected to the offshore bus establishing
the bus reference voltage and frequency. Each subsequent generator is then spun up and
connected to the bus with the pilot generator governing system frequency and voltage,
and load sharing controllers optimising behaviour on subsequent generators. This high
inertia system electrical bus is then transmitted onshore through the use of HVAC, LFAC
or HVDC as required and grid interconnection is performed by a large scale B2BC. This
method has also been extended to Airborne Wind Energy (AWE) systems by Salari et al.
2018 [24]. The difference between traditional interconnection and direct interconnection
can be observed in Figures 1 and 2.

In the case of the traditional interconnection, each generator is effectively separated
from the local wind farm bus by the B2BC in the wind tower. This facilitates separation of
the generator, and transients caused by wind gusts for example, from the local farm bus, and
the individual B2BC provides a means of dealing with transient conditions on the generator
side [25]. With DIT, as multiple generators are directly interconnected to the same bus, any
gust generated transient condition experienced initially by a leading-turbine-to-wind will
affect the interconnected system of generators.

G

G

G

B2BC

B2BC

B2BC

Grid Connection

Transmission Line

GG

O shore Wind Farm

Grid Connection

Onshore Infastructure

Figure 1. Traditional Interconnection.
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Figure 2. Direct Interconnection.

This paper studies the effects of wind gusts by simulating a directly interconnected
wind farm and introducing a wind gust to a leading turbine. Gusts of varying types, magni-
tudes and transient times are applied to a leading turbine and overall system responses are
investigated as described in detail in the simulation methodology section. Gust tolerance
levels are measured and discussed with comparison to real-world coastal wind data.

2. Simulation Methodology

Gusts modelled in this study are created through the use of IEC standardised descrip-
tions of gusts available in IEC 61400-3-1:2019 [26]. This offshore wind turbine standard
in section 6.4.3.1 directly refers back to IEC 61400-1:2019 [27], an onshore wind turbine
standard that describes the mean wind speed based wind gust profiles. In this standard,
five extreme wind conditions are proposed: Extreme Operating Gusts (EOG), Extreme
Direction Change (EDC), Extreme Coherent Gusts (ECG), Extreme Coherent Gusts with
direction change (ECD) and Extreme Wind Shear (EWS). This study focuses on EOG and
ECG. ECGs are considered as the increase in wind speed is sustained once the maximum
gust speed is reached. This gust profile is useful for identifying any saturation limits of
the system whereas the Mexican hat shape of EOGs present the greatest rate of change
during the gust and therefore challenge the system due to the maximum rate of change
of pitch angle. This worst-case analysis approach does not consider direction change of
the wind, as the greatest amount of energy and therefore the most challenging input for
the directly interconnected bus, occurs when the wind is directly incident on the turbine
blades [28]. All gusts are applied with the hub facing directly into the wind with no yaw
control considered. Future work may include an analysis of the other conditions. EOG
and ECG profiles are generated using Equations (1) and (2).

u(z, t) =

{
Ū(z)− 0.37Ugustsin( 3πt

T )(1 − cos( 2πt
T )) 0 ≤ t ≤ T

Ū(z) otherwise
(1)

As defined in IEC 61400-1, Ugust is the hub height magnitude defined by extreme
wind speed recurrences for a particular site along with other physical factors such as rotor
diameter. This Ugust factor is varied along with the period T to peak gust speed and settling
time. Ū(z) is the average wind speed upon which the wind gust is superimposed.
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u(z, t) =

⎧⎪⎨⎪⎩
Ū(z) t < 0
Ū(z) + 0.5Ucg(1 − cos(πt

T )) 0 ≤ t ≤ T
Ū(z) + Ucg t > T

(2)

In Equation (2), Ū(z) is the average wind speed, Ucg is the magnitude of the coherent
gust and T represents the rise time of the gust. Once the gust is complete the wind speed
remains at this new value of Ū(z) + Ucg. A sample of each gust type with the same rise
time of five seconds is shown in Figure 3.

Figure 3. EOG and ECG profiles with rise times of 5 s.

The characteristic time for ECGs/EDCs stated in IEC 61400-1:2019 6.3.3.6 is 10 s [27].
This represents a rise time of 10 s between the base wind speed and the maximum wind
speed value. However, in the case of EOGs in section 6.3.3.3, the characteristic time is
10.5 s. This time represents the length of the entire gust. Therefore the corresponding rise
time would be 5.25 s. For this study, we round down this rise time to 5 s and consider rise
times of 3 s, 5 s and 10 s to investigate these gusts on a like for like basis. These values are
representative of the gust profiles as described in the standard, but also push beyond the
values to investigate system limits.

Each turbine utilises a Permanent Magnet Synchronous Generator (PMSG) with a
rated power of 800 kVA and is based on a real-world turbine characterisation [29]. The
rated speed was selected at 14 m/s. The simulation begins with all wind turbines in-
terconnected as per the direct interconnection algorithm described in [13]. Turbine 5 is
selected as the pilot generator responsible for the maintenance of the frequency and voltage
of the interconnected bus. This turbine in the real world would be selected as a turbine
towards the centre of the wind park, thus minimising the risk of this turbine being the
first to experience a wind disturbance. Each turbine has its own local dump load for spin
up and disconnection from the main bus. A simulation diagram is shown in Figure 4.
Disconnection could be required for dispatching down, in line with Transmission System
Operator (TSO) instructions [30] or during times when the wind speed is outside of cut in
and cut out speeds.
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Figure 4. Simulation Diagram Showing the five turbines with their respective dump loads, the
directly interconnected bus and the main load for the farm.

2.1. Simulation Model
2.1.1. Permanent Magnet Synchronous Generator model

As defined in [31] the PMSG model behaviour is described in Rotor Reference Frame
(RRF) as follows:

d
dt

id =
1
Ld

vd − R
Ld

id +
Lq

Ld
pωmiq (3)

d
dt

iq =
1
Lq

vq − R
Lq

iq − Ld
Lq

pωmid − λpωm

Lq
(4)

Te =
3
2

p[λiq + (Ld − Lq)idiq] (5)

where R is the resistance of the stator windings, p is the number of pole pairs, Te is
electrical torque, Ld and Lq are the dq axis inductances, ωm is angular velocity of the rotor,
λ is amplitude of induced flux, vd and vq are dq voltages and id and iq are dq currents.
Equations (3) and (4) represent the ouput currents and volatges in dq frame and Equation (5)
calculates electromagnetic torque.

Lq and Ld represent the relation between the phase inductance and the rotor position
due to the saliency of the rotor. For a round rotor, there is no variation in the phase
inductance therefore Ld = Lq = Lab

2 .

2.1.2. Wind Turbine Model

The Wind turbine is modelled using the Matlab Simulink wind turbine model with a
nominal mechanical output power of 800 kW and a base wind speed of 14 m/s. The output
of this block is applied to the generator shaft in per unit of generator ratings. We assume a
direct drive system where mechanical efficiency (η_m) is 1. This wind turbine characteristic
can be seen in Figure 5.
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Figure 5. Wind Turbine Model Power Characteristic Curve.

A PID blade pitch angle controller is used with a rate of change limitation of eight
degrees per second. This is to account for the fact that pitch angle cannot be varied
instantaneously. This rate of change limitation value can be found in the NREL 5 MW
reference wind turbine report [32]. A full control and simulation diagram can be found for
both the pilot generator in Figure 6 and for non-pilot generators in Figure 7. For the pilot
generator, the control system utilises a frequency setpoint and feedback loop to maintain
the farm bus frequency. This pilot generator is set to a chosen power level and excluded
from the farm power control loop. Non-pilot generators use a power reference and feedback
loop to vary their active power contribution to the bus. The setpoint for these turbines is
determined by a farm power level supervisor which takes the current farm power level and
set point and distributes individual power levels to the turbines. For further information
on the direct interconnection algorithm, see [13,24,29].

Figure 6. Control and Simulation Diagram for the Pilot Generator.
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Figure 7. Control and Simulation Diagram for the Non-Pilot Generators.

2.2. Simulation Parameters

The simulation parameters utilised in this study are provided by the company JSPM, a
subsidiary of the Areva group, and represent a real-world PMSG turbine [33]. These values
are applied to each PMSG model in the simulation. This characterisation is employed to
provide a consistent simulation analysis approach for DIT. These parameters displayed
in Table 1 as used by Pican and Ebrahimi Salari [24,29], provide a basis for comparison
of DIT in varying configurations and conditions. The farm size selection of 5 turbines is
presented as the base number of turbines which would realistically be deployed in the field.
Larger farms could be made up of a single directly interconnected bus or multiple strings
of directly interconnected buses, each consisting of varying numbers of turbines due to
transmission, resource availability or geographical constraints [34–36]. A larger number of
interconnected generators, similar to the traditional AC power gird, will facilitate better
sharing of disturbances and simplify the frequency and power response of the system.

Table 1. Simulation Parameters [33].

Parameter Value

PMSG number of pole pairs 45
PMSG nominal frequency (Hz) 18.6
PMSG stator resistance (mΩ) 47

PMSG flux linkage (Wb) 6.86
Main load resistance (Ω) 0.1
Rotational Speed (RPM) 24.8

2.3. Gust Factor and Variation Limits

Gust Factor is a representation of the peak average τ second wind speed as a fraction
of the T seconds moving average wind speed [37]. This is shown in Equation (6), where
Umax,τ is the maximum τ second moving average wind speed in a T-second averaging
period and UT is the T-second average wind speed. Typical values for τ are 1–10 s with
common values for T are 10 min to 1 h [37]. The gust factors of all test gusts applied are
calculated and analysed.

GT,τ =
Umax,τ

UT
(6)

The tolerance threshold for both measured parameters of the simulation is selected as
5% (±2.5%). This threshold is selected to closely follow current grid connection codes on
the farm side of the power converter [38]. This paper shows the differing gird requirements
that the power conversion system of wind turbines are required to comply with. By limiting
variation of frequency and active power to 5%, the power conversion system will be able to
ensure grid interconnection compliance [30].
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3. Results

3.1. Baseline System Response

The baseline system response is generated applying the reference wind gust to the
leading turbine while all pitch controllers on turbines 1–5 are disabled. This shows the
reaction of the interconnected system of wind turbines in the absence of controllers assist-
ing in dealing with gust disturbances. As shown in Figure 8 without any pitch control
the system behaves similar to a single synchronous machine causing the collective bus
frequency to increase while active power is inserted at the lead turbine. This relatively
small disturbance causes both the bus active power and bus frequency responses to vary
outside the 5% (±2.5%) tolerance threshold.

Figure 8. Baseline system test for both ECG and EOG. ΔT = 3 s Vgust max = 15 m/s.

3.2. Extreme Coherent Gust Responses

The following section displays simulations results for Extreme Coherent Gusts (ECG)
as described in the IEC Standard [27]. The test gust is applied to generator one with the
system at a steady state at time zero. All generators are synchronised and interconnected
to the main bus before time zero and have reached a steady state. Extreme coherent gust
simulations are preformed at ΔT values of 3 s, 5 s and 10 s respectively. Example test gusts
for ΔT = 3 s are displayed in Figure 9.

Figure 9. 3 s ECG test gusts applied.
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For each rise time Vgust max is varied from 15 m/s to 30 m/s in 1 m/s increments. The
corresponding gust factors of these gusts can be calculated by Formula (6), where Umax,τ is
the maximum τ second moving average wind speed in a T-second averaging period and
UT is the T-second average wind speed [37]. The gust factors for the input ECG test gusts
applied are displayed in Table 2 assuming a ten minute moving average base wind speed
UT = 14 m/s and τ = 1 s.

Table 2. ECG Input Gust Factors.

Vgust max Gust Factor

23 m/s 1.64

24 m/s 1.71

25 m/s 1.79

26 m/s 1.86

27 m/s 1.93

28 m/s 2.00

29 m/s 2.07

30 m/s 2.14

Figure 10 displays the frequency responses of each gust measured at the offshore bus.
As can be clearly seen the 28 m/s gust response exceeds the limit of 5% (±2.5%) variation.
This is due to the rate of change limitation of pitch angle variation of turbines. With an
8 degree per second maximum rate the pitch control is not capable of maintaining the 5%
maximum variation. However, it can be seen that the system can damp the variation and
return to steady state in all of the input gust cases. The 27 m/s gust also approaches the
negative 2.5% limit but does not exceed it and therefore can be taken to be the maximum
boundary limit with regard to our frequency response criteria.

Figure 10. System frequency response to 3 s ECG gusts.

As can be seen in Figures 10 and 11, the active power and the frequency response are
directly linked. As the 28 m/s ECG is rejected due to the frequency response criteria it
can already be discounted. The 26 m/s, 27m/s and 28 m/s responses all fall outside the
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negative boundary leaving the 25 m/s as the maximum boundary within the limit with
regard to the active power criteria. It can therefore be said that for the system modelled
any ECG with ΔT of 3 s and magnitude up to and including 25 m/s can be tolerated.

Figure 11. Bus active power response to 3 s ECG gusts.

The remaining simulations for ECGs with Δ = 5 s and Δ = 10 s all show performance
within the 5% tolerance level. The 8 degrees/s of pitch angle control is capable of damping
response without becoming saturated. The results of all the simulations are tabulated in
Table 3. The light blue segments denote the respective criteria are satisfied while dark blue
denotes that one or both of the ±2.5% threshold levels have been exceeded. Considering
the 5 s and 10 s rise time simulations, it can be observed that ECGs up to 30 m/s can be
tolerated by the system. The maximum gust factors for these events of 1.64 through 2.14
are well beyond the gust factors measures at the coastal wind site in Frøya [37]. The 3 s
ECG is within limits up to and including a VGust max of 25 m/s. With a gust factor of 1.79
from Table 2, this 25 m/s gust is well above the measured gust factors at this site with a
mode value of 1.20.

Table 3. This table displays the results of all ECG simulations completed. Light Blue demonstrates
the respective responses remain within the ±2.5% boundary limitations with dark blue showing the
criteria has not been met. The minimum and maximum values of both frequency and active power
reached during each gust are displayed.
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3.3. Extreme Operating Gust Responses

This section outlines the Extreme Operating Gust responses for ΔT values of 3 s, 5 s
and 10 s. The same initial conditions of synchronisation and steady state are utilised with
the gust being applied to turbine 1 at time t = 0. The VGust max values are incremented by
1 m/s from 15 m/s to 30 m/s. Example 3 s EOG input gusts can be seen in Figure 12.

Figure 12. 3 s EOG test gusts applied.

The corresponding gust factors for the 3 s, 5 s and 10 s rise time EOGs are calculated
by integrating (1) with limits of ±0.5 s of the peak gust time giving the sliding window of
τ = 1 s and are displayed in Table 4. The 10 min moving average wind speed UT = 14 m/s.

Table 4. EOG Input Gust Factors.

Vgust max Gust Factor 3 s Gust Factor 5 s Gust Factor 10 s

15 m/s 1.035 1.037 1.039

16 m/s 1.126 1.137 1.141

17 m/s 1.189 1.205 1.212

18 m/s 1.252 1.273 1.283

19 m/s 1.315 1.341 1.353

20 m/s 1.378 1.410 1.424

21 m/s 1.441 1.478 1.494

22 m/s 1.504 1.546 1.565

Considering Figure 13, it can clearly be seen that the wind farm struggles to maintain
electrical frequency through EOGs, when compared with ECGs of the same magnitude
displayed in the previous section. This is to be expected as now the leading turbine first
experiences a dip in wind speed prior to the sharp rise to Vgust max. It can be observed that
EOGs with magnitudes greater than 18 m/s lead to a violation of the 5% pk-pk limitation
on bus frequency. The initial negative dip in wind speed preceding the rise causes a
greater dVGust/dt which saturates the 8 degree per second rate of change limitation on the
pitch controller.
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Figure 13. System frequency response to 3 s EOG gusts.

Figure 14 displays the active power variation on the main bus through the event. It
can be seen that the 18 m/s gust displayed in purple, while within tolerance levels for
frequency variation, fails to remain within 5% limitation on active power. However, as
the active power only exceeds this limitation by 100 kW, it is possible that it could be
considered tolerable in some electrical power conversion systems, particularly those which
incorporate storage. This simulation assumes that all wind turbines remain connected to
the bus throughout the transience however in the higher cases of Vgust max, it is likely that
the turbine would be forced to disconnect from the main bus. This case however is outside
the scope of this study and may be explored in future work.

Figure 14. Bus active power response to 3 s EOG gusts.
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The system frequency responses as shown in Figure 15 display a similar trend to that
of the three second EOG tests. We can see however that the 19 m/s is within tolerable limits
with the 20 m/s forming the boundary condition with regard to system frequency.

Figure 15. EOG Bus Frequency Responses ΔT = 5 s.

Figure 16 displays the bus active power variation for the 5 s EOG tests. It can be
observed that the 19 m/s EOG trace shown in green falls outside the negative 2.5% variation
limit for a short period of time. For the purposes of this study, this will be declared outside
the tolerance range.

Figure 16. EOG Bus Active Power Responses ΔT = 5 s.

All test runs are displayed in Table 5. The light blue denotes the output remains within
the respective boundary condition with dark blue showing that one or both of the ±2.5%
boundaries have been exceeded.
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Table 5. This table displays the results of all EOG simulations completed. Light Blue demonstrates
the respective responses remain within the ±2.5% boundary limitations with dark blue showing the
criteria has not been met.

Analysing Table 5, it can be observed that the EOG gusts present a much greater
challenge to the DIT bus parameters than ECGs. The 10 s rise time EOGs are the most
effectively controlled which is to be expected as they have the lowest rate of change of
Vgust max. The gust factors for these gusts are higher than the gust factors for shorter rise
time gusts of the same magnitude. This is due to the wind speed cresting the maximum
point for a greater time on either side of the maximum, therefore increasing the 1 s sliding
average value. For a rise time of 10 s, the maximum gust factor which was successfully
controlled by blade pitch angle control is 1.424. This gust factor is significantly below the
10 s for ECGs of 2.14 and above. Comparing this to the findings of Bardal et al., it can be
observed that gust factors of 1.4 and above at the 100 m hub height are very rare [37]. As
the average hub heights of modern offshore turbines are greater than 100 m, the 100 m data
is the most relevant to this study.

If we consider the 3 and 5 s EOG data the corresponding boundary gust factors of
1.189 and 1.273 are within the range of values experienced offshore [37], however, the
majority of gusts in the study fall below these values. This study also includes gust factors
of gusts which may have occurred during times when the average wind speed may have
been above the typical cut out speed of the turbine of 25 m/s and therefore the farm would
not have been operating [39]. Gusts of this nature that do occur during the operation of a
DIT wind farm would require further mitigation techniques outside of pitch angle control
to maintain the 2.5% variation parameter studied.

4. Discussions & Conclusions

Extreme Operating and Coherent wind gust responses for directly interconnected
systems have been investigated and discussed. It has been shown that through the use of
pitch control on individual turbines the majority of wind gusts can be tolerated and the
boundaries of this tolerance have been identified. The respective gust factors for these gust
events have been calculated and compared to real coastal wind data [37]. These boundaries
as presented in Tables 3 and 5 form the basis for further study on DITs interconnection to the
grid. Power converter design and location can be investigated to further improve the gust
tolerance of DIT systems. Additional analysis of large wind data sets will provide estimates
of the frequency of gusts with gust factors greater than the tolerance levels described,
facilitating comparison of DIT and traditionally interconnected wind systems in terms of
capacity factor, capital expenditure (CapEx) and operational expenditure (OpEx).

Extreme operating gusts pose a greater challenge when compared to the extreme co-
herent gust conditions due to the higher rate of change in wind speed occurring throughout
the gust. This study has not used B2BC which ordinarily provide a means on an individual
turbine by turbine basis, of dealing with variations on the wind side while maintaining
power on the grid side within specified limits of frequency and voltage. In the proposed
DIT topology it is still intended to use B2BCs for a number of turbines as shown in Figure 2.
Employing the farm level B2BC control and the pitch control as analysed in this paper
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will facilitate a greater tolerance range of gusts for DIT systems and will be the subject of
future work. It is possible that with wind prediction methods such as LiDAR and more
sophisticated machine learning-based control systems, that the boundaries could be further
improved thereby reducing the load on the pitch control system and the power conversion
systems down steam of the interconnected bus.

In conclusion, the Direct Interconnection Technique has been shown to be capable
of tolerating wind gust conditions. The boundary of tolerance has been established and
methods for further improvement have been proposed.
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Abstract: Parc Tramuntana is the first offshore wind project being promoted in the Catalonian waters,
and due to this newness, it has generated a strong social debate surrounding expected environmental
and socioeconomic impacts traditionally associated to marine wind farms, as there are no relevant
references in this area. The objective of this report is to provide a specific analysis of some of the
main potential impacts, based on detailed information and quantitative data, in order to place these
impacts in a realistic context and determine their actual magnitude. This analysis is fed by diverse
and detailed studies carried out over the last two years to assess the environmental impact of the
project, in accordance with current regulations. According to environmental impact assessment,
which is based on a standardized methodology, the impact of the project is objectively qualified
as MODERATE on vectors such as turbidity and sedimentation, underwater noise, hydrodynamic
circulation or the alteration of electromagnetic fields, and NOT SIGNIFICANT on aspects such as the
proliferation of invasive exotic species. As this is an ongoing assessment process, this report presents
initial conclusions that do not yet address all possible impacts. Nevertheless, the authors stress the
importance of framing the debate on offshore wind in Catalonia in the context of the urgency of the
climate emergency and its inevitable impacts on the natural environment.

Keywords: offshore wind impacts; turbidity; sediment dispersion; electromagnetic fields; acoustic
impact; marine hydrodynamics; invasive species

1. Introduction

Currently Catalonia, as well as the surrounding regions and countries, faces a situation
of climate emergency, a situation that has been recognized both by the Generalitat de
Catalunya [1], the Spanish Government [2], and the European Parliament [3].

It is hence a situation that involves the adoption of urgent measures to reduce the
carbon emissions for which our energy and production model is responsible. It is therefore
not only advisable, but essential, among other actions, to propose important changes in
Catalonia’s energy generation model, which involve the progressive replacement of non-
renewable sources, which currently provide more than the 80% of the electricity generated,
with renewable sources, including offshore wind. This strategy has been developed in
Catalonia through the Pacte Nacional per a la Transició Energètica de Catalunya (National
Agreement for the Energy Transition of Catalonia) and has been embodied in the Pre-
liminary Draft of the Energy Transition Law, which contemplates large, medium, and
small-scale renewable electricity generation, mainly by local sources (Strategy n◦ 12) [4].
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According to the energy prospective studies for Catalonia with a 2050 horizon (PROEN-
CAT 2050) [5], in order to meet the energy and environmental objectives Catalonia has
been committed to comply, by 2030 it will be necessary to incorporate up to 12,000 MW of
renewable production into the system (of which 1000 MW should correspond to offshore
wind), a figure that should grow to more than 61,000 MW by 2050 (with a total contribution
of 3500 MW from offshore wind). This new renewable capacity should make it possi-
ble to supply a demand characterized by a greater electrification of the economy, facing
the expected closure of nuclear power plants and drastically reducing the current depen-
dence on non-renewable sources, of foreign origin and with a high impact on greenhouse
gas emissions.

Once the need to develop offshore wind energy in Catalonia has been assumed, its
spatial development should be approached on the basis of criteria that incorporate and
allow the complexity of the marine environment to be assessed, weighing the advantages
and disadvantages of each area and the benefits and impacts of offshore wind farms on the
whole of the territory and Catalan society.

Marine spatial planning plays an important role in this task. In recent years, the
Spanish Ministry for Ecological Transition and the Demographic Challenge (MITERD) has
been working, in coordination with many other Spanish state administrations and each of
the autonomous communities of the Atlantic and Mediterranean arc, to develop Marine
Spatial Management Plans (POEM) [6], which are currently under review following the
presentation of their draft for public information and consultation, in order to incorporate
the relevant modifications resulting from the allegations received, as a step prior to their
approval by Royal Decree.

It should be noted that these plans are not arbitrary or based solely on economic or
territorial interests, but that their approach responds to the assessment of a set of criteria
that ensure that the combined pressure of activities in the marine environment is maintained
at levels compatible with the achievement of good environmental status (GES), and that
they do not compromise the capacity of marine ecosystems to respond to changes induced
by human activity. An ecosystem approach has therefore been followed for its definition,
considering both the interactions between land and sea, as well as the expected changes
resulting from climate change.

Besides that, the challenges that the development of offshore wind in Catalonia and
Spain face are not few, largely due to the newness of this type of project in Spain. One
of these challenges is the adaptation of new projects to a constantly evolving regulatory
framework to incorporate this new technology into the Spanish energy model, but also with
a certain social rejection, characteristic of any change in strategy and implementation of new
technologies for the first time in the country. The influence of this regulatory framework,
especially regarding the environmental impact assessment process of this kind of project
was already analyzed by Salvador et al. (2018) [7].

From the point of view of the possible social reticence to the development of offshore
wind power in Catalonia by some economic stakeholders and some members of the sci-
entific community, the social debate on this new technology is often justified on the basis
of the lack of specific references of similar projects in operation in the Mediterranean that
allow to accurately foresee the possible impacts that this type of projects can generate in
the area of implementation, generating uncertainty.

While onshore and fixed founded offshore wind farms are quite widely installed
around the world and provide relevant references on their impacts on the environment
along their entire life-cycle (see e.g., Verma et al., 2022 [8] or Kouloumpis and Azapagic,
2022 [9]), and the adverse environmental impacts of different wind generation technologies
have been already assessed (mainly in onshore context) [10], there are still many effects that
cannot be directly extrapolated to floating offshore wind farms, producing a significant
knowledge gap regarding the impacts of this technology in the environment.

This lack of applicable references means that some voices tend to assimilate as their
own, without a rigorous analysis, other offshore wind experiences in the North Sea or
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the Baltic, where both the technological characteristics of wind farms (mostly with fixed
foundations) and the environment (depth, dynamics, ecosystems, etc.) are very different
from those of the projects proposed in Catalonia.

It should be noted in this regard that, although there are currently no floating offshore
wind projects in operation, the French Government has already taken the first step to be
the pioneers in the Mediterranean, approving the installation of a pilot floating offshore
wind farm, called “Eoliennes Flottantes du Golfe du Lion” (EFGL), and two other pilot farms
(“Eolmed” and “Provence Grand Large”) are in progress.

The EFGL wind farm consists of three 10 MW turbines, to be installed 16 km off the
coast of Leucate, and within the perimeter of a protected area of the Natura 2000 Network,
the marine natural park of the Gulf of Lion, the due Environmental Impact Study having
been carried out and its impact considered compatible with the conservation objectives of
this protected area. The other two wind farms are also planned with three turbines each,
with power ratings between 8 and 10 MW, and at a distance from the coast of between
14 and 18 km.

In addition, on 14 March 2022, the French government confirmed its intention to build
an additional 500 MW of floating offshore wind power in the Mediterranean by 2030.

2. Motivation

In this context, given the urgency of developing new renewable generation projects,
due to the limited time available to meet emission reduction targets, and the periods
required for the processing and technical development of projects, several developers
specialized in offshore wind have begun to work, both in Catalonia and in other regions of
Spain, to respond in the imminent future to the demand for these types of facilities.

One of these developments, pioneered in Catalonia in terms of technical maturity and
coordination with the territory, Parc Tramuntana, proposes the installation of a floating
offshore wind farm off the coast of the Empordà.

This project is being developed with the premise of integrating the participation of the
territory from the earliest stages of conception, applying all the way and in all aspects of
the design the best existing practices at the state-of-the-art level to ensure compliance with
the so-called Precautionary Principle, which supports the adoption of protective measures
against the possibility of a technological risk to the environment, without yet having a
definitive scientific proof of such risk.

Likewise, the project, which has not yet been submitted for environmental processing,
will follow all the way the environmental and administrative procedures required under
current legislation, which includes the preparation and processing of the due Environmental
Impact Study, including the process of public information and consultation with all the
competent administrations.

The process leading to the selection of the most suitable site and the design proposal
of the offshore wind facility has been and will continue to be a living and evolving process.
It has started from an initial approach, based on the energy demand, the availability of
connection to the electricity grid, the conditioning factors imposed by the legislation in
force (environmental, sectorial, town planning, etc.), maritime and airspace planning and
the characteristics of the site, and has evolved (in size and technical solutions) through
the incorporation of additional requirements and conditioning factors derived from the
conversations held with different stakeholders of the territory and society.

This report analyzes some of the aspects and potential impacts of the project that have
generated some debate in the scientific community. This is the case of the recent publication
of the article by Lloret et al. (2022) in the journal Science of the Total Environment [11],
intending to serve as a reference for the evaluation of environmental impacts related to
floating wind technology in the western Mediterranean. This purpose is also oriented
towards introducing accuracy in the data analysis and promoting the debate with some
sectors who systematically express opposition to this type of renewable generation project
without a detailed analysis of its impacts on the environment.
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3. General Description of the Parc Tramuntana Project

The Tramuntana Floating Offshore Wind Farm Project consists of the installation of
an offshore renewable energy generation farm on the continental shelf of the province of
Girona, at a distance of approximately 24 km from the coast of the Bay of Roses, in a range
of depths between 120 and 180 m and on thick silty and detritic seabed, with a total absence
of rocky outcrops. The turbine closest to the coast is located 14 km from Cap de Creus.

The wind farm is located within the area designated in the draft of the POEM for the
Levantine-Balearic demarcation as a priority area for offshore wind (LEBA-2, Figure 1),
being the only area identified in Catalonia as suitable for this type of activity. This site
also partially coincides with a permanent closed area for trawling and is located outside
protected natural areas.

Figure 1. Location of the Tramuntana Floating Offshore Wind Farm Project in relation to environmen-
tal protected sites and other uses of maritime space.

The proposed solution consists of the following elements (Figure 2):
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Figure 2. General layout of the Tramuntana Floating Offshore Wind Farm Project.

• Wind farm: it will have a total of 36 renewable energy generation positions, arranged
in 7 rows perpendicular to the coast, in ENE direction (~N73◦ E). Initially, it will
consist of 33 turbines of 15 MW and an R + D + i platform equipped with 3 positions
for testing experimental devices (sandbox), with a total combined power of 500 MW.
When fully developed, this sandbox will be replaced by 2 additional turbines of 15 MW
each, with a maximum power of 525 MW;

• Submarine electrical cabling system for the interconnection of devices (inter-array
cables) and subsequent export of the energy generated to shore (export cables). The
export cables, which will be buried, run 24 km to the coast, in the municipality of Sant
Pere Pescador;

• Maritime-terrestrial transition to the cable landing area on the coast, by means of HDD
technique, and connection between the submarine cables and the terrestrial cables by
transition boxes at the landing point;

• Terrestrial underground cabling (66 kV) for the connection between the transition
boxes and the electrical substation, located approximately 1 km from the coast;

• Transformer substation, to raise the export voltage to 400 kV and provide the export
electric circuit with the appropriate characteristics for connection to the onshore
power grid.

• Terrestrial underground high-voltage conduction system (400 kV), to discharge the en-
ergy generated to the Spanish grid through the Santa Llogaia substation, near Figueres.

The estimated net energy production is approximately 1800 GWh/year, equivalent to
45% of the current consumption of the province of Girona, both household and industrial.
The project includes a research platform, which will be developed in collaboration with the
Institut de Recerca d’Energia de Catalunya (IREC) and will serve as a sandbox for different
lines of R + D + i in the field of offshore renewable energy harnessing, as well as in other
compatible uses of marine space such as aquaculture, fishing recovery, etc.

The wind farm takes up an area of approximately 95 km2 where floating turbines and
their anchoring systems are located. This area represents less than 0.12% of the surface of
the Exclusive Economic Zone (EEZ) corresponding to Catalonia.

The 15 MW turbines have a total height of 261 m and a rotor diameter of 236 m, and
are installed with a separation between turbines of between 1.2 and 2.5 km. They are
attached to the seabed by 3 or 4 catenaries, each about 650 m long, attached to an anchor
that remains buried about 14 m below the seabed.

The turbines are connected to each other by dynamic inter-array cables, which partially
rest on the seabed, and from the end of each row of turbines comes an export cable, buried
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between 1.5 and 2 m below the seabed, which carries the generated energy to land. In
the land–sea transition zone, a solution using small diameter perforations (Horizontal
Directional Drilling or HDD) has been adopted to facilitate the landing of the cable without
altering the seabed or the biological communities settled on it.

From the grounding point to the connection with the electrical grid, all the high voltage
conduits are projected buried, to minimize the environmental and landscape impact.

Keeping this development proposal as an objective, since it is considered necessary to
provide the Catalan system with this minimum capacity of marine renewable generation,
the possibility of a phased development of the project is also proposed, so that a single array
can be initially executed together with the sandbox facility. This would allow to advance
in the installation of the general energy export infrastructures, and to have for a certain
period of time a testing and demonstration facility to validate these types of wind farms in
the Mediterranean and to verify their environmental and socioeconomic compatibility.

4. Methods of Analysis

In the analysis of impacts carried out in the Environmental Impact Study of the
project, still under development, an identification and quantification methodology was
used, which is based on the methodology proposed by Conesa (1995) [12], in accordance
with the requirements included in Annex VI of Law 21/2013, modified by Law 9/2018,
regarding the identification, quantification, and assessment of the foreseeable significant
effects of the projected activities on the environment.

It is important to differentiate, regarding impacts, those occurring during the con-
struction phase, which has a more limited duration in time, from those occurring during
the operational phase, which may be prolonged throughout the service life of the facility.
In addition, due to the nature of this project, which extends over both the marine and
terrestrial areas, it is necessary to differentiate between the two areas when assessing the
environmental factors affected.

In this report, a preview of the assessment of some of the main impacts on the marine
environment, related to the conservation of biodiversity and the good environmental status
of the area, is made in order to dispel doubts regarding some of the potential impacts that
represent a major concern for the authors of the article of Lloret et al. (2022) [11]. It is
important to mention that, for each of the potential impacts preliminarily identified by
means of a Leopold matrix, each of the following attributes were characterized (Table 1).
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The combination of the valuation of the attributes described above for each analyzed
impact was carried out in accordance with the methodology proposed by Conesa (1995) [12],
according to the following formula:

I = 3IN + 2EX + MO + PE + RV + SI + AC + EF + PR + MC (1)

results in a standardized and objective characterization of its significance, which may
be COMPATIBLE, MODERATE, SEVERE, or CRITICAL impact. In order to properly
understand how these impact categories are defined, their definitions are included below:

• Compatible Environmental Impact (C): impact whose recovery is immediate after the
cessation of the activity, not requiring protective or corrective actions. I ≤ 25;

• Moderate Environmental Impact (M): impact whose recovery does not require inten-
sive protective or corrective practices, and in which the achievement of the initial
environmental conditions requires a certain amount of time. 25 < I ≤ 50;

• Severe Environmental Impact (S): impact in which the recovery of environmental con-
ditions requires the application of protective or corrective measures, and in which,
even with these measures, recovery requires a long period of time. 50 < I ≤ 75;

• Critical Environmental Impact (Cr): impact whose magnitude is greater than the ac-
ceptable threshold. This results in a permanent loss of the quality of environmental
conditions, with no possible recovery, even with the adoption of protective and correc-
tive measures. I > 75.

It is worth noting that the analysis focused on a set of negative impacts, leaving in the
background the more positive aspects of the project, mainly related to the contribution to the
reduction of GHG emissions, which will indirectly help mitigate the serious deterioration
of marine ecosystems associated with climate change.

5. Results and Discussion of the Analysis of the Main Impacts of Offshore Wind,
Applied to Parc Tramuntana

5.1. Analysis of the Impact of the Project on Water Turbidity and Sedimentation

The increase in water turbidity is one of the main impacts detected, and it happens
both during the execution phase, where it is of greater importance, and during the operation
phase. The effects that sediment resuspension can cause indirectly in the transport and
deposition of suspended sediment were also analyzed.

The installation of anchors, chains, and cables on sedimentary substrate, and the
consequent sediment resuspension, are likely to cause direct effects on water quality
(turbidity, alteration of the trophic and chemical states), and in turn indirect effects on the
biota that may be affected by the turbidity plume, particularly hard-bottom filtering and
suspension-feeding species. It should be noted that no such seabed has been detected in
the project area, the seabed affected being composed entirely of fine sands and muds.

In general, regarding the alteration in water turbidity, the main effects on marine fauna
are a decrease in visibility (affecting the behavior of certain species in their ability, among
other aspects, to capture prey or detect predators) or, if prolonged over time, affecting the
feeding and breathing capacity of suspension-feeding and filter-feeding animals, including
fish, whose gills may suffer physical damage due to the presence of abrasive particles in
the water.

Reduced light penetration also affects the depth of the photic zone (the layer where
sufficient light reaches for photosynthesis) and thus the primary production capacity of
algae and phanerogams.

The subsequent deposition of suspended sediment on the seabed would have its great-
est impact on sessile species, particularly on those species most sensitive to sedimentation.

Considering these effects, the area with the greatest sensitivity and potential impact
due to turbidity is considered to be the Cymodocea nodosa meadow in the shallower area, at
depths below 20 m, close to the exit of the route through the HDD. In the remaining area

135



J. Mar. Sci. Eng. 2022, 10, 898

affected by the evacuation route and the area where the wind turbines will be installed, no
significant presence of structuring sessile species was detected.

The increase in turbidity may also have an associated impact on water quality, when
possible pollutants present in the sediment are mobilized. This potential impact is dis-
missed, given that the analysis of sediment samples taken in the area affected by the project
shows no evidence of significant contamination.

In the Tramuntana project, during construction, the foreseeable increase in turbidity is
mainly associated with the activities of drilling execution (HDD) in the maritime-terrestrial
zone and export submarine cable burial by jetting for its protection. Both actions are
temporary (with a permanence of the impact in the order of hours) and their effects on
turbidity are reversible. In this phase, anchoring activities of anchor and mooring lines are
short-time events, and have a lower capacity to generate turbidity, as well as the laying
of inter-array cables, a part of whom can rest directly on the seabed, without the need
for burial.

During operation of the wind farm, since most of the submarine cables are buried and
immobile, the only contribution to increased turbidity on the seabed is that associated with
the wind turbine anchoring systems, due to the resuspension of sediments from the seabed
that may be produced by the movements of the mooring lines under the effect of waves
and wind.

5.1.1. Impact of HDD on Turbidity and Sedimentation (Construction Phase)

The HDD is a small diameter borehole that is drilled between the entrance pit, located
on land behind the beach dunes, and the exit point in the sea 1770 m away from the
previous one, at a depth of about 16 m. This is the technical solution proposed to allow the
landing of the submarine cables without affecting the seabed surface and the biological
communities present on it, some Cymodocea nodosa meadows of high ecological value.

These boreholes are drilled using drill heads operated from land and assisted by a
jack-up structure (platform with legs) near the exit point (Figure 3).

 

Figure 3. HDD drilling scheme for land–sea transition. Source: Herrenknecht.
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The drilling system requires the use of bentonite fluid (composed of water, bentonite,
which is a natural clay, and a small proportion of polymeric additives, wetting and dispers-
ing agents), to facilitate drilling and to extract the excavated material, which is constantly
recirculated and recycled to an onshore separation plant. Only at the exit of the drilling
head at the end of drilling path is the loss of a limited volume of this fluid foreseeable. This
fluid would temporarily increase turbidity around the exit point.

To reduce the dispersion and sedimentation of these bentonite clays around the exit
point, containment measures are planned to be implemented by temporarily casing the exit
point, to allow collection and recycling of the clays.

Based on the dispersion studies of the most unfavorable bentonite fluid emission
scenarios, carried out by means of the MOHID numerical model, the predicted impact,
characterized by the exceeding of the reference turbidity level (defined in accordance
with Additional Provision IX of Law 22/1988 of 28 July 1988 on Coasts as 1.5 times the
normal average of suspended solids measured in pre-operational state, i.e., 6.75 mg/L), is
temporary (lasting less than 2 h), of low intensity (with maximum values not exceeding
40 mg/L), and limited to the immediate surroundings (distances of approximately 30 m).

5.1.2. Impact of Jetting Operations on Turbidity (Construction Phase)

The jetting technique consists of opening a trench in the seabed by applying pressur-
ized water jets that causes the soil beneath and around the cable to fluidize, allowing the
cable to sink through the suspended sediments to the bottom of the trench, to the required
burial depth (Figure 4).

 
Figure 4. Example of subsea cable burial by jetting. Source: CT Offshore.

This technique minimizes the impact footprint and sediment resuspension, being the
cable installation and burial method that generates less spatial impact (reduced trench
width) and less temporal impact (reduced execution time) of those analyzed in the project.

This burial technique would be applied from the drilling exit point (HDD) to the wind
farm site, about 24 km away.

To assess the effect of this operation, the sediment dispersion generated per m of
advance was simulated again by the MOHID numerical model, considering a conservative
hypothetical situation, in which it is assumed that all the sediment in a 2 m × 1 m trench is
resuspended. The results of suspended solids concentration in the water column under this
assumption show that the time duration of significant concentrations (above 6.75 mg/L)
near the bottom is, in all cases, low: 3 h in the shallowest areas and those closest to the
phanerogam meadows (<20 m) and up to 5 h in the deepest ones (120 m).
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The impacts are therefore temporary (no more than 3–5 h above the reference threshold
of 6.75 mg/L), of low intensity (maximum values below 40 mg/L), and limited again to
the immediate surroundings (distances of less than 30 m), and mostly in areas of soft,
non-vegetated substrate, so that the effects of the temporary increase in turbidity in the
benthic zone on the physical environment and biota are considered compatible, temporary,
and of low magnitude. By way of comparison, it should be noted that these levels of
suspended solids and their persistence are equivalent to those usually produced during
sea storms around the meadows.

Sedimentation in the shallow zone is limited to the area near the trench, and at a
distance of more than 30 m does not exceed 2 cm. In the 30 m closest to the trench, 3 cm of
thickness can occasionally be reached, between 30 and 60 m distance, 2 cm are not exceeded,
and at more than 60 m, 1 cm is not exceeded.

It should be emphasized that the numerical modeling carried out is very conservative,
since it considers the suspension of all the material present in the trench. In real observations
made in other projects for laying and burying submarine power cables [13,14], the volume
of resuspended material has been less than 30% of the trench volume, and the mobilized
material accumulates mostly in a short radius around the trench (at a distance of less
than 10 m).

5.1.3. Turbidity Impact of the Movement of Turbine Mooring Lines (Operation Phase)

The anchoring systems for floating turbines are composed of three to four mooring
lines, consisting of chains connecting the floating platforms with anchors buried more than
10 m below the seabed (Figure 5). Part of these catenaries rest on the seabed to counteract
the movement of the turbines under the effect of wind and waves with its weight.

 

Figure 5. Schematic of the subsea mooring and cabling system of a floating turbine. Source: SENER.

A part of this resting section, approximately 330 m long, will be subject to certain
movements that may cause the sediment to resuspend along its contact with the bottom,
which may have indirect effects on the biota present in the area, in this case mostly benthic
macrofauna that colonize the soft bottoms, as well as demersal species (e.g., hake).

It is estimated that the area affected by this effect is of the order of 1650 m2 for each
catenary (along the resting section and with a maximum arc of movement of 4◦), or up to
6600 m2 for each turbine (considering 4 mooring lines). Considering the area affected by
the 35 planned turbines (0.23 km2) compared to the total area where the wind farm would
be installed (about 95 km2), the area affected by this impact is about 0.24%. By contrast, the
area currently subject to resuspension and turbidity on the seabed due to trawling activities
in the Gulf of Roses (assuming a fleet of 21 vessels with an average operation of 180 days
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per year, with 5 h of fishing periods) is estimated at 950 km2 (95,000 Ha). In addition, this
activity generates turbidity values much higher than those associated with the mobility of
the mooring lines of a wind farm [11].

Based on the studies carried out, analyzing the possible movements in the catenaries,
low speed movements are expected and the effects are not likely to reach a distance greater
than 5 m at both sides of the chain, but will be limited to the furrow of maximum amplitude
of the footprint considered for the catenary. The level of turbidity generated would therefore
be close to that observed due to natural variability, and lower than that usually produced
during episodes of strong currents or anthropogenic activity (e.g., if compared to the effect
on turbidity produced by trawling, which turbidity plumes can exceed 100 m of thickness
and reach suspended solids concentration of 200 mg L−1 close to the sea bottom [15]).

The temporal effects of turbidity, although significant, will therefore be of low mag-
nitude and low periodicity occurrence, considering the slowed movement of the chains.
These effects on the physical environment are considered compatible, considering the
adaptive capacity of the species that colonize the affected sedimentary bottoms.

5.1.4. Overall Assessment of the Impact on Turbidity and Sedimentation

During the construction phase, the impact on the increase in turbidity and sedimenta-
tion is considered significant in the shallow area, considering that it happens in waters of
protected natural areas (RN2000) and the presence of the marine phanerogam Cymodocea
nodosa meadow in the landing area, despite the fact that the effect is temporary (hours) and
the rate and spatial extent of sedimentation is limited.

By assessing the different descriptors of each impact (turbidity and sedimentation),
according to the described methodology, a Moderate impact rating is obtained for both
during the construction phase, as shown in Table 2:

Table 2. Overall assessment of the impact on turbidity and sedimentation during the construction phase.

Attribute
Turbidity Sedimentation

Characterization Rating Characterization Rating

Sign Negative (−) Negative (−)
Extension Partial 2 Partial 2

Persistence Temporary 2 Permanent 4
Synergy Synergistic 2 Synergistic 2

Effect Direct 4 Direct 4
Recoverability Immediate 1 Immediate 1

Intensity Medium 2 Low 1
Moment Immediate 4 Immediate 4

Reversibility Short period 1 Medium period 2
Accumulation Simple 1 Cumulative 4

Periodicity Continuous 4 Continuous 4
TOTAL RATING MODERATE −29 MODERATE −32

In terms of the impact on this vector during the operation phase, the expected impacts
on turbidity are very limited, restricted to less than 1% of the project area, which in relation
to the current impact of trawling in the area occupied by the park where this activity would
cease (about 600 ha, equivalent to 6% of the park’s surface), represents, both in terms of the
extent and magnitude of the impact, a relative improvement in terms of turbidity conditions
and recoverability of the seabed from sediment resuspension. From the modeling carried
out, it is concluded that the levels of suspended solids in the water column derived from
the movement of the chains are scarcely significant (less than 2 mg/L at distances of less
than 25 m) at all times, being considered of low intensity and persistence (levels of less
than 1 mg/L in less than 2 h).

The assessment of these impacts in the operation phase is summarized in Table 3:
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Table 3. Overall assessment of the impact on turbidity and sedimentation during the operation phase.

Attribute
Turbidity Sedimentation

Characterization Rating Characterization Rating

Sign Negative (−) Negative (−)
Extension Partial 2 Partial 2

Persistence Permanent 4 Permanent 4
Synergy Synergistic 2 Synergistic 2

Effect Direct 4 Direct 4
Recoverability Immediate 1 Immediate 1

Intensity Low 1 Low 1
Moment Immediate 4 Immediate 4

Reversibility Short period 1 Medium period 2
Accumulation Simple 1 Cumulative 4

Periodicity Continuous 4 Continuous 4
TOTAL RATING MODERATE −28 MODERATE −32

5.2. Analysis of the Project’s Impact on Underwater Noise

The project has the potential to alter the acoustic environment of the area, both during
the construction and operation phases.

In the study area, background underwater noise (reference situation), which is related
to natural sources (e.g., wind) and artificial sources (e.g., maritime traffic, professional
fishing), was measured by means of PAM (Passive Acoustic Monitoring) equipment. The
recorded noise values reach peaks (SPL) of 156–159 dB re 1 μPa and cumulative averages
(SEL) of 134–139 dB re 1 μPa at the wind farm proposed location. The greatest contribution
is from maritime traffic, highlighting the important fishing activity linked to the port
of Roses.

Underwater noise has the potential to alter the acoustic environment of the area and
affect several species, especially marine mammals, with special attention to cetaceans
present in the study area (mainly bottlenose dolphins), and chelonians such as loggerhead
turtles (with less presence in the area).

The acoustic impact will depend on the distance to the source of the receptor. Con-
sidering the distribution of cetaceans in the study area, observed during the monitoring
campaigns carried out during the last year, the main type of detected cetaceans are dol-
phins (bottlenose and striped dolphins), associated with a medium frequency hearing range
(150–160 kHz), and to a lesser extent species with a low frequency hearing range (7–35 kHz),
such as the fin whale.

In relation to the potential effect on turtles (loggerhead turtle), a reference level RMS
of 166–175 dB re 1 μP [16] is considered to be the range for behavioral change effects, based
on experimental measurements with species in captivity.

According to MAGRAMA [17], the reference levels for the definition of exclusion zones
are 160 and 180 dB rms, corresponding to thresholds for which behavioral changes and
physiological damage are detected in cetaceans, respectively.

5.2.1. Noise Impact during the Construction Phase

During the construction phase, the main source of noise is associated with the vessels
that will install the wind turbines and their anchoring systems and lay the cable. The
underwater noise emission is proportional to the speed of the vessels, which, due to the
nature of the work to be carried out, will generally be low (between 3 and 5 knots).

Other sources of noise identified in this phase are the use of acoustic devices for
positioning during cable laying or anchor installation (echo sounders, sonars, acoustic
positioning systems), the use of pumping equipment and the pressurized water jetting
system (jetting), displacement along the bottom, sliding (dragging), and finally machinery
on board for lifting and lowering equipment.
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One of the main differences between the projected wind farm (with floating founda-
tions) and most wind farms in the world (which have fixed foundations) is that in this case
no pile driving activities are carried out for the execution of foundations. Pile hammering
is the main source of underwater noise impact identified by the scientific community in
association with offshore wind farms, having been analyzed in a large number of studies
that show its impact on certain marine species, particularly cetaceans. Consequently, this
important impact does not happen in a project such as Parc Tramuntana, as no impulsive,
high-energy noise will be generated during construction.

Thus, the noise that may be generated during the construction phase does not differ
much from noise associated with other types of maritime works, associated with low
frequencies (e.g., navigation), and is of a temporary nature.

According to the consulted literature, the noise generated by cable-laying ships in
shallow waters is of the order of 164–188 dB re 1 μPa, at 1 m from the source, acting at
frequencies between 0.7 and 50 kHz: surface ship 180 dB (CEDA, 2011) [18], 164–170 dB
(Nexans Skagerrak). In relation to underwater activities, a reference of burial works at 1 m
from the source is available, with emissions up to 188.5 dB (at 11 kHz) [19] or 174 dB [20].
It should also be noted that modern newly built vessels reduce acoustic emissions and
vibrations from engine operation very significantly.

The effects of the construction phase on this variable are considered significant, al-
though the existing risk of direct effects is limited to the presence of wildlife in the vicinity
of the noise source, noting that the negative effects would be temporary and that noise
generation would be progressive, with a chasing effect that avoids further damage to the
animals. The assessment of this impact in the installation phase is therefore moderate
(Table 4):

Table 4. Assessment of the impact on submarine noise during the construction phase.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Temporary 2
Synergy Synergistic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Simple 1

Periodicity Continuous 4
TOTAL RATING MODERATE −28

As the main corrective measure, the use of modern workboats with low noise emission
certifications (e.g., Silent-E) is proposed [21].

5.2.2. Noise Impact during the Operation Phase

During the operation phase of the wind farm, the main source of underwater noise
generation will be the wind turbines themselves, which will produce continuous noise due
to the movement of the blades, transmitted mainly through vibrations along the floating
platform and the bottom-anchoring chains, and to a much lesser extent directly through the
water surface, since the change in medium (air/water) produces a significant attenuation
of atmospheric sound.

There will also be transient noise related to the movement of the anchor chains on the
bottom due to the movement of the floating turbines.

In addition to the noise from the wind turbines, there will be noise from the vessels
responsible for maintenance/repair tasks, similar in nature to that expected during the con-
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struction phase. The impact of these vessels will have a limited frequency (20 days/year),
similar to those currently caused by marine and fishing traffic.

In order to characterize the impact of underwater noise produced by the turbines, the
existing literature on the subject was analyzed, coming from the scarce experiences in other
floating offshore wind farms, specifically the studies and measurements of underwater
noise in the Hywind Tampen wind farm [22], the first floating technology wind farm
installed off the coast of Norway, in the North Sea.

In this wind farm, the noise recorded during operation was characterized as contin-
uous and low frequency (25, 50, and 125 Hz). The results did not exceed in any case an
SPL of 160 dB re 1μPa (reference level adopted as a threshold to determine the limit of
the cetacean disturbance zone, according to MAGRAMA recommendations [17]), and the
isophone range of 120 dB re 1 μPa, assimilable to the background noise recorded at the
Hywind Tampen wind farm site), occurs, according to the developed acoustic modeling on
the basis of measurements, at circa 2 km from the wind turbines, with a maximum noise
footprint of approximately 40 km2.

Similar experiences in the environmental monitoring phase of a fixed foundation
(jackets) wind farm operating at a depth of 25 m off New York Bay, the Block Island Wind
Farm [23], show maximum noise values generated during operation of up to 120 dB re 1 μPa
at a distance of 50 m from the turbines, at a site with a background noise of 110 dB re 1 μPa.

These levels are considered an approximation to the underwater acoustic footprint
that may be produced by Parc Tramuntana, whose increase in the acoustic scenario around
the wind turbines will be cumulative depending on the number of wind turbines and the
environmental conditions of the surroundings. It is estimated that this acoustic increase
will be attenuated to the background noise levels existing at a distance of approximately
2 km or less (since in the case of Tramuntana the background noise is more intense than
that existing in the other reference wind farms analyzed).

The expected RMS levels from this distance (around 120 dB re 1 uPa) are significantly
lower than the background noise and the thresholds that would cause annoyance to the
most sensitive species identified (dolphins and sea turtles), which are not highly abundant
in the wind farm site area.

After this analysis, the effects of the operation phase on this variable are considered
significant, of partial extension (affecting the area near the wind farm’s footprint), and
of medium magnitude due to the acoustic levels generated. The risk of direct effects is
limited to the presence of fauna in the vicinity of the noise source, which is irregular and
periodically distributed. The assessment of this impact during the operation phase is shown
in Table 5:

Table 5. Assessment of the impact on submarine noise during the operation phase.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Permanent 4
Synergy Synergistic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Cumulative 4

Periodicity Continuous 4
TOTAL RATING MODERATE −38

The applicable measures are the monitoring of acoustic levels and the recording of
cetacean activity in the area, through visual censuses and the installation of hydrophones,
to verify the levels and activity of potentially affected fauna.
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5.3. Analysis of the Project’s Impact on Electromagnetic Fields (EMF)

This potential impact is only likely to occur during the operation phase, as it is
associated with the transmission of electricity generated by the wind farm through the
submarine cables.

The interconnection cables (inter-array) installed in the offshore wind farm and the
export cables will operate in alternating current at 66 kV–50 Hz. An analysis of the EMF
generated by these cables was carried out using numerical modeling based on the Biot–
Savart analytical calculation for the different cable segments (both the dynamic inter-array
cables, which connect the turbines to each other, and the buried export cables, which connect
the wind farm to shore). This model adopted a conservative calculation, considering the
most unfavorable possible scenario (cable operation at full load), and without considering
the shielding effects due to the cable protection armor.

This simulation of EMF levels (see Figure 6) obtains magnetic field levels (B) for the
maximum inter-array cables at the surface of the conductors of 90 μT and, for the evacuation
cable, a maximum level of 5 μT on the seabed.

  
(a) (b) 

Figure 6. EMC modeling for the inter-array (a) and export (b) cables.

The electric field (E) induced by the 66 kV conductors will be zero on the outside of
the cables, since it is blocked by the metallic screen of the cable itself.

The potential effects of EMF on aquatic fauna include the possible disorientation of
migratory species that use the terrestrial magnetic field for orientation during navigation,
behavioral alteration with attraction or repulsion effects (barrier effect), as well as potential
physiological damage at the cellular level.

As a reference, it should be noted that normal values of the earth’s geomagnetic field
can range from 20 to 75 μT, depending on the geographical location.

In order to assess which of these effects could be relevant to the project, a large amount
of literature was consulted to analyze the effects of EMF on different species (Table 6):
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Table 6. Documented effects of EMF on marine species.

Species Threshold Value Effect Source

Eel (Anguilla anguilla) 5 μT (direct current) Course deviation during migration Westerberg and Begout-Anras
(2000) [24]

Turtle (Caretta caretta) 4.9 μT_ Disorientation of juveniles during
migrations periods Fuxjager et al. (2011) [25]

Mussel (Mytilus
galloprovincialis) 300–1000 μT_ Alteration of cellular processes for

adults in the laboratory
Ottaviani et al. (2002) [26]
Malagoli et al. (2004) [27]

Shrimp (Crangon crangon) 10–100 μT_ Behavioral disturbance in adults
Hutchinson et al. (2018) [28]800 μT_ Attraction effect on adults

Fish and macroinvertebrates 1–3.2 mT_ No significant long-term behavioral
effects detected

Woodruff et al. (2012) [29]
Bochert and Zettler (2004) [30]

Elasmobranchs
91 μV/m Alteration of behavior by attraction

or repulsion
CMACS (2003) [31]

Gill and Taylor (2001) [32]
60,000 μV/m Narcosis Smith (1974) [33]

Elasmobranchs and rajoids 1/8 to 8 Hz Electrosensitivity within the
frequency range

Kalmijin (2000) [34]
Walker et al. (2003) [35]

In relation to species sensitive to electric fields, elasmobranchs would be the most
potentially affected group, whose ability to detect these fields is very sensitive, detecting
levels of less than 0.5 V/m (5 nV/cm).

Among the species considered in the bibliography, the most important because of
their potential presence and migratory habits are the loggerhead turtle (Caretta caretta), the
bottlenose dolphin (Tursiops truncatus), devil fish (Mobula mobular), and the main protected
species of elasmobranchs with a potential presence in the study area due to their conserva-
tion status: common thresher (Alopias vulpinus), basking shark (Cetorhinus maximus), tope
shark (Galeorhinus galeus), bluntnose sixgill shark (Hexanchus griseus), shortfin mako shark
(Isurus oxyrinchus), smooth-hound (Mustelus spp.), blue shark (Prionace glauca), and spiny
dogfish (Squalus acanthias).

The maximum magnetic fields generated by the project are within the range of values
detectable by marine fauna.

The field generated by the inter-array cables in the wind farm area (up to 90 μT) will be
detectable by potentially present species of interest. Considering that the cables analyzed
do not alter the electric field, significant effects on elasmobranchs are dismissed, although
their behavior will be analyzed during the operation phase. This effect is localized in the
closeness of the cables, as the magnetic field levels attenuate rapidly a few meters away.

The potential effects on fauna are considered locally limited; it should be noted that
the cable’s footprint in the sea bottom is approximately 10,000 m2, less than 1% of the wind
farm’s area, and barely perceptible (<5 μT) at short distances (<1 m). Due to the extent of
these fields and the magnitude of EMF and derived effects, they are not considered to have
a significant barrier effect on migratory species.

In the case of the fields associated with the export cables (<5 μT), these are of limited
magnitude, close to the levels of natural electromagnetic disturbances that regularly happen
(Nyqvist et al., 2020) [36], and are therefore expected to be barely perceptible by potentially
affected fauna, as the cable is buried deep enough for the field to attenuate to levels that
are practically imperceptible at the seabed surface.

It should be noted that in EMF monitoring surveys of buried electrical interconnections,
levels of the order of nT are usually detected. Considering its continuous route to the coast,
the species of interest potentially affected would be the loggerhead turtle, in the event of
passing through to nest on nearby beaches, and the bottlenose dolphin, due to its local
presence. However, due to the magnitude of the impact, as described above, the effect
on these species is considered insignificant. These values can also be extrapolated to the
subway cable line through the HDD.

On the other hand, it should be noted that it is foreseeable that in the operating phase
the EMF generated will be lower than that modeled, considering the maximum regular
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operating loads contemplated and the additional shielding provided by the cable protection
armor; according to the literature consulted, these levels would not be capable of causing
physiological damage or significant changes in the behavior of the fauna present in the
project area.

Anyway, the increase in EMF during the wind farm’s operation phase was considered
a significant effect, mainly in the wind farm’s footprint area (where the inter-array cables
are located). This impact is considered moderate, according to the following attribute
classification (Table 7).

Table 7. Assessment of the impact of EMF on marine fauna.

Attribute Characterization Rating

Sign Negative (−)
Extension Partial 2

Persistence Permanent 4
Synergy Simple 1

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Simple 1

Periodicity Continuous 4
TOTAL RATING MODERATE −30

Among the main mitigation measures, in addition to the design of the cables to reduce
EMF through shielding and burial in the evacuation route, it is proposed to monitor EMF
levels in the inter-array cables and in the evacuation route, as well as the monitoring of
cetaceans, turtles, pelagic communities (including elasmobranchs), and benthic macrofauna.

5.4. Analysis of the Project’s Impact on Marine Circulation and Nutrient Distribution

Once the offshore wind farm is in operation, the operation of the wind turbines
could generate changes in the atmospheric and oceanic dynamics due to the capture and
modification of wind energy. On the other hand, the floating platforms, with a draft of
−15 m, could generate a certain wave reduction effect or local alteration of the currents.

The main expected effect could be the reduction in wind energy in the area of the
wind farm, associated to the wake effect, which consists of the reduction of wind speed
and kinetic energy downwind of the wind farm.

It is considered that the capacity of the underwater structures to alter the hydrody-
namic regime of the Gulf of Roses is very low, considering the depth at which the wind
farm is located (>100 m) and that the installed structures (floating platform, chains, anchors,
and inter-array cables) are not large enough to produce a significant reduction in current
flows, stratification, or vertical transport phenomena in the water column.

Although these effects may happen, they will be very localized in the immediate
surroundings of the structures and of little entity at the level of the Gulf of Roses (where
they will probably be imperceptible), which does not confer the ability to become cumu-
lative or synergistic downstream. The effect of this potential reduction in the wind and
hydrodynamic regime on the development of species and habitats is assumed to be low,
due to the expected low incidence of the reduction in physical effects on the column and
seabed of the installed wind turbines, as well as the capacity of biological adaptation of the
species potentially affected to small changes in the circulation.

This impact has first been assessed on the basis of a critical analysis of the existing
literature, and a rigorous study by IHCantabria about the impact of the project on wind
fields and marine currents has also been undertaken, by means of numerical modeling. This
study, whose methodology has been presented to the Spanish National Research Council
(CSIC) experts for their approval, and no objections have been received from them, will
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provide quantitative information on the foreseeable variation in current speeds in the area
of the Gulf of Roses.

As a result of the bibliographic analysis, some scientific publications that analyze
and document wind field alteration effects were identified, mainly based on wind farms
located in the North Sea [37]. In some cases, it is suggested that these alterations could lead
to increases in precipitation, although the predicted changes are so small in magnitude
that it is difficult to distinguish them from natural variability. According to Platis et al.
(2018) [38], the wake effect is greater under stable atmospheric conditions than under
turbulent conditions. When conditions are turbulent, such as those associated with the
Tramuntana winds that will feed the wind farm, the wake effect is restricted to the local
area inside the wind farm and the immediate surroundings.

It should also be noted that in general, regarding wind disturbance, the numerical
models give overestimated values with respect to the field measurements. This divergence
between modeled and measured values indicates deficiencies in the knowledge of the
effects. Measurements made in the “Horn Rev” and “Nysted” fields in the Baltic Sea
show reductions of 8–9% immediately after the field, and 2% at distances between 5 and
20 km [39]. As for the regional effect, it is estimated to be small, the energy loss in the first
kilometer of the atmosphere being 0.007%. The conclusion is that floating wind farms may
have a minor to moderate impact on atmospheric and oceanic dynamics (depending on
the location and size of the wind farm), although there is insufficient specific knowledge
of the cascading effects of large-scale atmospheric and oceanic processes to reduce the
current uncertainty.

In relation to the possible effect of the alteration of currents on the distribution of
nutrients, Van Berkel et al. (2020) [40] point to the potential upwelling effect associated
with the wake, causing the upwelling of deep-water mass to the surface. However, this
effect depends on the relative direction between the wind and the coast, being a frequent
phenomenon on the Atlantic coast but not so in the western Mediterranean.

It should be noted that the bibliographic references in which appreciable variations
in the current regime have been observed as an indirect consequence of the presence of
a wind farm correspond to cases in shallow areas, with fixed foundation wind farms,
and with a high concentration of turbines, being scenarios not very comparable with the
project scenario.

The results of the hydrodynamical study by means of numerical modeling developed
by IHCantabria show that the effect of the wind farm over the surface currents and those
averaged over the water column in the coastal area is very small, with an averaged differ-
ence in the currents magnitude below 1 cm/s and maximum values of 1 cm/s during 98%
of the time.

In the proximities of the wind farm in the open sea, the differences obtained, in both
surface and averaged water column, remain below 1 cm/s at the north, east, and west from
the farm, while at the south this difference is up to 2 cm/s, which represents an averaged
variation inferior to 3.5% of the average speed registered in the study area by the buoy of
Puertos del Estado.

In any case, to confirm the potential impact, the mitigation measures and Environ-
mental Monitoring Plan propose monitoring the wind and current regime of the involved
area, as well as monitoring the thermohaline structure of the main indicators of the water
masses (temperature, salinity, turbidity), nutrients in the water column, and monitoring
the evolution of the main pelagic and benthic communities in the affected area, whose
evolution will be analyzed with a Before-After Control-Impact (BACI) study approach.

The impact is considered significant, permanent (during the life of the wind farm),
and synergistic. Due to the uncertainty of the effect and the fact that mitigation measures
cannot be developed, a medium magnitude is assigned to it. The resulting classification is
shown at Table 8:
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Table 8. Assessment of the impact on marine hydrodynamics.

Attribute Characterization Rating

Sign Negative (−)
Extension Extensive 4

Persistence Permanent 4
Synergy Synergic 2

Effect Direct 4
Recoverability Immediate 1

Intensity Medium 2
Moment Immediate 4

Reversibility Short period 1
Accumulation Cumulative 4

Periodicity Continuous 4
TOTAL RATING MODERATE −38

5.5. Analysis of the Impact of the Project on the Proliferation of Invasive Alien Species

Another aspect that has been identified by scientists as a possible threat to marine
biodiversity, in association with offshore wind farms, is their potential to promote the
proliferation of invasive alien species.

According to the available knowledge by the scientific community on the proliferation
of allochthonous species in the Mediterranean, either introduced intentionally or by chance
by different ways, it is currently considered that this phenomenon could be one of the main
causes of biodiversity loss in the Mediterranean. The number of invasive alien species
inventoried in this sea in 2012 reached almost a thousand (more than 5% of the species
present in this sea), with more than 300 identified in the western basin [41].

There is a wide variety of species with the potential to become invasive, although
organisms with the ability to attach to hard surfaces (biofouling), including mollusks, are
generally the most notorious. The known introduction ways are numerous, one of the
most relevant being the opening of the Suez Canal in 1869, which involved communication
between the Red Sea and the Mediterranean Sea, favoring the migration of numerous
species from the Red Sea to the Eastern Mediterranean, some of which have come to spread
throughout the Mediterranean basin [42].

Other known ways of anthropogenic introductions are the transport of sessile species
attached to the hull of merchant ships or other structures moving from one place to another,
the discharge of ballast water, which carries planktonic and nektonic organisms (some
of which are larval stages of invasive species), the introduction of species of interest for
mariculture and fish farming (which often carry parasitic organisms), the intentional or ac-
cidental release of specimens by aquariums, or even the recent proliferation of microplastics
in the seas [43].

Regarding this threat, it is also worth noting the effect that climate change is likely to
have on this phenomenon, since it is expected to affect, by modifying water temperature,
the structure of marine communities, providing more opportunities for exotic species to
disperse and compete with and displace native species [42].

Based on current knowledge, and in relation to the structures and actions foreseen in
the project, the following possible routes of entry of allochthonous species into the project
area are contemplated:

• Through adherence to the structures of the foundation floaters, during their towing
from the manufacturing or assembly port:
The structures are expected to be manufactured either in western Mediterranean ports,
with a low probability of introduction of new species, or from the Atlantic ports of the
Iberian Peninsula. The rest of the elements that will remain on the seabed (submarine
cables, anchors, and chains) are not expected to be exposed to marine colonization
outside the park, since they will be transported aboard ships.
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In both cases, the main means of transport will be semi-submersible vessels between
the manufacturing port and the wind turbine assembly port (e.g., in Tarragona), so
possible adhesions will only occur during transport between the port of Tarragona
and the wind farm site. The probability of introduction of allochthonous species is
therefore very low, and comparatively lower than that which may be due to the transit
of merchant ships coming from the Strait of Gibraltar or the Suez Canal to ports in the
western Mediterranean.

• By attachment to working vessels during construction (cable-layers, tugboats, etc.):
These vessels are highly specialized and generally work in all the world’s oceans, so
there is a possibility that they may carry allochthonous species attached to their hulls,
with potential for invasion and displacement of native species.
However, this is not a significant threat, in relation to the number of vessels with which
it is associated, compared to the intense maritime traffic of merchant ships, pleasure
craft, fishing boats, or cruise ships that sail the waters of the western Mediterranean
from other seas.

• By releasing ballast water from the foundation platforms:
The floating turbine foundation platforms have ballast systems that involve filling or
emptying tanks integrated into their structure to contribute to the stability of the whole.
The partial filling of these tanks will be carried out at the assembly port (Tarragona),
ending at the location of the wind farm.
It is therefore not foreseeable, as has been argued above in the case of the adhesion
entry route, that these ballast waters will constitute a significant entry route for
invasive non-native species.

Finally, the potential effect of the floating structures themselves, as well as the an-
choring system and the inter-array cables, which will be the only elements exposed to
marine colonization, should be evaluated as possible elements of attraction and settlement
of invasive alien marine species. This effect, far from introducing new species, could only
contribute to a greater growth of the species present in the area. Its effect would be equiva-
lent to that provided by any structure capable of providing a substrate for the settlement of
sessile organisms, especially if it is located within the photic zone, where photosynthesis
occurs and with it the greatest growth of biomass. That is, it would be equivalent to that
associated with boat hulls, buoys, fishing gear, artificial reefs, or shallow rocky bottoms.

It should also be noted, in the case of platforms, that these structures are protected
against corrosion and biofouling by means of cathodic protection systems and/or impressed
current, which significantly minimizes biological adhesion. Therefore, only the surface of
the chains and inter-array cables would be exposed to colonization at a relevant level.

It is possible that the presence of the floating structures may generate slight changes in
the behavior of pelagic species, which may be attracted or repelled in their immediate envi-
ronment depending on their feeding, predatory, shelter, or reproduction habits. However,
these effects are not considered to be relevant in terms of compromising the conservation of
these species, especially when compared to other pressures on these species in the project
area, such as trawling or maritime traffic.

For all of the above reasons, the effect of the project on the proliferation of invasive
alien species was considered not significant for the purposes of impact assessment.

6. Conclusions

The social controversy related to the introduction of offshore wind power in Catalonia
has scaled to a scientific debate about its environmental compatibility, and specifically in
relation to the Parc Tramuntana project. Recent publications have contributed to sustaining
this debate, without being adequately based on rigorous analysis of both the characteristics
of the project and its specific location within the Gulf of Roses, so it has been considered
appropriate to provide an exhaustive analysis of the main impacts identified by the scientific
community in relation to offshore wind farms.
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The aim of this report was therefore to dispel some of the uncertainty that motivates
this opposition, based on detailed information and quantitative data, in order to place these
impacts in a realistic context and determine their true magnitude.

This is possible because a series of diverse and detailed studies have been developed
over the last two years to assess the environmental impact of the project, which are rela-
tively advanced and ready to provide some well-founded conclusions. In the meantime,
the study continues to be prepared and, once the relevant studies are completed, it will
be submitted as part of the documentation required by current legislation for the environ-
mental processing of the project. Although this procedure contemplates a 30-day public
information phase, it is desired to maintain a less limited channel of dialogue and prior
communication, for which reason the promoter commits to advance as far as possible the
conclusions that emerge from the environmental studies and to make them available to any
interested person through the project’s web page.

It should be noted that both the project and the corresponding environmental impact
study are being developed in accordance with current environmental processing regulations
and based on the Scope Document submitted by the General Directorate for Environmental
Quality and Assessment of the Ministry of the Environment. Likewise, the design of the
wind farm’s infrastructure is in accordance with the conditions established by urban and
sectorial regulations.

Based on the studies carried out, which are based on a standardized methodology, the
impact of the project is objectively classified as MODERATE on vectors such as turbidity
and sedimentation, underwater noise, hydrodynamic circulation, or the alteration of elec-
tromagnetic fields, and NOT SIGNIFICANT on aspects such as the proliferation of invasive
exotic species (Table 9).

Table 9. Summary of analyzed environmental impact ratings and characterization.

Impact Assessment Phase Rating (-) Characterization

Turbidity Construction 29 MODERATE
Operation 28 MODERATE

Sedimentation
Construction 32 MODERATE
Operation 32 MODERATE

Submarine noise
Construction 28 MODERATE
Operation 38 MODERATE

EMF on marine fauna
Construction N/A N/A
Operation 30 MODERATE

Marine hydrodynamics Construction N/A N/A
Operation 38 MODERATE

Proliferation of invasive
exotic species

Construction N/A N/A
Operation N/A N/A

Impacts on turbidity and sedimentation are expected along the evacuation cables track
during construction stage and only in the close vicinity of turbine moorings during the
operational stage.

Submarine noise is expected also during both stages, mainly associated to construction
equipment and ships during construction and to both maintenance ships and turbine
structure vibrations during operation, although emission levels are not expected to be
higher than current background noise in the area or to cause severe damage to sensitive
species present in the area.

EMF are only expected in operational stage, being significant mainly in the close
vicinity of the floating inter-array cables. Generated fields are expected to be detectable by
sensitive species, but not strong enough to cause severe alterations in their behavior.
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The impact on marine hydrodynamics, based on numerical modeling, is expected to
be low, limited to changes in currents magnitude of 1–2 cm/s in the vicinity of the wind
farm during operational stage.

Finally, the effect of the project on the potential proliferation of invasive species was
considered not significant, as there are small chances for the introduction of alien species
associated to project structures, being irrelevant when compared with other identified
introduction vectors in the area.

In general, the studies carried out allow to anticipate a low impact of the floating
offshore wind farm project on marine biodiversity in the area of implementation, which
makes it compatible with the conservation of such biodiversity.

In addition, most of the significant impacts identified allow the application of measures
to mitigate their effects, as well as their follow-up during the environmental monitoring
derived from the environmental processing, which will make it possible to know the evolu-
tion of the wind farm’s effects on the environment, as well as the adoption of additional
measures if necessary.

These initial conclusions address only certain environmental aspects of the project
that have been identified as being of greatest concern to some members of the scientific
community. As the environmental impact study progresses, it is expected that conclusions
regarding other potential environmental or socioeconomic impacts will also be published.

It is clear that any project, of whatever nature, introduces certain changes in the
environment and therefore has an associated impact. However, it is equally true that
it is imperative to slow down climate change by all available means, among which the
transformation of the energy generation model to a renewable model is a priority.

It should be remembered that the effects of climate change predicted by the IPCC for the
coming decades (many of which are already occurring today, including in the Mediterranean)
include an increase in the temperature of the planet and its oceans, the extinction and
anomalous migration of species, colonization by invasive species, the modification of marine
currents and acidification of the seas, droughts, and catastrophic climatic phenomena.

Therefore, the suitability or otherwise of offshore wind power in Catalonia should not
be evaluated solely from the perspective of its effect on biodiversity, especially considering
that climate change itself will certainly introduce much more drastic changes in Mediter-
ranean ecosystems than those that can be attributed to any individual project, resulting in
more severe, lasting, and irreversible impacts on marine biodiversity.

Thus, from an equanimous and global vision, the assessment of a project such as Parc
Tramuntana should be carried out with scientific rigor and without falling into the tunnel
vision that only focuses on the local negative impacts, without placing them in context.
Because, according to environmentalists [44], even if it is accepted that, like any other
renewable energy project or any other type of project, it may have a certain level of impact
on local biodiversity, the relationship between this impact and the protection of biodiversity
throughout the Mediterranean is largely in favor of the latter.

Finally, in response to the arguments calling for a halt to marine renewables under a
precautionary principle that only greater scientific knowledge can overcome, it is necessary
to indicate that unfortunately the time available for the study is limited, since the climate
emergency is already a reality and requires an urgent response. It is therefore a priority
to join efforts to ensure the optimal response to the climate challenge, as is being done in
neighboring countries.
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Abstract: Wave energy converters (WECs) usually require reactive power for increased levels of
energy conversion, resulting in the need for more complex power take-off (PTO) units, compared to
WECs that do not require reactive power. A WEC without reactive power produces much less energy,
though. The concept of Variable Shape Buoy Wave Energy Converters (VSB WECs) is proposed to
allow continuous shape-change aiming at eliminating the need for reactive power, while converting
power at a high level. The proposed concept involves complex and nonlinear interactions between the
device and the waves. This paper presents a Computational Fluid Dynamics (CFD) tool that is set up
to simulate VSB WECs, using the ANSYS 2-way fluid–structure interaction (FSI) tool. The dynamic
behavior of a VSB WEC is simulated in this CFD-based Numerical Wave Tank (CNWT), in open sea
conditions. The simulation results show that the tested device undergoes a significant deformation
in response to the incoming waves, before it reaches a steady-state behavior. This is in agreement
with a low-fidelity dynamic model developed in earlier work. The resulting motion is significantly
different from the motion of a rigid body WEC. The difference in the motion can be leveraged for
better energy capture without the need for reactive power.

Keywords: ocean wave energy; flexible wave energy converters; Computational Fluid Dynamics;
fluid–structure interaction; highly nonlinear dynamics

1. Introduction

Wave energy conversion has been attracting more research attention due to the ris-
ing demand for renewable energy and its advantages including high power density [1],
large energy potential, and consistency. Yet, wave energy conversion is still in the pre-
commercial phase. In the last decade, the dynamics and control of WECs were significantly
investigated. Starting from linear models, which are widely applied in developing optimal
controls [2–5], to nonlinear hydrodynamics (especially nonlinear FK force) [6,7], to high-
fidelity CNWT simulations of wave energy converters [8,9]. In recent years, significant
research effort has been made to improve the economic index of wave energy conversion.
Yet, some challenges still exist; one of which is the need for reactive power to optimize en-
ergy production. Some conventional optimal control methods [4] aim to achieve resonance
between the device and ocean waves to maximize energy production; yet a complex PTO
unit would be required to produce reverse power flow, which represents a high expenditure
and the generated power quality is poor (large fluctuation) [10,11]. On the other hand,
using damping control does not require reactive power, but the performance of the WEC is
degraded in terms of power production.

The concept of VSB WECs was recently proposed to address this challenge. The VSB
WEC has a‘soft’ buoy, allowing relatively rapid shape-changing in response to pressure
variations. This is unlike the conventional rigid WECs and unlike the concept of variable
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geometry WECs [12–15] in which a rigid WEC changes shape occasionally and slowly
in response to changing wave conditions. The VSB WEC involves nonlinear interaction
between the device and the waves (continuous deformation in response to the waves).
This interaction can be leveraged to produce more power without the need for reactive
power. The motion of the device can be excited due to the deformation as pointed out in
reference [16], which employs a physics-based low-fidelity model.

Since the proposed device involves complex and nonlinear hydrodynamics, a tool for
high-fidelity simulation is developed in this paper to investigate the behavior of VSB WEC.
Due to the nature of this problem, a FSI tool that can handle variable-shape (morphing)
structure is needed in the CNWT. This is unlike most existing high-fidelity WEC simulation
tools [8], which can handle only rigid body FSI. The FSI capability employed in this paper
implements 2-way FSI; the data is transferred between the solid domain (finite element
analysis (FEA) model) and the fluid domain (CFD model). As far as the simulation software
is concerned, ANSYS® and OpenFOAM are both widely applied in developing CNWTs
and solving FSI [17]. The ANSYS 2-way FSI (system coupling simulation) is used in this
paper. As detailed in this paper, this type of problem requires large mesh motions; this is
accommodated in this paper using the diffusion-based mesh smoothing method.

The main contribution of this paper is to develop a high-fidelity simulation tool that
enables the investigation of the recently proposed VSB WECs, which are characterized by
their nonlinear hydrodynamics. The tool presented in this paper will enable the validation
of other low fidelity models for VSB WECs that are usually used for WEC control design
and analysis. The paper is organized as follows: numerical modeling is introduced in
Section 2 and mesh generation is introduced in Section 3. Sections 4 and 5 present the
simulation results and discussion, respectively. Finally, the conclusion is drawn in Section 6
with the plan for future work.

2. Numerical Modeling

The details of the numerical simulation approach applied in this study are introduced
in this section. A schematic view of the proposed device and the computational domain is
presented in Figure 1. As shown in the figure, the dimensions of the computational domain
are 80 × 60 × 60 m. The height of the Free Surface Level (FSL) is 40 m measured from the
global coordinate system, which is also shown in the figure. Since the proposed device is
allowed to change the shape in response to the waves, a significant interaction between the
device and waves is expected. By applying ANSYS 2-way FSI, the data transfers between
solid and fluid are created on the interface between solid and surrounding fluids (denoted
as FSI 1) and the interface between solid and internal gas (denoted as FSI 2). The device
initially has a shape of a hollow sphere with a radius of 2 m and a thickness of 0.3 m.

Figure 1. Computational domain layout.

2.1. Governing Equations

Three stratified phases including the environmental air, environmental water and
chamber gas are applied in this simulation. Although the environmental air and water
are assumed to be incompressible, the chamber gas is assumed to be compressible since
the chamber has a large volumetric change due to the interaction between VSB WEC and
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waves. The conservation equations for unsteady compressible fluid simulation can be
written as:

∂ρ

∂t
+∇ · (ρ�v) = 0

∂

∂t
(ρ�v) +∇ · (ρ�v�v) = −∇p +∇ · (τ) + ρ�g + �F (1)

∂

∂t
(ρE) +∇ · (�v(ρE + p)) = ∇ · (ke∇T)

where ρ is the fluid density, �v is the flow velocity vector in the continuity equation. In the
momentum equation, τ is the stress tensor, and ρ�g represents the gravitational body
force. Since in this study, the wave absorption zone is included near the pressure outlet,
the source term �F is added in the momentum conservation due to the applied numerical
beach treatment. Further, in the energy equation, E is the energy, and ke is the effective
thermal conductivity. A transient Reynolds Averaged Navier Stokes (RANS) solver is
applied with the governing equations discretized over the fluid domain by using finite
volume method. The fluid simulation (CFD) is further coupled with transient structural
analysis (FEA).

2.2. Physics Modeling

The turbulence model applied in this study is the realizable k − ε model, which is
considered robust and computational efficient [17]. Compared to the widely applied
standard k − ε, the applied model provides more robustness, which is more suitable in
this study since the interaction between the device and the waves is highly nonlinear.
The transport equations for turbulent kinetic energy (k) and dissipation rate (ε) will be
solved. Details about the mathematical modeling of the k-epsilon turbulent model can be
found in [18,19]. Furthermore, since the chamber gas has a negligible motion with respect
to the device, the internal fluid domain is considered to be laminar.

The Volume of Fluid (VOF) method is applied to simulate the multi-phase flow.
Environmental air is assumed to be the primary phase, and the environmental water
and chamber gas are both assumed to be the secondary phase. To track the interface
(e.g., free surface) between different phases, the volume fraction equation is applied:

∂(αqρq)

∂t
+∇ · (αqρq�vq) = 0 (2)

where ρq and αq are the density and volume fraction of the qth fluid (phase q). The volume
fraction αq varies between 0 and 1 in a cell. For each cell, it is possible that:

αq = 0 if the cell is empty of phase q

0 < αq < 1 if the cell contains interface

between phase q and other phases (3)

αq = 1 if the cell is full of phase q

Furthermore, the summation of the volume fraction of all phases should be unity:

n

∑
q=1

αq = 1 (4)
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To further sharpen the free surface between environmental air and water, the interfacial
anti-diffusion is enabled by adding a negative diffusion source term in the volume fraction
equation [20]:

∂αq

∂t
+∇ · (�vqαq) = −∇ · (�vcαq(1 − αq)) (5)

�vc = γ|�vq| ∇αq

|∇αq|
where�vc and�vq represent the compression velocity normal to the interface and cell velocity,
respectively, and γ is the compression factor.

Moreover, the large mesh motion due to the highly nonlinear interaction is accounted
by diffusion-based smoothing dynamic mesh method. The pressure–velocity coupling
problem is solved by the coupled algorithm to achieve aggressive convergence in transient
simulation of the proposed challenging model. The density, momentum, turbulence, and
energy are spatially discretized based on the second-order upwind scheme. The applied
transient formulation is first-order implicit.

2.3. Domain and Boundary Conditions

The boundary conditions applied in this study are summarized in Figure 2. The waves
are generated from the velocity inlet, and the downstream boundary is specified as a
pressure outlet. Symmetry boundary conditions are applied for the top, bottom, and sides
boundary conditions. The purpose of setting the symmetry boundary conditions is to
construct an open sea condition for the simulation where the deep water and infinite
air assumptions are applied. As addressed in [21], velocity inlet and slip wall are also
considered as appropriate selections for the top, bottom, and sides boundary conditions
if the boundaries are located far away from the device (which is the case in this study).
The interface between the surrounding fluids and the solid and between the chamber gas
and the solid are both defined as adiabatic walls. A mesh will be morphed around the solid
to account for the motion and deformation of the device.

Figure 2. Boundary conditions applied in the simulation.

Since open sea conditions are applied in this study, the generated waves are assumed
to be deep water waves with regard to a water depth 60 m. To prevent the drifting of the
device, the flow current velocity is assumed to be zero. The Person–Monskowitz (PM)
wave spectrum is applied as the irregular wave spectrum:

SPM(ω) =
5

16

H2
s ω4

p

ω5 e−
5ω4

p
4ω4 (6)
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where Hs is the significant wave height and ωp = 2π
Tp

is the peak frequency. The irregular
wave that has a significant height of Hs = 1 m and a peak period of Tp = 6 s is applied
in this paper given the fact that typical peak period of ocean waves varies from 6 s to
12 s. The frequency range of the wave is from 0.2 rad·s−1 to 4 rad·s−1 and the number of
frequencies is 20. Moreover, deep water waves are normally multidirectional waves, thus
the directional spreading function also needs to be specified. The widely applied cos-2s
directional spreading function [22–24] is applied in this study:

G(θ) = G(s) cos2s(
π

2θs
(θ − θp)) (7)

where s is the frequency independent cosine exponent, which is a positive integer. θp is the
mean wave heading angle, and θs is angle spreading from θp. In this paper, s is selected
as 30 for deep water waves as suggested in [25]. The mean wave heading angle is 0◦
and the spreading angle is 90◦, which is found to be a good assumption for directional
spreading when s > 5 [25]. Additionally, the number of angular components is chosen
as 10. The resulting wave spectrum is the multiplication of the frequency spreading and
directional spreading:

S(ω, θ) = SPM(ω)G(θ) (8)

The final wave field will be generated based on the wave spectrum by taking superpo-
sition of different wave components:

η(r, t) =
Nf

∑
i=1

Na

∑
j=1

aijcos(kx,ijx + ky,ijy − ωit + φij) (9)

where a =

√
2
∫ θ+ δθ

2
θ− δθ

2

∫ ω+ δω
2

ω− δω
2

S(ω, θ)dωdθ is the amplitude of each wave component. Further,

kx,ij = ki cos(θj) and ky,ij = ki sin(θj), where ki is the wave number of the ith wave compo-
nent (which has a frequency of ωi) and θj is the jth wave heading. Random phase shift φij
is used in generating the wave field, which is uniformly distributed in [0, 2π].

A multiple-directional numerical beach (as shown in Figure 1) is implemented in the
vicinity of the downstream and the sides to suppress the wave reflection. A damping sink
term is added in the momentum equation for this damping zone:

S = −[C1ρV +
1
2

C2ρ | V | V] f (z) f (x) (10)

where C1 = 116.24631/s and C2 = 3192.6571/m are the linear and quadratic damping
resistance, respectively. V is the vertical velocity, z is the distance measured from FSL, and
x is the distance along the flow direction. The length of the multi-directional beach in the
downstream (beach direction [1, 0, 0]) is specified as twice the wave length (D = 2λ) [26,27]
and the length of the damping zone in the sides (beach direction [0, 1, 0] and [0,−1, 0]) is
defined as one wave length (D = λ).

3. Mesh Generation

Mesh quality is critical for free surface flows and the proposed challenging model,
which involves highly nonlinear interaction between VSB WEC and the waves. Although
a structured mesh provides better efficiency and accuracy in the simulation, it has the
difficulty in tracking curved or complex geometries. On the other hand, the unstructured
mesh is suitable to track complex geometries and change the mesh size locally, while a
significant number of cells are required to ensure accuracy [28]. Therefore a hybrid mesh
generation is performed in the fluid domain using ANSYS FLUENT meshing application.
The structured mesh is applied in the background with a larger element size and the
unstructured mesh is applied near the hull of the device and the internal gas domain with

159



J. Mar. Sci. Eng. 2021, 9, 625

smaller element size. Though hybrid mesh has the advantages of computationally efficient
and tracking features accurately, the resulting mesh is non-conformal due to different mesh
topologies applied in different zones. Thus, the meshes are matched in the faces that are
meshed with different topologies in the calculation.

The mesh of the overall computational domain is presented in Figure 3. As shown in
the figure, the unstructured mesh is applied in a refined region, which has a box shape and
internal gas domain with a smaller mesh size. The mesh is also locally refined in the regions
that require extra accuracy. It is clearly visible in Figure 3 that the mesh in the expected
free surface is refined. In addition, as shown in Figure 4, the mesh is also refined in the
interface between surrounding fluids and solid and the interface between the internal fluid
and the solid to capture the geometry and motion of the device. Moreover, inflation layers
are placed in the boundary layer along the surface (with respect to the surrounding fluids)
of VSB WEC to capture the rapid velocity change. As shown in Figure 5, the unstructured
mesh is also applied in the solid domain to capture the geometry. Since the applied
geometry is a simple hollow sphere, no local mesh refinement is used in the solid domain.

Figure 3. Mesh generation of the overall computational domain. Faces selected for presentation are
bottom, outlet, and a cross-sectional face located at y = 30 m.

Figure 4. Mesh generation around the body surface with the mesh refinement at the interfaces and
the boundary layer.
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Figure 5. Mesh generation for the solid domain.

To select an appropriate grid resolution, a mesh sensitivity analysis is performed with
three different levels of mesh resolutions (coarse, medium, and fine). The device is assumed
to be rigid body (fixed-shape) in this analysis, and the details of each grid resolution are
summarized in Table 1. The structured mesh is applied in the background, which occupies
around 99.8% of the fluid domain, while only 18.4% of the cells of the fluid domain are
formed in the background when the medium mesh is applied. On the other hand, nearly
81.6% of the cells (unstructured mesh) are concentrated in less than 0.2% of the fluid
volume. The presented mesh arrangement allows a significantly reduced number of cells in
the background to accelerate the calculation and keeps the accuracy of the simulation near
the wave and structure interaction. The three-dimensional motions of the center of gravity
(CoG) of the device (assumed rigid body) versus different mesh resolutions are plotted in
Figures 6–8. As shown in the figures, the medium mesh is considered to be an appropriate
mesh resolution since it provides close accuracy as the fine mesh while significantly saves
the computational cost. Notably, the motion of the device in the y-direction is predicted
inaccurately by applying the coarse mesh. The corresponding mesh size applied in different
domains of the medium mesh is summarized in the following. The grid resolution applied
on the body surfaces is 0.06 m (most refined) and applied in the background is 1.7 m.
Moreover, the mesh is refined in the Refined Region (unstructured) with a mesh size of
0.42 m and the free surface is locally refined with a grid resolution of 0.17 m. The resulting
minimum cell volume and maximum cell volume of the fluid domain are 2.12 × 10−6 m3

and 3.25 m3, respectively. The similar mesh size (medium mesh) will be applied for the
following simulations of VSB WEC (without assuming fixed-shape).

Figure 6. x-directional motion of the center of gravity of the device with different mesh resolutions.
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Figure 7. y-directional motion of the center of gravity of the device with different mesh resolutions.

Figure 8. z-directional motion of the center of gravity of the device with different mesh resolutions.

Table 1. The breakdown of different types of mesh applied in mesh sensitivity analysis.

Mesh Types Number of Cells Total

Background Refined Region

Coarse 112,536 281,661 394,197
Medium 144,300 640,014 784,314

Fine 331,996 1,628,346 1,960,342

4. Numerical Results

The system coupling simulations are carried out on Iowa State University’s High-
Performance Computer (HPC). The number of processors used in the parallel simulation
is 36 and the corresponding elapsed time for the simulation of VSB WEC with medium
mesh is approximately 96.6 hrs including post-processing. To guarantee the flow current
number is close to 1, the time step is selected as 0.01 s and a total of 3000 steps will be
solved (simulation end time is 30 s). Although, a more robust analysis (may be conducted
in the future) can be conducted by significantly extending the simulation timeseries (e.g.,
20 min simulation for varied wave conditions). Giving that the computational cost of this
simulation is extremely high, only a short time period (30 s) will be simulated and analyzed.
Additionally, the applied simulation end time covers part of the steady-state responses,
which provides meaningful results for both transient and steady-state analysis.
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4.1. Free Decay Test

To validate the proposed simulator, a free heave decay test is first performed. The de-
vice (assumed rigid body in the decay test) is initially placed 1.3 m away from the equi-
librium point with no initial velocity. As shown in Figure 9, the natural decay period of
the device is found to be around 2.6 s. Moreover, the energy given to the device can be
successfully dissipated by the implemented multi-directional numerical beach, and the
device stays at the equilibrium without being excited by reflected waves (absorbed).

Figure 9. Heave decay test.

4.2. Irregular Wave Generation

As described in Section 2.3, multi-directional irregular waves will be applied in this
study to simulate open sea conditions. A wave probe is placed between the inlet and
the device (at y = 30 m) to monitor the free surface elevation (as shown in Figure 1).
As suggested in [29], the distance between the inlet and the wave probe is 1L = 11 m.
The surface elevation measured at the free surface (αair = 0.5) by the wave probe is shown
in Figure 10.

The wave pattern on the free surface is presented in Figures 11–14 at different time
instants when the most significant interaction between waves and the device happens
and at the end of the simulation. It is visible in the figure that the wave pattern (which is
multidirectional) is significantly affected around the device due to the strong interaction.
Although, a wavy water surface is assumed initially, the wave pattern near the outlet and
the sides is flattened during the simulation (as shown in Figure 14). To better illustrate the
influence of the wave forces on the motion and deformation of VSB WEC, Figures 15 and 16
show the dynamic pressure field around the device at two different time instants. A large
dynamic pressure acts on the bottom of the device at t = 0.5 s with a peak pressure around
2.89 × 103 Pa, which not only causes a motion, but also a deformation of the hull (compress
the device). At t = 1.5 s, there is also a significant deformation of the bottom half of the
device (mainly at the sides) and peak dynamic pressure is around 0.696 × 103 Pa acts on
the wet surface in upstream. By presenting these figures, we can claim the challenging
interaction between the waves and the device is successfully captured by the proposed
CFD model.
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Figure 10. Free surface elevation measured at the wave probe.

Figure 11. Wave pattern on the free surface at t = 0.5 s.

Figure 12. Wave pattern on the free surface at t = 1 s.
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Figure 13. Wave pattern on the free surface at t = 1.5 s.

Figure 14. Wave pattern on the free surface at t = 30 s.

Figure 15. Dynamic pressure field measured around the device at t = 0.5 s.
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Figure 16. Dynamic pressure field measured around the device at t = 1.5 s.

4.3. VSB WEC Deformation

Since the proposed device allows significant deformation in response to the waves, it is
interesting to study the geometry variation in free motion. As shown in Figure 17, although
the geometry of the device varies significantly from 0 s to 1.5 s, the shape of the device at
1.5 s indicates a trend of recovering to the original shape (at 0 s). Thus, a periodic change
of the shape is expected, which is also reasonable since the gas chamber is a restoring
mechanism. This periodic phenomenon can be better explained in the following figures.
Figures 18 and 19 show the vertical motion of two nodes where the U=pper Node denotes
the node defined originally at (40, 30, 42) m and the Lower Node denotes the node defined
at (40, 30, 38). Figure 18 shows the individual motion of two nodes with respect to their
original location. For a conventional fixed-shape buoy WEC (FSB WEC), the motions of
these two nodes are expected to be identical since rigid body motion is assumed. Although,
in this study, their motion patterns are different. The relative vertical distance between
these two nodes is plotted in Figure 19. The original distance between these two nodes is
4 m, which will be kept as a constant for a FSB WEC. While the vertical distance of these two
nodes for the VSB WEC changes periodically and finally reaches a steady-state deformation
(approximately when t > 15 s). The natural period of steady-state deformation is around
1.96 s, which is almost one third of the wave peak period. The relation between the natural
period of the shape deformation and the wave period can be more rigorously studied in
the future by simulating the dynamic behavior of VSB WEC with varied wave conditions,
which may benefit future optimization of the proposed device.

Figure 17. Snapshots of the deformation of VSB WEC at different time instants.
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Figure 18. Motions of the upper node and the lower node with respect to their original location.

Figure 19. Relative vertical distance between the upper node and the lower node during operation.

4.4. VSB WEC Motion

The motion of VSB WEC is presented in detail in this section and it will be compared
with FSB WEC motion under the same wave condition to highlight the difference in
motions introduced by changing the shape. The motion difference can be later controlled
and utilized to produce more wave power. Additionally, the mass and dimensions of FSB
WEC are the same as VSB WEC (undeformed shape). The motions of the center of gravity of
VSB WEC and FSB WEC in x, y, and z directions are shown from Figures 20–22, respectively.
The motion of VSB WEC significantly differs from FSB WEC in three dimensions both in
terms of phase and magnitude. The difference in vertical motion between the two devices
is presented in Figure 23. The maximum difference is around 0.26 m, and the maximum
z-directional motion of FSB WEC is around 0.64 m, which indicates a maximum 40.6%
change in the heave motion caused by the introduction of geometry variation. This large
difference represents a room for improving the performance of wave energy conversion by
introducing appropriate control.
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Figure 20. x-directional motion of center of gravity compared between FSB WEC and VSB WEC.

Figure 21. y-directional motion of center of gravity compared between FSB WEC and VSB WEC.

Figure 22. z-directional motion of center of gravity compared between FSB WEC and VSB WEC.
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Figure 23. Difference in motions of FSB WEC and VSB WEC in heave direction.

5. Discussion

In this paper, a 3D numerical simulation architecture is introduced to simulate the
fluid–structure interaction of the proposed VSB WEC. The simulation results show the
proposed device has a significant shape-changing due to the highly nonlinear interaction
between waves and the device. The resulting motion of VSB WEC also significantly differs
from the motion of a conventional FSB WEC with the same mass and dimensions. It is
noted that the design of VSB WEC can be further optimized in terms of energy extraction
since this paper focuses on presenting a framework of the high-fidelity simulation of this
device. The applied design is simple in terms of geometry and mechanism. For instance,
a possible design presented in [16] is a VSB WEC that has a rigid body part (cylindrical
shape) and a shape-changing part (truncated conical shape). A control valve is included to
control the pressure oscillation in the gas chamber. As found in [16], a restoring mechanism
(gas chamber in this study) is required to keep a steady-state deformation of the device
in order to harvest more energy. The presented framework is applicable to simulate the
performance of other designs of VSB WEC.

Hyperelastic material is applied in this study since the proposed device is required
to be ‘soft’. The material applied in the simulation obeys Neo-Hookean hyperelasticity
with an initial shear modulus of 0.1 Mpa and an initial bulk modulus of 2000 Mpa, and the
density of the material is 1000 kg·m−3. The corresponding strain–stress curve of the applied
material is shown in Figure 24. Unlike vulcanized rubber [30] (initial shear modulus is
0.41 Mpa and initial bulk modulus is 414.5 Mpa), which only allows small deformation,
the material used in this study is ’softer’, which allows more deformation. In addition,
unlike neoprene rubber (initial shear modulus is 0.027 Mpa and initial bulk modulus
is 13.86 Mpa), which is too soft such that the deformation is too large to keep a stable
simulation. More advanced dynamic mesh techniques need to be applied to address this
challenging mesh motion. The study of the effect of different materials is interesting, though
beyond the scope of this paper, therefore a material that has the hyperelastic properties
between vulcanized rubber and neoprene rubber is applied such that the simulation is
stable with a considerable deformation of the device.
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Figure 24. Material properties of the applied hyperelastic material.

6. Conclusions

A high-fidelity CFD-based numerical wave tank simulation for a VSB WEC is pre-
sented in this paper. This numerical tool is demonstrated to be able to simulate a VSB
spherical WEC. This highly nonlinear interaction between the device and the waves is
simulated using a 2-way FSI technique. Open sea conditions are applied in this study
by assuming infinite air, deep water, and multi-directional waves. The numerical results
in this paper capture the shape deformation in response to the varying surface pressure
from the simulated ocean waves. It was shown that the VSB spherical WEC exhibits a
transient response period before it reaches a steady-state motion and deformation. It was
shown that this resulting motion of the VSB WEC significantly differs from that of a FSB
WEC of the same shape as that of the non-deformed VSB WEC. This difference in response
characteristics (difference in motion trajectories) is key for investigating the advantage of
the VSB WEC power production over the FSB WEC.
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Abstract: Hydraulic power take-off (HPTO) is considered to be one of the most effective power
take-off schemes for wave energy conversion systems (WECs). The HPTO unit can be constructed
using standard hydraulic components that are readily available from the hydraulic industry market.
However, the construction and operation of the HPTO unit are more complex rather than other types
of power take-off, as many components parameters need to be considered during the optimization.
Generator damping, hydraulic motor displacement, hydraulic cylinder and accumulator size are
among the important parameters that influence the HPTO performance in generating usable electricity.
Therefore, the influence of these parameters on the amount of generated electrical power from
the HPTO unit was investigated in the present study. A simulation study was conducted using
MATLAB/Simulink software, in which a complete model of WECs was developed using the Simscape
fluids toolbox. During the simulation, each parameters study of the HPTO unit were separately
manipulated to investigate its effects on the WECs performance in five different sea states. Finally,
the simulated result of the effect of HPTO parameters on the amount of generated electrical power
from the HPTO unit in different sea states is given and discussed.

Keywords: ocean wave energy; wave-activated-body; hydraulic power take-off

1. Introduction

Ocean waves are considered as one large untapped and predictable renewable energy
resource on earth. Ocean waves contain tremendous of usable energy and have the potential
to contribute to a significant share of global renewable energy sources. Ocean wave
energy has many advantages such as high energy density, high source availability, source
predictability and low environmental impact compared to other renewable energy (RE)
sources [1]. The energy density of ocean waves is the highest among all renewable energy
sources, which is around 50–100 kW/m [2]. Approximately, 8000–80,000 TWh/year ocean
wave energy is available globally [2]. Due to its advantages, electrical energy production
from the ocean waves has received a great deal of attention over the past several decades.
Numerous wave energy converter systems (WECs) with different harnessing methods
have been invented to convert the kinetic energy contained in the ocean waves into usable
electricity, as reported in [3–6]. The existing WECs can be classified into wave-activated-
body (WAB), oscillating water column (OWC) and overtopping device based on their
working principles.

The WAB wave energy converters (WAB-WECs) are also known as oscillating bodies
wave energy converters and point absorber wave energy converters. WAB-WECs can be
defined as a single body or multiple bodies devices being oscillated by the wave excitation
force [7]. WAB-WECs covers a kinds of WEC and recent development of WAB-WECs
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around the world has been reported in [4,6,8,9]. In general, these WAB-WECs consist
of three main subsystems, namely wave energy converter (WEC), power take-off (PTO)
unit, and control system (CS) unit. WEC is a front-end device that absorbs the kinetic
energy from the ocean waves. The absorbed energy is then converted to electricity through
the PTO unit, whereas the control system unit is used to optimize the electrical energy
produced from the WECs during its operation.

PTO is one of the most essential subsystems of WAB-WECs. In recent decades, a wide
variety of PTOs have been designed, developed and experimentally tested for numerous
types of WEC device, as reported in [10]. The various kinds of PTO concepts can be
classified based on their main working principles, such as mechanical–hydraulic, direct
mechanical, direct electrical drive, air and hydro turbine. The hydraulic power take-off
(HPTO) unit is one of the most reliable and effective PTOs for the WECs [11,12]. The HPTO
unit has excellent characteristics, such as high efficiency, wide controllability, well-suited
to the low-frequency and large power density of ocean waves, etc. The HPTO unit can
also be assembled using standard hydraulic components that are readily available from
the hydraulic equipment suppliers. In [11], a review of the most popular HPTO concepts
used in WAB-WECs is reported. From the study, the HPTO concepts can be classified into
two main groups, i.e., a variable-pressure and a constant-pressure concept. The constant-
pressure concept has received more attention. Based on the report in [13], the efficiency of
the constant-pressure concept is much higher than that of the variable-pressure concept,
which can reach up to 90%. According to [14], several crucial parameters may influence the
efficiency of the HPTO unit, such as the mounting position and piston size of the hydraulic
actuator, volume capacity and pre-charge pressure of the accumulator, displacement of
hydraulic motor and damping coefficient of the electric generator.

Recently, several kinds of research into the HPTO in WAB-WECs have been published
for various objectives, for example in [15–21]. From the literature, most of the studies have
concentrated on the performance of the HPTO unit without investigating the influence
of the important parameters of HPTO. Only a few studies have discussed this issue,
e.g., [14,16]. In [14], the influence of the HPTO unit parameters on the power capture
ability of two-raft-type of WEC was studied. However, the HPTO concept used in [14]
is very different from the HPTO concept considered in the present study. The effects of
the HPTO unit on the percentage of power reduction were not discussed in this study.
Meanwhile, in [16], the sensitivity of the generator damping coefficient on the average
generated electrical power was investigated. From the simulation results, the authors
concluded that the generator damping coefficient is relatively sensitive to the changes
in wave height and period. However, the sensitivity of the other HPTO parameters was
not discussed in [16]. Since there is a lack of published articles on this issue, the present
study proposes an investigation of the HPTO unit parameters on the performance of the
WAB-WECs. The main objective of the study is to investigate the effect of these important
parameters on the electrical power generated from the HPTO unit. The findings can be a
useful reference to other researchers for improvement of WECs in future.

The remainder of this paper is organized as follows. Section 2 presents the design of
the considered WECS and Section 3 describes the simulation study for investigation of the
HPTO parameters. Section 4 presents the results and discussion. Finally, the conclusion
and future work are discussed in Section 5.

2. Design of WEC with HPTO Unit

The WEC concept based on [20] is considered in the present study. The simplified
concept is shown in Figure 1A. The WECs consist of a single floating body (floater) attached
to the fixed body via a hinged arm, which is also known as the WEC device. This WEC
device design is almost similar to the concepts used in [13,22–24]. The WEC device is unique
due to its ability to convert both wave kinetic energy and wave potential by utilizing the
pitch motion of the floater and hinged arm, as presented in Figure 1A. In this system, the
WEC is connected to the fixed-body directed to the dominant wave direction to optimally
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absorb the kinetic energy from the ocean waves. The WEC device is then connected to the
HPTO and the CS unit is placed in the HPTO house to convert the mechanical energy from
the WEC device into usable electricity.

Figure 1. An illustration of WEC with the HPTO unit concept. (A) A complete layout design, and (B) Enlarge image of the
interconnection between HA, floater’s arm and fixed structure.

Figure 1A presents the simplified diagram of the HPTO unit which includes a hy-
draulic actuator (HA), hydraulic hose (HH), check valve rectifier module (CV1, CV2, CV3 &
CV4), oil tank (OT), high-pressure and low-pressure accumulators (HPA & LPA), pressure
relief valve (RV1 & RV2), hydraulic motor (HM) and electric generator (G). In this concept,
double-acting with a single rod type of HA is considered. HA is used as a linear pump
to absorb the mechanical energy from the reciprocating motion of the WEC. The piston
rod of the HA is attached to the floater’s arm using a rod end clevis while the barrel of the
HA is attached to the fix-structure. Then, the HA is connected to the check valve rectifier
module, an arrangement of four check valves in a bridge circuit configuration, as shown
in Figure 1A. The check valve rectifier used in this HPTO unit is similar to the Graetz
bridge concept, which is used for conversion of an alternating-current (AC) input into
a direct-current (DC) output. For the HPTO, the check valve rectifier module is used to
control the fluid flow direction (QA & QB) from the HA to the HM. Thus, the large chamber
(chamber A) of the HA barrel is connected to the inlet and outlet of CV1 and CV4, while
the small chamber (chamber B) of the HA barrel is terminated to the inlet and outlet of
CV2 and CV3, respectively. The check valve rectifier module is then connected to the HPA
and LPA. The HPA is included in the HPTO unit to constrain the pressure of the HM in
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the desired ranges. Finally, the generation module which consists of fixed-displacement
of HM coupled to G is placed between the HPA and OT. In addition, the pressure relief
valves RV1 & RV2 are placed to prevent the HPTO unit from over-pressurized fluid flows.

During the operation of WECs, the passing of ocean waves causes a WEC device to
pitch upward and downward simultaneously. Then, the reciprocating motion of the WEC
device causes back-and-forth motions of the piston and directly generates the high-pressure
fluid flow from the HA chambers. During the upward movement of the WEC device, the
high-pressure fluid flows from chamber A to chamber B through CV1, HPA, HM, LPA, and
CV2. On the other hand, during the downward movement, the high-pressure fluid flows
from chamber B to chamber A through the CV3, HPA, HM, LPA, and CV4 of the WEC
device. The high-pressure fluid flowing through the HM causes the HM and G to rotate
simultaneously in one direction and thus produces usable electricity. Overall, the speed
and torque of the HM depend highly on the characteristics of ocean wave motions such
as speed, frequency, wavelength, and amplitude [25]. They also depend on the important
parameters of the HPTO unit itself.

2.1. Formulation of Hydrodynamic Pitch Motion of WEC

The hydrodynamic pitch motion of WEC in real waves can be formulated in the time
domain to account for the non-linear effects such as the hydrodynamics of a floater, HPTO
force, etc. So, the equation for the pitch motion of the WEC device can be expressed by:

MD = Mex − Mrad − Mres − MHPTO (1)

where MD is the D’Alembert moment of inertia, and Mex, and Mrad are the moments due
to the diffracted and radiated ocean waves. Mres and MHPTO are the moments due to
hydrostatic restoring and HPTO unit interactions, respectively. The hydrodynamic pitch
motion of the WEC equation above can be extended as follows:

(JWEC + Jadd,∞)αWEC(t) +
t∫

0

krad(t − τ) ωWEC(t) + kres θWEC(t) + MHPTO(t) =
∞∫

−∞

hex(t − τ)ηW(τ)dτ (2)

where JWEC is the moment of inertia of WEC (includes floater and hinged arm), Jadd, ∞
is the added mass at the infinite frequency. τ is the time delay. θWEC, ωWEC and αWEC
are the angular position, angular velocity and angular acceleration of WEC during the
pitch motion, respectively. θWEC = 0 corresponds to the WEC device at rest. krad and
kres are the radiation impulse response function and the hydrostatic restoring coefficients.
hex is the excitation force coefficient and ηW is the undisturbed wave elevation at the
center point of the floater. The coefficients of krad, kres and hex can be determined from
the dynamic diffraction analysis using computational fluid dynamics (CFD) software,
such as ANSYS/AQWA, as previously implemented in [20,26–30]. Alternatively, these
coefficients also can be obtained using the boundary element method (BEM) toolbox in
WAMIT software, as suggested in several studies [31–35].

Since the non-linear effect of the HPTO unit is considered in Equation (2), the moment
due to the HPTO unit MHPTO can be described using Equation (3). According to Figure 1B,
FHPTO is the feedback force of the PTO unit applied to the WEC device. L1 is the perpendic-
ular distance between HA and point C, which can be obtained using Equation (4), where L2
and L3 are the distance between points A-C and B-C, respectively. L4,0 is the initial distance
between points A-B. θWEC,0 and θWEC are the initial and instantaneous angle of the WEC
device. xp is the linear displacement of the piston. Based on Equation (4), L1 is always
relatively changes according to the change of the arm angle, as illustrated in Figure 1B.

MHPTO = FHPTOL1 (3)

L1 =
L2L3 sin(θWEC,0 − θWEC)

L4,0 + xHA
(4)
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xp = L4,0 −
√

L22 + L32 − 2L2L3 cos(θWEC,0 − θWEC) (5)

2.2. Formulation of HPTO Unit

Technically, the force generated by the HPTO unit, FHPTO is represented by the feed-
back force applied by the HA to the WEC device. The nonlinear FHPTO is generated due to
the dynamic pressure in chambers A and B (PA & PB) and the piston friction force (Ff ric)
of the HA. The FHPTO can be expressed using Equation (6), where Ap,A and Ap,B are the
sectional areas of the piston in chambers A and B, respectively. Ap,A and Ap,B can be
obtained using Equations (7) and (8), where dp and dr are the piston and rod diameter of
the HA. Meanwhile, the dynamics of PA and PB can be calculated according to the fluid
continuity function, as described in Equations (9) and (10), where βe f f is the bulk modulus
of the hydraulic fluid. QCV1 to QCV4 are the flow rates across the check valves CV1 to CV4.
Ls, xp and

.
xp are the stroke length, linear displacement and linear velocity of the piston,

respectively.
FHPTO = PA Ap,A − PB Ap,B + Ff ric (6)

Ap,A = πdp
2/4 (7)

Ap,B = π
(

dp
2 − dr

2
)

/4 (8)

d
dt

PA =
βe f f

Ap,A
(

Ls − xp
) ( .

xp Ap,A + QCV4 − QCV1
)

(9)

d
dt

PB =
βe f f

Ap,B
(

Ls − xp
) ( .

xp Ap,B + QCV2 − QCV3
)

(10)

The flow rates QCV1 to QCV4 can be generally calculated using Equation (11), where
Cd and ACV are the discharge coefficient and the working area of each check valve. PCVin
and PCVout are the inlet and outlet pressure of each check valve. ρoil is the hydraulic oil
density.

QCV =

⎧⎨⎩Cd ACV

√
2

ρoil
|PCVin − PCVout| , i f PCVin > PCVout

0 , i f PCVin < PCVout
(11)

On the other hand, the fluid volume (VHPA) and flow rate (QHPA) which enters the
accumulator can be calculated using Equations (12) and (13), where VHPA,cap is a capacity,
PHPA,0 is the initial pressure and PHPA,in is the inlet gauge pressure of HPA, and n is the
specific heat ratio, respectively. The initial pressure in the accumulators depends on the
pre-charge pressure of the nitrogen gas in the HPA bladder.

VHPA =

⎧⎪⎨⎪⎩VHPA,cap

[
1 −

(
PHPA,0
PHPA,in

) 1
n
]

, i f PHPA,in > PHPA,0

0 , i f PHPA,in ≤ PHPA,0

(12)

QHPA =
.

VHPA =

⎧⎨⎩ 1
n VHPA,cap

(
1 − PHPA,0

PHPA,in

) 1−n
n PHPA,0

.
PHPA,in

PHPA,in
2 , i f PHPA,in > PHPA,0

0 , i f PHPA,in ≤ PHPA,0

(13)

Meanwhile, the flow rate across the HM (QHM) and the actual torque of HM (τHM)
can be obtained using Equations (14) and (15), where DHM, ωHM and ΔPHM are the
displacement, angular speed and the internal pressure difference of HM. ηHM, V and
ηHM, M are the volumetric and mechanical efficiency of HM.

QHM = DHMωHM/ηHM,V (14)

τHM = ΔPHMDHMηHM,M/2π (15)
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Finally, the electric power generated by the electric generator (PG) can be expressed
using Equation (16), where ωG, τG and ηG are angular speed, the torque and overall
efficiency of the electrical generator. Since the electrical generator and HM are rotating
simultaneously, the ωG and τG are equal to ωHM and τHM, respectively.

PG = 2πωGτGηG = 2πωHMτHMηG (16)

2.3. Main Parameters of HPTO Unit

As previously mentioned in [14], there are several important parameters affecting
the performance of the HPTO unit such as piston diameter, the volume capacity of HPA,
displacement of HM, etc. Table 1 provides the important parameters of the HPTO unit
that are summarized from Equations (3)–(16). For some parameters, the higher and lower
values can reduce the performance of the HPTO unit. To investigate this problem, a detailed
study regarding the influence of these parameters on the overall performance of WECs is
performed in the present study.

Table 1. Important parameters of the HPTO unit.

No. Important Parameters of HPTO Unit

1 Vertical mounting of HA, L2 m
2 Piston diameter, dp m
3 Volume capacity of HPA, VHPA,cap L
4 Pre − charge gas pressure of HPA, PHPA,0 bar
5 Displacement of HM, DHM cc/rev
6 Damping coefficient of the generator, dG Nm/(rad/s)

In the present study, the complete simulation investigation of HPTO unit parameters
was implemented in the MATLAB/Simulink software (Version: 2018b). The detailed
methodology of the present study is described in the following subsections.

3. Simulation Investigation of HPTO Unit Parameters

3.1. Simulation Set-up of WEC with HPTO Unit

The MATLAB/Simulink software was used in this study to model a complete WEC
system shown in Figure 1. The WECs consists of two main parts, the WEC model and the
HPTO model. The WEC model was developed using a mathematical function block based
on Equations (1)–(5). The wave elevation data, ηW and FHPTO are the inputs, while the xp
is the output of the WEC model. According to Equations (1) and (2), the hydrodynamics
parameters of the WEC device such as krad, kres, hex, added mass coefficient (kadd) and
impulse response function (kimp) are required to develop the considered WEC model. The
hydrodynamic parameters of the WEC model from the previous study in [20] were used,
since a similar WEC concept was considered in this study. In [20], these hydrodynamic
parameters were obtained from the frequency domain analysis study that was carried out
using ANSYS/AQWA software. The obtained hydrodynamic parameters are presented in
Figure 2.
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Figure 2. Hydrodynamic parameters of WEC device. (A) Excitation force coefficient, (B) Added mass
coefficient, (C) Radiation damping coefficient, and (D) Impulse response function.

Meanwhile, the Simscape SimHydraulic toolbox in MATLAB/Simulink was used to
develop the HPTO unit model. The snapshot of the developed model in MATLAB/Simulink
is depicted in Figure 3. As illustrated in the figure, xp is the input of the HPTO unit. Using
xp signal, the linear velocity of the piston,

.
xp is obtained using a first-order lag-based linear

displacement to linear velocity converter. The double-acting hydraulic cylinder (DAC)
component was used as HA. In the Simscape SimHydraulic toolbox, the DAC component
is constructed based on the translational hydro-mechanical converter and translational
hard stop blocks. The rod motion is limited with the mechanical translational hard stop
block. The ideal force sensor block was connected to the HA rod to measure the FHPTO.
The pressure and flow rate sensor blocks were also connected to the HA to measure the
dynamic pressure and flow rate of HA. To account for the friction loss along the pipe length
and the fluid compressibility, the hydraulic pipeline blocks were used to connect some
of the components, as illustrated in Figure 3. The thermodynamic transformation in the
HPA was assumed to be isentropic, which is reasonable considering the cycle time in the
device. Furthermore, for ease of control, a simple rotational damper with varying damping
coefficients was used to represent the electric generator unit. In this way, the resistive
torque imposed by the electric generator can be manipulated by varying the value of the
damping coefficient (dG). The generated electric power from the electric generator can be
calculated using Equation (16). In this study, the initial parameters of the HPTO unit were
manual tuned. However, these parameters are not optimal yet. The detailed specifications
of each component in the developed HPTO model are provided in Table 2. Finally, the
developed HPTO unit model in MATLAB/Simulink was then experimentally validated
using an actual HPTO test rig in the dry lab environment.
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Figure 3. A complete model of WEC with HPTO unit in MATLAB/Simulink. (A) WEC device model, and (B) HPTO unit
model.

Table 2. Detailed specifications of the developed HPTO unit.

Component Descriptions Value Unit

Hydraulic actuator

Piston diameter, dp 0.035 m
Piston rod diameter, dr 0.022 m

Stroke length, Ls 0.3 m
Initial stroke length, Ls,0 0.15 m

Vertical distance mounting, L2 0.5 m
Horizontal distance mounting, L3 0.5 m
Initial rod length (point A to B), L4 0.766 m

High-pressure accu-
mulator

Pre-charge pressure, PHPA,0 46.9 bar
Volume capacity, VHPA,cap 2.8 L

Adiabatic index, γ 1.4 -

Low-pressure accu-
mulator

Pre-charge pressure, PLPA,0 3.2 bar
Volume capacity, VLPA,cap 4.0 L

Adiabatic index, γ 1.4 -

Hydraulic motor

Displacement, DHM 8.4 cc/rev
Nominal shaft angular velocity, ωHM, nom 200 rpm

Volumetric efficiency at nominal condition, ηHM, V 0.92 -
No-load torque, τHM, no 0.05 Nm

Electric
generator

Rated power, PG, rated 100 W
Rated speed, ωG, rated 200 rpm
Rated torque, τG, rated 6.0 Nm

Damping coefficient, dG 0.03 Nm/(rad/s)
Moment of inertia 0.0036 kg/m2

Fluid
properties

Density, Doil 50 kg/m3

Viscosity, Visoil 850 cSt
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3.2. Simulation of WEC with HPTO Unit Using Five Irregular Sea States

The simulation analysis was started with the performance evaluation of the WEC with
the HPTO model, using five different irregular wave input conditions. This simulation
was intended to evaluate the effect of the significant wave height (HW) and the peak wave
period TW on the electrical output power produced by the HPTO unit. Five different sea
states were considered as summarized in Table 3. Sea state A is the nominal wave condition
for the developed WEC with the HPTO model, in which the significant wave height and
the peak wave period were set to 0.8 m and 2.5 s, respectively. Sea state B and C were
considered for wave height case studies, while sea state D and E are for wave period case
studies. For sea states B and C, the significant wave heights were set to 0.6 m and 1.0 m,
which is ±0.2 m of the wave height in sea state A. Meanwhile, the peak wave periods for
both states were maintained at the nominal value. For sea states D and E, the significant
wave height was maintained at the nominal value, while the peak wave periods were set
to 2.0 s and 3.0 s, which is ±0.5 s of the nominal wave period.

Table 3. The parameters of five different sea states.

Sea State
Significant

Remarks
Wave Height, HW (m) Wave Period, TW (s)

A 0.8 2.5 Nominal wave condition
B 0.6

2.5 Wave height case
C 1.0
D

0.8
2.0 Wave period case

E 3.0

3.3. Investigation Studies of HPTO Unit Parameters

A further simulation proceeded with the investigation of the HPTO unit parameters
study. As previously mentioned, the main purpose of the study is to investigate the
influence of the important parameters on the performance of the HPTO unit. Thus, from
this study, how the performance of the HPTO unit varies to its configuration parameters
was discovered. To achieve the objective, several case studies were conducted on the
developed simulation model of WECs. A summary of the case studies is provided in
Table 4. The regulating condition of each case was selected based on the availability of the
components from the hydraulic equipment market.

Table 4. Detailed of the case studies.

Case Important Parameters of HPTO Default Value
Regulating Condition

Unit
Ranges Step

1 Vertical Mounting of HA, L2 0.5 0.1–0.7 0.1 m
2 Piston diameter, dp 0.035 0.025–0.060 0.005 m
3 Volume capacity of HPA, VHPA,cap 2.8 0.5–10.5 2.0 L
4 Pre-charge gas pressure of HPA, PHPA,0 46.9 20–80 10.0 bar
5 Displacement of HM, DHM 8.4 6–18 2 cc/rev
6 Damping coefficient of the generator, dG 0.287 0.1–1.3 0.2 Nm/(rad/s)

4. Results and Discussion

The results from the investigation simulations are presented and discussed in three
sections. The first Section 4.1 presents the experimental validation of the developed WEC
with the HPTO unit model. The second Section 4.2 provides the performance analysis
of the developed WEC with the HPTO unit model in different sea states and the third
Section 4.3 presents the finding from the investigations of the influence parameters on the
HPTO unit performance.
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4.1. Experimental Validation of the HPTO Model

Figure 4A shows the hardware in the loop (HIL) test rig of the HPTO unit. In general,
the HIL test rig was developed based on the design of WECs in Figure 1 and several sensors
were installed to monitor the variations of HPTO force, oil pressure, the oil level in the oil
tank and as the hydraulic motor shaft speed, as illustrated in Figure 4B. The servo-electric
actuator was also installed in the HIL test rig to replicate wave-induced relative pitch
motion to drive the HPTO unit to capture the wave energy. A servo motor controller based
on Labview/Arduino integration and the data acquisition system for data collection from
the sensors were placed in the control system unit. The relative pitch motion generated by
the electric actuator is according to the input wave state. To simulate the condition that
is close to real-world application, the hydrodynamic parameters from the CFD analysis
and the feedback HPTO force were considered to calculate the produced excitation force
applied to the floater’s arm. The sinusoidal wave input with the amplitude and period of
0.4 m and 2.5 s were considered for the validation of HPTO model. The captured image of
maximum upward and downward motions of the HIL test rig during the experimental
validation of the HPTO unit is depicted in Figure 4C,D.

Figure 4. Experimental evaluation of WEC with hydraulic PTO unit. (A) A complete dry-lab test rig, (B) Enlarge image of
HPTO unit setup, (C) Maximum upward, and (D) Maximum downward position of the WEC device.

Figure 5 shows the results of the behaviour of the HPTO unit in a regular wave
condition with an amplitude and period of 0.4 m and 2.5 s. From the figure, it can be
seen that the simulation results of the developed WEC with the HPTO unit model in
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MATLAB/Simulink is in good agreement with the results obtained from the HIL test
rig. However, slight differences and some fluctuations in hydraulic motor speed and
HPTO force results were obtained during the experiment, as depicted in Figure 5A,B.
These differences and fluctuations may be attributed to the errors in the manufacture
and assembly of the test rig, the measuring errors of the transducers, the vibration of the
hydraulic motor, and the leakage in the hydraulic motor, cylinders and joints. Such a
good agreement presented in Figure 5A,B indicates that the developed WEC with HPTO
unit model in MATLAB/Simulink presented in the present study would be effective and
reliable as a tool for predicting the amount of power that can be generated from the ocean
waves.

Figure 5. Behaviour of HPTO unit in a regular wave condition. (A) Speed of hydraulic motor and (B)
HPTO force applied to the floater’s arm.

4.2. Performance of WEC with HPTO Model in Five Irregular Sea States

The simulations of the developed WEC with the HPTO unit model using different sea
states was first carried out in the present study. This simulation was intended to evaluate
the performance of the developed model against the different wave heights and periods.
The simulation was started with the nominal sea state (sea state A) and the results from
the simulation are presented in Figures 6 and 7. Figure 6A shows the responses of WEC
and the hydraulic cylinder piston against the irregular wave input in sea state A. The
figure shows that the displacement of the WEC device was slightly lower than the wave
elevation, particularly during the upward motion. This is due to influencing factors such
as the hydrostatic restoring moment, the moment due to the HPTO unit and the initial
moments of floater and arm [36]. Based on the results, the average displacement of the
WEC device and hydraulic piston was 70% and 15% of the wave elevation. The figure
also depicts that the displacements of the WEC device and piston were slightly delayed
from the wave elevation. Figure 6B presents the profile of the HPTO force applied to the
WEC device. On average, the HPTO forces applied to the WEC device during upward and
downward motion equaled 3.64 kN and 1.99 kN, respectively. The unbalanced HPTO force
applied to the WEC device is due to the unsymmetrical effective area of the piston. A larger
effective area of piston produced a higher force rather than a smaller effective area piston.
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Figure 6C shows the profile of HPA pressure. From the figure, the pressure of HPA reached
up to 49 bar several times, which was a 4.5% increased from its pre-charge pressure setting.

Figure 6. Performance of WEC with HPTO unit in sea state A, (A) Displacement of Wave, WEC and
hydraulic cylinder piston, (B) HPTO force applied to WEC device, and (C) Pressure of high-pressure
accumulator.

Meanwhile, Figure 7A,B show the pressure and speed profile of the HM. It can be
seen from the figures that the pressure and the speed of the hydraulic motor reached up
to 49 bar and 200 rpm. The smoothing effect of the HPA unit on the hydraulic motor
pressure can be seen in Figure 7A. The HPA was able to reduce the fluctuation of the
hydraulic motor pressure, particularly after 50 s of HPTO operation. Figure 7C illustrates
the profile of the generated power from the HPTO unit. The average power generated
from the generator was 70.9% of its rated capacity (100 W). The figure also demonstrates
that some fluctuations exist in the generated power from the generator, particularly at the
early stage of the operation. The comparison simulation results of the WEC with HPTO
unit in each sea state are summarized in Table 5. From the table, the simulation result
showed that the significant wave height and peak wave period were affected by the overall
performance of the WEC with the HPO unit. First, the table reveals that the averaged
angular displacement of the WEC device was increased and decreased, relatively, with
increases and decreases of the significant wave height and peak wave period. From the
table, the angular displacement of the WEC device in sea states B and D were reduced by
38% and 33% (upward) and 24% and 21% (downward) of its angular displacement in the
nominal sea state. Meanwhile, the angular displacement in the sea states C and E were
increased by 21% and 16% (upward) and 28% and 18% (downward), respectively. The
increase and decrease of the angular displacements are due to the increase and decrease
HPTO force applied to the WEC device, which can be obtained in Table 5. The increase
and decrease of WEC displacement, relatively, also increase and decrease the generated
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output power from the HPTO unit. As can be seen, the average power generated from the
HPTO unit in sea states B and D were decreased by 41% and 34% of power from sea state A,
while 15.5% and 10.4% were increased in sea states C and E. Overall, the generated power
from the HPTO unit in each sea state is below its rated capacity. Thus, several parameter
optimization methods, as suggested in [20], can be further implemented to increase the
generated power from the HPTO unit.

Figure 7. Performance of WEC with HPTO unit in sea state A (continue), (A) Pressure of hydraulic
motor, (B) Speed of hydraulic motor, and (C) Electrical power generated from HPTO unit.

Table 5. Performance of WEC with HPTO unit in different sea states.

Performance Description (Unit)
Sea State

A B C D E

Averaged Angular Displacement of WEC (◦) upward 5.73 3.53 6.94 3.84 6.67
downward 6.95 5.26 8.87 5.49 8.17

Averaged piston displacement (m) upward 0.033 0.019 0.041 0.022 0.038
downward 0.035 0.026 0.043 0.028 0.040

Averaged HPTO force (kN) upward 3.64 3.49 4.45 3.54 4.09
downward 1.99 1.63 2.42 1.73 2.24

Averaged operating pressure of HM (bar) - 36.5 27.4 41.9 29.2 39.7
Averaged speed of generator (rpm) - 149.5 109.1 173.6 117.2 164.4

Averaged generated electrical power (W) - 70.9 41.7 81.8 47.1 78.2

4.3. Investigation Studies of HPTO Unit Parameters

In this subsection, the influence of each HPTO unit parameter on the generator power
in five different sea states is discussed. From this subsection, how the power of the
generator varies with the considered HPTO parameters and their corresponding to the sea
states can be discovered in the following subsection.
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4.3.1. Case 1: Position of Hydraulic Cylinder

The influence of HA position on the power of the generator was firstly investigated in
this study. For this case, the position of HA was manipulated by adjusting the L2 and L3,
as indicated in Figure 1. In this case, L2 was incrementally varied by 0.1 m within the range
of 0.1 to 0.7 m. To be fair, during adjustment of the HA position, the initial rod length of
HA from point A to B (L4) was maintained as default for every sequence. Figure 8 depicts
that the averaged power generated from the generator varies with the vertical mounting
distance of HA for different sea states. The figure clearly illustrates that the averaged power
generated from the generator increases along with the increase of the horizontal mounting
of HA for all sea states. Then, it decreases after reaching the optimal mounting position.
From the figure, the optimal values for L2 are different for each sea state. For the small
wave height and period sea states (sea states B and D), the optimal value for L2 is smaller
than for the case of large wave height and period sea states. At the optimal mounting
position, averaged generated power for the sea states A to E were around 72 W, 42 W, 84 W,
47 W and 79 W, respectively. At the lower L2, averaged generated power for all sea states
were significantly reduced compared to the bigger value of L2, as depicted in Figure 8. For
example, at L2 equal to 0.1 m, the averaged generated power from the generator for the sea
states A to E were reduced by 88%, 91%, 82%, 90% and 84% of their optimal values. While
at L2 equal to 0.7 m, the averaged power generated from the generator for sea states A to E
were reduced by 43%, 53%, 32%, 51% and 38% of their optimal values, respectively. The
percentage of averaged power reduction also indicates that the mounting position of HA
relies on the wave height and wave period. The percentage of averaged power reduction
shows that the mounting position of HA was more affected by low height and a small
period for the sea states. Technically, the huge reduction of the averaged power generated
at the lower L2 is due to the larger HPTO force applied to the WEC device. So, from these
investigation results, it can be suggested that the distance of L2 should be equal or larger
than L3 to prevent huge losses due to the mounting position of HA.

Figure 8. Averaged power of generator versus horizontal mounting distance corresponding to
different sea states.

4.3.2. Case 2: Piston Size of the Hydraulic Actuator

The influence of the effective area of the piston in both hydraulic actuator chambers is
also a concern in this study. As previously shown in Equation (6), the effective piston area
relatively affects the amount of feedback HPTO force FHPTO applied to the WEC device.
From Equations (7) and (8), the effective area of the piston in both hydraulic chambers can
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be calculated via the diameter size of piston and rod (dp and dr). Since a double-acting
with single rod hydraulic actuator was considered in this study, the effective piston area in
chamber B is affected by the rod size. This means that the effective piston area in chamber
A is larger than that in chamber B. To investigate, the wide range of dp was used to examine
the performance of the HPTO unit. In this case, the values of dp was incrementally varied by
0.005 m within the range of 0.025 to 0.060 m. In this case, the minimum range was selected
based on the smallest piston size that is currently available in the hydraulic equipment
market. While the value of dr remains as the initial parameter setting. Figure 9 presents the
effect of the piston and rod diameter on the averaged power generated from the generator
in different sea states. From the figure, it can be observed that the averaged generated
power is influenced by the piston size of the hydraulic actuator. The figure depicts that
the averaged generated power first increases with the increase of the piston diameter size
and then starts to decrease after obtaining the optimal value of dp. From the figure, it is
clearly shown that the smaller significant wave height and peak period sea states were
more affected by the piston size. The result shows that the average generated power for
sea states B and D started to decrease after 0.045 m size of the piston, while for the bigger
wave height and period sea states, such as sea state A, C and E, the average generated
power started to decrease after 0.050 m and 0.055 m, respectively. This may be due to the
lower wave forces during sea states B and D compared to wave forces for sea states A, C
and E. Technically, more high-pressured fluid can be supplied to the hydraulic motor by
a hydraulic actuator with a larger piston size. As a result, the average generated power
at the optimal point for sea states A, C and E were found to be 94 W, 118 W and 110 W.
Meanwhile, the average generated power at the optimal point for sea states B and D were
found to be 64 W and 70 W, respectively.

Figure 9. Averaged power of generator versus piston diameter corresponding to different sea states.

4.3.3. Case 3: Volume Capacity of HPA

The accumulator plays an important role in mitigating the power fluctuation during a
dynamic process of wave power conversion. By using HPA and a robust control strategy,
the HPTO unit enables conversion of the high fluctuating wave power into a smooth and
continuous electrical power. Since the HPA is more important to the HPTO unit, a further
investigation into the main parameters of HPA, such as volume capacity (VHPA,cap) should
be conducted. Hence, the effect of the volume capacity of HPA on the HPTO performance
was explored in the present study. A wide range of VHPA,cap was used to evaluate its
effect on the averaged generator power corresponding to the different sea states. In this
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case, the value of VHPA,cap was incrementally varied by 2 L within the range of 0.5 to
10.5 L, as previously mentioned in Table 4. Figure 10 presents the effect of VHPA,cap on
the averaged generated power from the generator for the different sea states. The figure
showed that the averaged power generated from the generator is influenced by the increase
of VHPA,cap, particularly for large significant wave height and peak period sea states, while
there was a less significant effect for small significant wave height and peak period sea
states. From the result, the average generated power, particularly for sea states C and E
significantly reduced by the increase of VHPA,cap. By changing the value of VHPA,cap from
0.5 L to 10.5 L, the average generated power for sea states C and E were reduced by 28%
and 20%, respectively. This power reduction can be attributed to more energy accumulated
in the HPA, rather than directly flowing to the hydraulic motor when the large capacity of
the HPA is implemented.

Figure 10. Averaged power of generator versus volume capacity of HPA corresponding to different
sea states.

4.3.4. Case 4: Pre-Charge Pressure of HPA

The pre-charge pressure of HPA (PHPA,0) is another important parameter of the HPTO.
Technically, PHPA,0 determines how much hydraulic fluid will remain accumulated in
the HPA. The charging process of HPA begins when hydraulic fluid flows into the fluid
chamber when the HPTO unit pressure is greater than the PHPA,0. During charging, the
gas is compressed to store energy. Once the HPTO unit pressure is below PHPA,0 level,
the high-pressure nitrogen gas in the ballast forces hydraulic fluid from the fluid chamber
into the hydraulic motor. For such a dynamic process, the investigation of the effect of the
PHPA,0 on the power of the generator was considered. In this case, the value of PHPA,0 was
incrementally increase by 10 bar within the range of 20 to 80 bar. Figure 11 presents the
variation of PHPA,0 on the averaged generated power from the generator for different sea
states. As can be seen in the figure, for all sea states the average power of the generator
slightly increased, and then tended to be steady after the PHPA,0 reached an optimal of
PHPA,0. The figure showed that a higher level of PHPA,0 can be used for large significant
wave height and peak period sea states. For example, the level of PHPA,0 can be set up to
70 bar for sea states C and E, while, the highest PHPA,0 for sea states, B and D was only
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up to 40 bar. This difference is due to the different operating pressure of HPTO in each
sea state, in which the operating pressure of HPTO is higher in sea states C and E rather
than sea state B and D. The averaged generated power at the optimal point for sea state
A, C and E were reached up to 80 W, 124 W and 108 W, while for sea states B and D the
averaged generated power at the optimal point only reached 43 W and 49 W, respectively.

Figure 11. Averaged power of generator versus pre-charge pressure of HPA corresponding to
different sea states.

4.3.5. Case 5: Displacement of Hydraulic Motor

The fluid displacement of the hydraulic motor (DHM) is another important influencing
parameter in the HPTO unit. Referring to Equation (14), DHM directly affects the power and
torque of the hydraulic motor. Therefore, it is necessary to explore the effect of the DHM on
the power of the hydraulic motor and generator. From the preliminary survey, the smallest
size hydraulic motor currently available from the available hydraulic equipment for HPTO
application 6 cc/rev. Thus, the variation range of DHM was set within 6 to 20 cc/rev and
the value of DHM was incrementally varied by 2 cc/rev. Figure 12 illustrates the effect of
DHM on the averaged generated power from the generator corresponding to different sea
states. From the figure, it is clearly shown that the averaged generated power increases
with the increase in DHM and then starts to decrease after reaching an optimal value of
DHM for all sea states. The figure shows that a higher value of DHM can be implemented
with a large significant wave height and peak period sea states. The result indicates that
the value of DHM can be considered up to 10 cc/rev for sea states C and E, but only up to
8 cc/rev for sea states B and D. This may be due to the high operating pressure of HPTO
during the large significant wave height and peak period sea states. At the optimal value of
DHM, the average generated power for sea states A to E can reach up to 72 W, 44 W, 102 W,
50 W and 90 W, respectively. Apart from that, the result also shows that the overestimated
value of DHM was more affected in HPTO performance at the small significant wave height
and peak period sea states. For example, the average generated power in sea states B
and D was reduced by up to 59% and 60% once the value of DHM was increased from
the optimal (8 cc/rev) to 18 cc/rev; while for sea states C and E, the average generated
power in sea states C and E were reduced by up to 46% and 47% once the value of DHM
was increased from the optimal (10 cc/rev) to 18 cc/rev. However, this was vice-versa
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during the underestimated value of DHM, in which the HPTO performance in the large
wave height and period sea states was more affected by the DHM. The figure clearly shows
that the averaged generated power for sea states C and E were significantly reduced by
53% and 50%. Therefore, the result reveals that the underestimation and overestimation of
the DHM can significantly reduce the power generated from the generator.

Figure 12. Averaged power of generator versus fluid displacement of HM corresponding to different
sea states.

4.3.6. Case 6: Damping Coefficient of Electrical Generator

The damping coefficient (dG) is different for each generator. As mentioned in [11], the
dG of each generator is subjected to its type, capacity, etc. Technically, generated output
power is affected by the dG. Since the generator is one of the major components of the
HPTO unit, the effect of the dG on the performance of the HPTO needs to be investigated.
Thus, the effect of dG on the generated power from the HPTO unit was investigated in
this study. In this case, the dG was varied from 0.1 to 1.2 Nm/(rad/s) with increments
of 0.1 Nm/(rad/s) in each sequence. Figure 13 depicts the effect of dG on the averaged
generated power corresponding to five different sea states. From the figure, it can be seen
that the optimal dG that achieves the highest averaged power was sensitive to changes in
significant wave height and peak wave period. During the nominal sea state, the optimal dG
was found to around 0.3 Nm/(rad/s), while, for the short and long peak wave period sea
states (sea states B and C), the optimal dG was found to be around 0.35 and 0.26 Nm/(rad/s).
Meanwhile, for the small and large significant wave height sea states (sea states D and E),
the optimal dG was found at around 0.34 and 0.24 Nm/(rad/s), respectively. The result
also indicates that the overestimation of dG badly reduced the averaged generated power
for all sea states, particularly sea states A, C and E. As can be seen in the figure, the average
generated power for sea states A to E was reduced by 73%, 62%, 72%, 63% and 74% of its
optimal value, respectively, due to overestimation of dG by up to 1.3 Nm/(rad/s). Hence,
from the results, it can be said that the generator damping coefficient needs to be optimally
controlled to maximize power absorption from the ocean. Thus, the use of several damping
control strategies, as suggested in [17], can be considered in the HPTO unit.
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Figure 13. Averaged power of generator versus damping of generator corresponding to different sea
states.

5. Conclusions

A comprehensive analysis of the effects of the important HPTO parameters on per-
formance in generating usable electricity was conducted in the present study. Six critical
parameters of the HPTO unit, including vertical mounting and the piston size of the HA,
volume capacity and pre-charge pressure of HPA, displacement of HM and damping
coefficient of the generator were considered. A simulation study was conducted using
MATLAB/Simulink software, in which a complete model of WEC with the HPTO unit was
developed using the Simscape fluids toolbox in MATLAB/Simulink. Five different irregu-
lar sea state inputs were used to evaluate the effect of each HPTO parameter against the
different significant wave heights and peak periods. From the investigation, the following
conclusion can be drawn:

(1) For case 1, the effect of the vertical mounting position (L2) of the hydraulic actuator
on the power generated by the generator was obtained. From the simulation result, it
was found that the averaged power generated increased along with an increase of L2
for all sea states and then decreased after reaching the optimal distance. At smaller L2
(0.1 m), the averaged generated power for sea states A to E was reduced by 88%, 91%,
82%, 90% and 84% of their optimal values, respectively. The value of L2 is sensitive to
the significant wave height and peak wave period, in which the best of L2 is larger
during the large significant wave height and peak wave period sea state.

(2) For case 2, the averaged power generated was increased along with the increase of
piston size (dp) for all sea states. However, the average power was decreased for the
over-sized of dp state. The simulation result shows a dp sensitive to the significant
wave height and peak wave period. Thus, a large size of dp should be used in the
large significant wave height and peak wave period sea state.

(3) For case 3, the simulation results demonstrate that the volume capacity of HPA
(VHPA,cap) is less sensitive to changes in small significant wave height and peak wave
period sea state, and inversely for a large significant wave height and peak wave
period sea state, where the increase of VHPA,cap reduced the averaged power generated.
This is due to more power accumulated in the HPA rather than directly flowing to
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the hydraulic motor. Thus, an appropriate VHPA,cap should be selected based on the
HPTO capacity to avoid this power reduction.

(4) For case 4, the simulation result shows that the pre-charge pressure of HPA (PHPA,0)
should be higher for the large significant wave height and peak wave period sea state
rather than the small significant wave height and peak wave period sea state.

(5) For case 5, the investigation results reveal that the underestimated and overestimated
hydraulic motor displacement (DHM) was significantly sensitive to wave height and
peak wave period. Thus, a variable displacement hydraulic motor with a robust
control strategy should be considered.

(6) For case 6, the simulation results found that overestimated damping coefficient of
the generator (dG) hardly reduced the averaged generated power. Thus, dG needs to
be optimally controlled using appropriate damping control strategies to maximize
power absorption from the ocean waves.

The present investigation studies may help researchers and engineers of WECs to
improve the efficiency of their systems. The optimization of the critical parameters above is
another attractive issue in terms of maximizing the generated power from the HPTO unit.
Thus, it is suggested that further research regarding the HPTO parameter optimization
using heuristic optimization algorithms should be conducted.
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Abstract: Although the technologies involved in converting saline gradient energy (SGE) are rapidly
developing, few studies have focused on evaluating possible environmental impacts. In this work, the
environmental impacts of a hypothetical 50 kW RED plant installed in La Carbonera Lagoon, Yucatan,
Mexico, are addressed. The theoretical support was taken from a literature review and analysis of
the components involved in the pressure retarded osmosis (PRO) and reverse electrodialysis (RED)
technologies. The study was performed under a three-stage scheme (construction, operation, and
dismantling) for which the stress-inducing factors that can drive changes in environmental elements
(receptors) were determined. In turn, the possible modifications to the dynamics of the ecosystem
(responses) were assessed. Since it is a small-scale energy plant, only local impacts are expected.
This study shows that a well-designed SGE plant can have a low environmental impact and also be
of benefit to local ecotourism and ecosystem conservation while contributing to a clean, renewable
energy supply. Moreover, the same plant in another location in the same system could lead to huge
modifications to the flows and resident times of the coastal lagoon water, causing great damage to
the biotic and abiotic environment.

Keywords: salinity gradient energy; RED; PRO; coastal systems; stress factors; receptors; environ-
mental impact

1. Introduction

As the supply of fossil fuels diminishes, the opportunity of switching to renewable
sources of energy will put an end to some of the negative environmental impacts seen since
the first industrial revolution [1,2]. The oceans are a major source of renewable energies,
such as marine and tidal currents, wave energy, thermal, and salinity gradients, which can
all be harnessed [3,4].

Chemical energy known as salinity gradients (SGE) or saline gradient potential (SGP)
is available in coastal zones where two water flows of different saline content coincide,
e.g., where a river meets the sea [5,6]. By controlling this mixture and capturing the energy
before it is released, electricity can be produced without greenhouse gas emissions. It is
possible to use only naturally occurring water flows, but it is also possible to employ hybrid
systems, which use effluents of anthropic origin, such as residual waters from desalination
plants [7–9]. Similarly, the effluent from wastewater treatment plants, of low salinity, could
be used as input for an SGP system [10,11].

The methods for producing energy from a saline gradient are varied, but the most
advanced methods are reverse electrodialysis (RED) and pressure retarded osmosis (PRO),
both of which have already been tested outside the laboratory. Regarding RED, the companies
WETSUS and REDstack have developed a 50 kW device in the Netherlands [12,13], while for
PRO, the company Statkraft developed a 10 kW plant in Norway [14].

Energies 2021, 14, 3252. https://doi.org/10.3390/en14113252 https://www.mdpi.com/journal/energies
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The International Energy Agency has reported that 15,102 TWh of electricity could
be produced through salinity gradient in river mouths worldwide; that is 74% of global
electricity consumption [15]. However, various physical and environmental limitations
were not included in this estimation. Today, taking some of these restrictions into account,
and counting only river mouths where this type of energy plant would be feasible, the
estimation is 625 TWh, 3% of world consumption [5].

There have been many technological advances in PRO and RED around the world,
but there is little information on the impacts the operation and maintenance of SGE plants
could have on the functions of nearby ecosystems. The scientific literature surrounding
the implementation of SGE at a given study site is scarce. Early works addressing en-
vironmental conditions to be monitored mention the amount of water to be extracted
(defined as environmental flow, maximum extraction factor, extraction flow, design flow,
the annual variation of flow, etc.), the physicochemical characteristics of the water, the
physical and chemical characteristics of the input solutions (fresh, marine, treated) and
other characteristics, such as salinity structure and temperature (temporal and annual
variations) at the extraction and discharge sites [5,12,16–19]. Few works address the very
important effects that the SGE implementation could cause on the sediment balance, care
in the use of cleaning products (which when accidentally released pollute), and care and
disposal of final effluents and membranes [16]. Other studies mention the importance
of hydrodynamic studies and environmental forcings that may affect the thermohaline
structure and therefore the amount of energy generated from the saline gradient [16].
Even so, there are very few case studies that mention potential environmental impacts. A
study proposing a potential site for SGE at Lake Urmia, in Iran, (a Ramsar wetland with
a Biosphere Reserve status with endemic species) only assessed in detail the economic
implications of implementation [17]. One reason for this is that no operational devices
exist.

Some papers mention that the impacts are similar to those of water treatment, desali-
nation, or other renewable energy plants [1,18,20–22]. These works give an overview of
potential impacts to habitat, local vegetation and associated fauna, water quality, sediment
properties, and social issues related to fisheries and navigation rights and hydrodynamic
modifications (changes in flows and their directions and mixing zones). All these impacts
are caused by the location of the devices or their interactions with the environment. Specific
work on the impact of saline gradient technology highlights potential impacts regarding
water intake, final effluent disposal, and impacts associated with infrastructure [23]. How-
ever, the study in [22] summarises the overall potential impacts of SGE implementation
using a three-phase scheme (construction, operation, and decommissioning).

This paper aims to present a scheme for an environmental impact assessment (EIA)
that allows the identification of possible environmental impacts from the implementation of
SGE in a coastal lagoon within an environmentally protected area. Through the description
of stressors, receptors, and responses, an EIA is developed for the coastal system of La
Carbonera, in the state of Yucatan, Mexico.

2. Materials and Methods

2.1. Study Area

The area considered in this work is La Carbonera lagoon, in the northeast of the
Yucatan Peninsula, Mexico (21◦13′41.80”–21◦14′4.79′′ N, 89◦53′21.66′′–89◦54′0.45′′ W)
(Figure 1) [24]. This coastal lagoon lies in a region of karst characteristics and is ap-
proximately 16.5 km2 in area. More detailed information concerning the geology of the
region can be found in Appendix A. The channel connecting it to the sea, the Gulf of Mexico,
is quite recent, a result of the passage of Hurricane Gilbert, in 1988. The fresh water of the
system comes from submarine groundwater discharges, or springs, carrying continental
water, which is the result of regional precipitation. The main inlet of fresh water, locally
called a ‘peten’, is located southwest of the system. ‘Peten’ is a colloquial Mayan name that
refers to islands of vegetation which are associated with freshwater springs that allow the
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development of perennial rainforests, frequently exposed to flooding [25]. It is a shallow
lagoon, 0.30–2.0 m, and as such is very much influenced by the local atmospheric climate.
The bathymetry of the lagoon and the coastal zone are presented in Appendix A. The mean
annual rainfall is 1025 mm and there are three seasons: dry (March to June), rainy (July
to October), and ‘Nortes’, characterised by a decrease in temperature, storm clouds, and
heavy rains (November to February) [26–28]. The region is influenced by the transit of
tropical storms during the summer months, which commonly intensify into hurricanes.
Appendix A contains more detailed information on the climate of the study area.

Figure 1. Location of La Carbonera lagoon, Yucatan, Mexico, showing areas with significant saline properties, the location
of the CTD sensors (red dots), and sites proposed for the RED power plant (A and B). The polygons SZR1, SZAE1, and
SZUR6 are areas with protection categories within the Cienegas and Manglares State Reserve of the North Coast of Yucatán
(RECMY).

La Carbonera is part of a system of wetlands along the coast of Yucatan. It has a sand
bar of 1.5 km in length, a sandy beach, and coastal dunes of medium height. Mangroves lie
behind the dunes, around the lagoon, and sometimes further inland. There are springs and
an area of swampland around the lagoon [29]. Geological data on the lagoon are given in
Appendix A.4.

On the coast, the waves have low energy, except in the Nortes season or tropical storm
or hurricane conditions, when the waves, currents, wind, and precipitation are extreme.
The tidal regime is mixed, predominantly diurnal, with tides ranging from 0.40 m spring
tides to 0.08 m neap tides. Appendix A has more information on the hydrodynamics,
currents, and tides. The mean air temperature is between 24 ◦C and 26 ◦C, with variations
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of up to 10 ◦C throughout the day, minimums in December and January and maximums in
July and August [30].

2.2. Legal Framework

This lagoon system is part of a Natural Protected Area (NPA) in the region known as
the Cienegas and Manglares State Reserve of the North Coast of Yucatan (RECMY), which
has a total surface area of 55,000 ha and covers several municipalities of the State of Yucatan.
The aim of officially recognising the ecological importance of the region was to protect the
coastal ecosystems there, which are mainly well-conserved mangroves. La Carbonera is
in the west of the reserve, and within it, several polygons have been assigned categories
according to their uses. The lagoon is within polygon SZR1, which has the category of Buffer
Zone/Public Use. In this zone, current or future actions are given permits if they lead to
sustainable development and, at the same time, create conditions to conserve the reserve′s
ecosystems in the long term. Recreation, leisure activities, group or individual tours are
allowed in designated sites, approved for this purpose. Overnight stays and camping are
permitted, as well as the development of low-impact infrastructure, in accordance with the
Ecological Use Plan for the Coastal Territory of Yucatan. Such infrastructure must be subject
to the corresponding authorisations and permits in terms of land and environmental use;
including lodging infrastructure, walkways, trails, conditioning of water crossings, signage,
and surveillance, which are aimed at sustainable use and the inspection and surveillance
of such sites. The construction of new infrastructure, as well as actions that have an effect
on hydrological flows, must comply with the relevant environmental impact requirements
(Figure 1, polygon SZR1).

Within polygon SRZ1, there is a smaller polygon of category Core/Subzone Restricted
Use Zone, SZUR6. This is a peten zone within the lagoon. It is better conserved, or
little altered; an area that contains ecosystems, natural phenomena, and geohydrological
processes of special interest, as well as species of flora and fauna that have special protection.
In this polygon, only exceptional activities that do not modify the ecosystems and that are
subject to strict control and supervision measures are allowed, subject to having a permit
from the Reserve’s authorities [31].

There is also another polygon with the category of Buffer Zone/Subzone of Special
Use, SZAE1. This is where the main groundwater discharge to the lagoon is located.
It is an area composed of vegetation mosaics with a certain degree of conservation. It
contains natural resources which are essential for the social development of the inhabitants
of the area. The exploitation of these resources must be carried out without damaging
the ecosystem and without substantially modifying the landscape or causing irreversible
environmental impacts, in appropriate ways, subject to limited, supervised load capacities.
Ecotourism is therefore allowed if it is sustainable and compatible with the environment.
For this, operators must have the corresponding permits and management plans, from the
Reserve’s authorities. The promotion of environmental management units for the intensive
and extensive use of wild flora and fauna is also allowed, with the corresponding registers
and authorised management plans. Similarly, artisanal and subsistence fishing activities
are permitted, subject to surveillance and supervision, with fishing gear that has been
authorised, for each case, in the specific sites of these subzones [31].

2.3. Geographical Boundaries and Current Uses

Within its geographic margins, La Carbonera lagoon has no human settlements or
infrastructure around it, although it is located between two towns, to the west, Sisal, and
to the east, Chuburna. The current anthropic activities in the lagoon are local fishing, small-
scale tourism promoted in the surrounding localities, and scientific research by various
local and national institutions.

In the scientific literature, some characteristics are mentioned which imply that moni-
toring is necessary before and after the implementation of SGE exploitation: a very marked
saline structure (a horizontal gradient, in this case), low tidal amplitude, and substantial
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control of hydrodynamics with atmospheric forcings [16]. More specific biophysical details
of La Carbonera are presented in the following sections.

2.4. Thermohaline Structure

The thermohaline structure of this lagoon, similar to many coastal systems, has
important variations at different temporal scales throughout the year, giving variations
in the potential energy obtained from SGE. According to the salinity and temperature
characteristics, La Carbonera has four defined zones [32–35] (Figure 1) as follows:

• A permanent fresh water effluent in the southwest of the lagoon (<5 psu (practical
salinity units) with an almost constant temperature (27 ◦C));

• An estuarine zone in the central west of the system (where the salinity concentration
varies with tides between 5 and 35 psu);

• A marine zone in the mouth of the sea inlet (around 35 psu);
• A hypersaline zone in the east of the system (60–100 psu).

The temperatures in zones 2, 3, and 4 show seasonal (15–37 ◦C) and daily variations
of up to 10 ◦C and 20 psu or more in salinity. This lagoon has a strong horizontal salinity
gradient, with hypersaline characteristics in the east, marine in the centre, estuarine in the
west, and a freshwater zone in the southwest. In Appendix A, the salinity patterns of the
lagoon are shown.

2.5. Theoretical Potential for Generating SGE

Reyes-Mendoza et al. [35] have reported the theoretical potential of SGE available
in La Carbonera lagoon, based on the thermohaline structure and environmental factors
(evaporation, air temperature, etc.). There are three possible plant configurations to harness
the saline gradient of the lagoon: freshwater/seawater (FW/SW), freshwater/hypersaline
water (FW/HW), and seawater/hypersaline water (SW/HW). The energy available from
these are the following:

• FW/SW: 0.244 ± 0.0889 kW, with a maximum of 0.527 kW in May, in the dry season;
• FW/HW: 1.111 ± 0.277 kW, which is the maximum average of the three plants’

configurations;
• SW/HW: 0.413 ± 0.194 kW, with a maximum of 0.916 in December, in the Nortes

season.

On the other hand, the great variations in the thermohaline structure determine the
variability of the power potential throughout the year. For a capacity factor of 90%, the
installed capacity for the FW/SW configuration should be 0.133 kWh, for the SW/HW
configuration 0.25 kWh, and for the FW/HW configuration, 0.527 kWh [35]. These figures
were obtained considering the mixing of 1 m3/s of saline and fresh water.

2.6. Biological Characteristics

In this region, there are several species of economic importance (regional and local
fisheries), ecosystemic and anthropogenic applications (medicinal, construction, tourism),
or areas with some category of risk, according to the 059-Semarnat-2010 [36] or the Interna-
tional Union for Conservation of Nature (IUCN) (Table 1). Although many more species
are reported, only those with anthropic importance and/or uses, or a protection category
were assessed.
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Table 1. Species reported in the north of Yucatan, detailing their ecological and commercial importance, anthropic uses, and
protection category.

Scheme 37 Category of Protection Importance and/or Uses
VEGETATION [37,38]

Mangrove
Conocarpus erectus

Avicennia germinans
Rhizophora mangle

Laguncularia racemosa

Threatened
Erosion control and soil conservation/construction. Key in

the life cycle of various organisms (fish and crustaceans).
Carbon reservoirs, natural filter for water quality.

Coastal dune
Cordia sebestena

Jacquinia macrocarpa Uncategorised Ornamental, medicinal, substrate fixation

Bravaisia berlandieriana Uncategorised Construction, medicinal, substrate fixation

Metopium brownei Uncategorised Toxic, substrate fixation

Capparis incana
Gomphrena serrata

Rivina humilis
Capparis flexuosa

Uncategorised Medicinal, substrate fixation

Acanthocereus tetragonus
Sideroxylon americanum Uncategorised Edible, substrate fixation

Pithecellobium keyense Uncategorised Substrate fixation
Peten

Ficus cotinifolia Uncategorised Reclamation of degraded land
Manilkara zapota

Sabal yapa Uncategorised Medicinal, construction, and handicrafts

Lowland flooded forest
Sporobolus pyramidatus Uncategorised Primary cover resistant to saline soils

Solanum nigrum Uncategorised Edible
Haematoxylum campechianum Uncategorised Textile

Ipomoea carnea Uncategorised Medicinal, ornamental
Seagrasses

Thalassia testudinum Minor concern Key in the life cycle of various organisms (fish and
crustaceans). Carbon reservoirs.

FISHES [39]
Fundulus persimilis

Fundulus grandissimus Subject to special protection Endemic

Gambusia yucatana Uncategorised Endemic

Sphoeroides testudineus
Strongylura notata
Harengula clupeola

Uncategorised Traded for bait, resident, abundant species (vital in the food
chain)

Trachinotus falcatus
Lutjanus griseus

Lutjanus synagris
Floridichthys polyommus

Archosargus probatocephalus
Eucinostomus gula

Eucinostomu argenteusMugil curema
Mugil trichodon

Hyporhamphus unifasciatus
Chriodorus atherinoides

Uncategorised Marketed for local and regional consumption

Poecilia velifera Subject to special protection -

Aetobatus narinari Almost threatened Commercial importance in the region
CRUSTACEANS [40]

Callinectes sapidus Uncategorised Marketed for local and regional consumption
BIRDS [41]

Phoenicopterus ruber
Phalacrocorax brasilianus
Cochlearius cochlearius

Platalea ajaja
Ardea alba

Minor concern For tourism (birdwatching)

Campylorhiynchus yucatanicus Near threatened Endemic

Egretta rufescens Subject to special protection For tourism (birdwatching)
REPTILES [42]

Crocodylus moreletii Subject to special protection For tourism (sighting)
Eretmochelys imbricate Critically endangered Tourism (controlled releases at turtle camps)

Chelonia mydas Endangered Tourism (controlled releases at turtle camps)
Caretta caretta Endangered Tourism (controlled releases at turtle camps)

ARTHROPODS [43]
Limulus polyphemus Near threatened Medicinal
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2.7. Environmental Impact Assessment

To ascertain the potential impacts of SGE implementation at La Carbonera, an Environ-
mental Impact Assessment (IEA) was conducted [44–47]. The selection of the environmental
impacts was based on the available scientific literature, such as [1,21–23].

The impact analysis used the [48] classification framework proposed for the impact
assessment of other ocean renewable energies. The analysis was conducted for three phases:
construction, operation, and decommissioning. This EIA considered stressors, receptors,
and environmental responses and impacts. Stressors are those characteristics of the envi-
ronment that may change due to the implementation of SGE in construction, operation,
and decommissioning. Receptors are elements of the ecosystem with the potential for some
form of response to the stressor, including the various biotic and abiotic components of the
ecosystem with the potential to be affected. Effects, or responses, are how these receptors
change, without indicating magnitude or significance. Finally, impacts address the severity,
intensity, or duration of the effects and cover the direction of the effect, which can generate
positive or negative outcomes.

The impacts of this technology are similar in the construction phase to those of sea-
water desalination plants, wastewater treatment plants, or other renewable energy plants.
Since there is currently insufficient on-site experience on the impacts, the stressors con-
sidered were based on the analysis of the components of the PRO and RED technologies
(Figure 2). This figure gives a general view of the main components of both technologies.
In section A, the pipes and the filtering system are shown. In section B, depending on the
technology used, and the expected production, the site will require several, repeated PRO
or RED modules (membranes in both cases, in RED also electrolyte solutions), as well as
hydraulic installations (turbines in PRO), sanitary installations and storage facilities for in-
puts and waste. Section C shows the electrical installations for power distribution/storage
(should include cabling, towers, etc.). In both PRO and RED, a final by-product is a brackish
water or seawater, depending on the scheme used (SW/FW, SW/HW, or FW/HW).

Figure 2. Components and processes involved in RED and PRO technologies that may produce environmental impacts in
coastal systems. Abbreviations: PE (pressure exchanger), SE (electrolyte solution), AEM (anion exchange membrane), CEM
(cation exchange membrane). The components by sections are shown (A, B and C).
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For the determination of receptors, shown in Figure 2 (A–C), general impacts, similar
to other engineering projects in coastal systems, are expected, including the following:

1. changes to land use (excavation, land newly used, etc.);
2. emission of pollutants (atmosphere, water, land, solid waste, etc.);
3. storage of waste (in situ, transport, waste sites, etc.);
4. overexploitation of resources (raw materials, energy consumption, water, flora, and

fauna, etc.);
5. alterations in species composition and abundance (emigration, reduction in numbers,

extinction, etc);
6. deterioration of the landscape (topography, vegetation, watercourses, surroundings,

etc.);

Finally, from the revision of biotic and abiotic features of the system shown in the case
study, an analysis of Stressors, Receptors, and general Responses to the implementation of
SGE in potential systems was presented.

It is hoped that this work can serve as a guide for other cases elsewhere.

3. Results and Discussion

A general analysis of the environmental impacts of PRO and RED technologies in three
phases (construction, operation, and decommissioning) is presented. These impacts can
also be applied to other potential systems that use salinity gradients for energy production
(river mouths, estuaries, coastal lagoons). The receptors highlight those characteristics
of coastal environments that may be susceptible to change due to the SGE (Figure 3).
The responses were analysed for each receptor, revealing the potential impacts of this
technology (Figure 3).

In this overview of possible impacts on potential systems, it is important to mention
that these may be minor or major impacts, depending on several factors, such as the size
of the plant, the characteristics of each system (biotic and abiotic), and scheme used for
energy harvesting (natural solutions or anthropic effluents). In the case of La Carbonera,
the exploitation scheme proposed is in line with the regulations in force and adapted to the
specific characteristics of the site.

The scheme for La Carbonera is the hypothetical implementation of net output of
50 kW RED power plant of the size and production of the RED prototype located in Afsluit-
dijk, in the Netherlands. This plant included three water storage tanks, two pretreatment
systems (concentrated and dilute solution), and eight membrane stacks. The proposed
infrastructure is therefore low impact.

For the size and energy production of this hypothetical plant, it is important to
consider first that many of the environmental impacts in each phase will depend on the
characteristics of the site where the plant is built. Therefore, some aspects taken into account
to select a location, with consideration to possible responses, are reported in Figure 3 and
include the following:

• Consider the proximity of the resource (freshwater, marine, hypersaline);
• Choose building sites on land with sparse vegetation;
• Consider smaller areas for excavation and the introduction of pipelines;
• Consider that permanent effects (such as changes to hydrodynamics) have greater

effects on receptors than temporary effects (such as construction noise or increased
turbidity) in resilient systems, such as coastal lagoons [41];

• Consider final effluent discharge area;
• Consider areas accessible to tourism;
• Consider species conservation.
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Figure 3. Stressors, receptors, and possible effects due to the implementation of SGE in La Carbonera lagoon in a three-stage
scheme (construction, operation, and decommissioning) for the main components of the PRO and RED technologies. The
letters indicate the number of stressors according to the phase of the project.

From these considerations, installing the RED plant behind a small jetty in the lagoon,
A in Figure 1, would induce significantly greater environmental impacts than with option
B of Figure 1. First, this result is because the excavation for the pipelines would be greater,
as the hypersaline water must come further, and all the impacts associated with the various
stressors (C1, C2, and C3, Figure 3) must be considered. Second, the pipeline would pass
through several mangrove patches, and therefore, the vegetation here and its associated
fauna would be severely affected. Thirdly, although the availability of seawater at this
location (at the mouth of the lagoon) would be close to the RED plant, the interruption
to the tidal flow entering the lagoon, due to the constant intake of this solution, would
generate various negative impacts. One of the main impacts possible is that large areas
of the hypersaline zone that depend on this sea–lake exchange could dry out. Exposed
sediments would therefore be salinised, and large areas of mangroves would dry out. In
addition, the interruption of this flow would change the hydrodynamic conditions that
favour the distribution and abundance of the various fish species reported in Table 1.
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Likewise, this would affect the sedimentation processes at the lagoon mouth. On the other
hand, the discharge of effluent from this location into the sea would also imply greater
excavation and the laying of pipes and damage to the mangrove and associated fauna
(Figure 3).

Although the proposed infrastructure is small, the correct location of a plant and
especially of the collecting and discharging zones may result in huge differences in terms
of impacts: in this example, locating the plant at site A may generate several negative
impacts that can be avoided with the location and design of plant at B (Figure 1). The
design process, including location selection and analyses to be considered, are presented
next.

3.1. Construction Phase

The proposed location for the RED plant is on the coastline between La Carbonera
lagoon and the coastal dune, outside the main SRZ1 polygon, and under the jurisdiction of
the Federal Maritime Terrestrial Zone (ZOFEMAT) (A, Figures 1 and 4). At this location,
several elements need to be constructed (roads and other infrastructure related to basic
services). In the literature, as an example, the design of a PRO plant with a production
capacity of 50 kW net output covers approximately 7000 m2 (the approximate size of
a football field) [49], while the area of the Afsluitdijk RED plant covers approximately
2750 m2 (measured from Google maps). The total area proposed at La Carbonera is 5250 m2,
the RED plant elements will be distributed in 3000 m2 (Figures 4 and 5), which includes
three tanks for the concentrated (hypersaline), diluted water (marine or fresh), and the
resulting effluent (brackish marine). There will also be space for the membrane modules
and for a test laboratory. Finally, spaces for storage, waste storage, sanitary facilities, and
an electrical station will be added (Figure 5).

Figure 4. Potential location of the RED pilot power plant; the dotted lines indicate the pipelines.
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Figure 5. Distribution of space for the proposed RED plant and ecotourism centre at La Carbonera
site, 5250 m2.

La Carbonera, in spite of being a natural protected area, is becoming increasingly
popular with tourists. This is encouraged since tourism is more profitable than fishing
and agriculture. In line with regulations that allow minor infrastructure in the area, it is
proposed that alongside the SGE plant a small ecotourism centre is built (with a total area
of 2000 m2), with cabins, viewpoints, rest areas, and a section for supplies, such as kayaks
and boats. (Figures 4 and 5). This centre could include a turtle camp, as the area receives
three protected species (E. imbricata, C. mydas and C. caretta, Table 1), arriving to lay their
eggs. The incubation of the eggs, laid on the beach, would improve hatching success. The
huts and nesting pens could be made using local palms (Sabal yapa, Table 1), widely used
for this type of construction [50].

The ecotourism centre would benefit from the electricity generated at the RED plant.
This energy could be used to charge mobile phones, cameras, or torches, in addition to the
electricity needed for the turtle camp (mainly the nurseries), and in the future, could also
supply energy for electric boats. The energy generated would be sufficient to make the plant
self-sufficient in electricity. An ecotourism centre would provide well-paid jobs and also
limit the pressures associated with the present mode of tourism; visitors coming into the
area on day trips from other towns and villages which has brought various environmental
problems to this area. The biological richness of the region is accessible in only a few places,
and many features of the tourism model are misguided. Excessive growth in some of these
areas has led to the infilling of swamp areas to build homes, damage to the coastal dunes
due to road construction, and poor management of solid waste and residual water, in
particular [42] (Figure 6). Using this site solely for ecotourism, scientific development, and
species conservation could help to curb such chaotic, harmful growth around La Carbonera.
In addition, the mangroves, swamps, and dune vegetation would be preserved because
the ecotourism centre would not be built in these ecosystems. It would also promote
environmental awareness among the local population.
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Figure 6. Aerial view of the villages around La Carbonera lagoon (the jetty is shown as a reference).

The stressors examined (Figure 3) include excavation, site preparation, placing pipelines,
and the construction of platforms and modules. The impacts are similar to those of
any other engineering project: removal of vegetation, habitat loss, erosion, unwanted
sedimentation, soil compaction, temporary increase in turbidity, avoidance behaviour of
birds and fish (due to construction noise), damage or removal of benthos, change of land
use, temporary air pollution, and landscape disruption. Nevertheless, all of these will
depend on the construction techniques and on the precautionary measures taken. The plant
would be located on the seashore (Figure 2, section B), and as it would be affected by the
tides, it is proposed that the RED plant be built on pillar-supported infrastructure (palafitte)
that will allow water to flow beneath. These low-impact structures do not require extensive
excavation [51] and would minimise some impacts on geomorphology and vegetation.
They would also permit the free passage of wildlife, particularly useful in storm surge
events. In terms of landscape disruption and land use change, as it is a small project,
the impacts are expected to be minimal. Given that the site proposed for the plant will
not modify the hydrodynamics of the lagoon, natural sediment transport changes are not
expected. Additionally, any increase in turbidity, damage or elimination of benthos, erosion
or soil compaction, and air pollution will only be temporary. In the case of vegetation and
habitat loss, this location was chosen (Figure 4) precisely because there are no large patches
of vegetation, except for some coastal dune species in the vicinity (Table 1).

During construction, in order to lay pipes, excavation work is required, which can
lead to temporary increases in turbidity (due to sediment movement), loss of vegetation
cover (terrestrial and aquatic) and associated habitat loss, removal of benthic organisms,
and the release of nutrients and pollutants from the bottom of the lagoon (Figure 3).

The pumping system should be low cost and easy to maintain (to avoid algal blooms,
oxygenation, and suspended particles). Three schemes are possible for the water intake in
the lagoon: Marine Zone and Freshwater Zone (MW/FW); Marine Zone and Hypersaline
Zone (MW/HW); or Freshwater Zone and Hypersaline Zone (FW/HW) (Figure 1). Water
intakes should be close to the plant, both to minimise the impact of pumping losses on
net power production and to avoid environmental impacts associated with some stressors
(excavation) [52]. One option to avoid impacts from the excavation is to lay pipes on the
surface and thus avoid the impacts associated with this stress factor. In the MW/FW and
FW/HW schemes, the first problem is that the area where the fresh water emerges is within
polygon SZAE1, and although ecotourism activities and the exploitation of flora and fauna
can occur in this area with a permit, laying pipelines may not be compatible with the
conservation laws of this polygon [31]. On the coasts of Yucatan, groundwater is used to
supply fresh water to nearby settlements. Thus, the MW/FW and FW/HW schemes could
be a possibility using wells or pumping to extract fresh or brackish water [53] in order to
avoid negative effects on other processes and activities.
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In the MW/HW scheme, which the plant is designed to use (Figure 4), hypersaline
water would be taken from the hypersaline zone to the plant, and the pipeline would pass
through parts of the SRZ1 polygon; however, low impact sustainable infrastructure would
be used (Figure 4). Seawater would be brought to the plant directly from the sea, under
the jurisdiction of the ZOFEMAT (Figure 4). Although another possibility for this region,
where there is high radiation and evaporation, generating hypersaline conditions, would
be to use seawater evaporation ponds. The volume of hypersaline water needed would
therefore not be an impediment.

For the energy production expected, an inflow of 200 m3/h of both solutions is
required [52]. These inflows will pass through a hydraulic network, which includes the set
of pipes, pumps, and other accessories (elbows, valves, etc.) that will allow the entry and
exit of the solutions. For a flow of this volume, 10-inch diameter pipes are required; hence,
the impacts associated with excavation will be less. The hypersaline water must be piped
to the plant; options to avoid the mangrove patches in its path exist, and special attention
must be paid to the protected mangrove species (C. erectus, A. germinans, R. mangle and L.
racemosa) [36]. For the discharge pipe, the same factors apply. These species are important
because they provide shelter and protection areas for birds and various species of fish, and
they deliver ecosystem services such as filtering water discharges from the mainland to the
sea [54] and protection from wind and waves that prevents coastal erosion in an area that
is also affected by hurricanes [55].

In the construction phase of the proposed design, no large-scale pipes would be
installed within the lagoon; therefore, the loss of seagrasses, the release of pollutants and
nutrients from the bottom of the lagoon, and the removal of organisms from the benthos
would be practically nil, and the increase in turbidity due to the movement of sediments
would be only temporary (weeks). Regarding the seagrass ecosystem, in areas with high
salinity, seagrasses are not found; therefore, in the water intake in the hypersaline zone,
there will be no damage to seagrasses [56,57]. In the hypersaline zone, the depths are
50 cm or less (Figure 2), and therefore, the hydraulic network here should be able to pump
hypersaline water from different points to prevent it from drying out.

On the other hand, regarding the avoidance behaviour of birds due to construction
noise (Table 1), emblematic species such as the flamingo (Phoenicopterus ruber, Table 1)
would probably modify their distribution in the area only temporarily (weeks). In addition,
with RED technology, no turbines will be used in the operation phase; hence, noise pollution
would only occur during construction.

3.2. Operation Phase

In this phase, the impacts associated with water pumping and water pretreatment
(Figure 3) are the first that should be considered. Pretreatment of the water intake is
crucial for the operation of a RED system [58]. Such a system must ensure low-cost
performance and effective sediment filtration [52]. In the RED plant of Afsluitdijk, the
filtration system is of the drum and gravity type, and even with small intakes of very
good quality water cartridges, filters can be used [52]. The impacts associated with water
pumping and pretreatment are related to the amount of fresh water and hypersaline water
that will be taken from the system and pass through it. These impacts include changes to
natural watercourses, as well as changes in the nutrients and salinity of the water. Possibly,
and depending on the intensity, these alterations may affect native species and natural
ecosystems. For instance, it is known that changes in salinity alter the reproductive and
feeding behaviour of flamingos and horseshoe crabs (Limulus polyphemus) [59].

Another impact is the possible decrease in phytoplankton biomass retained in the
filtration system. The latter is a concern at the Afsluitdijk pilot plant because large quantities
of plankton, fish, and larvae must be filtered, which has ecological implications and may
also have economic implications [60]. Since the biomass of microorganisms at the base
of food chains is affected by this, it can lead to imbalances in the food chain and local
fisheries [23,48].
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Detailed hydrological studies are therefore needed to determine the amount of water
that can be extracted from the lagoon and how much it can be altered without generating
the above-mentioned impacts. In the case of the Afsluitdijk pilot plant, the intakes in the
sea and in the lagoon area of 200 m3/h, assuming a technical potential of 1 MJ/m3 of
seawater and freshwater, can produce up to 50 kW net power output [52]. In La Carbonera,
taking the concentrated solution from the lagoon (hypersaline water) counteracts the effects
on the biomass of microorganisms to a certain extent, since the biomass is reduced due to
the hypersalinity of the area [59]. The diluted solution could be taken from wells on the
coast, in which case there would be no phytoplankton, due to the lack of light. On the other
hand, it could be taken directly from the sea, and this would have fewer microorganisms
than that of the estuarine and marine zones of the lagoon [61].

Another stress factor is the disposal of the final by-product of the RED process—the
brackish water. Even if the intended scheme is MW/HW, the water mix would have a
similar or higher salinity than seawater. The change in salinity of the effluent must be
calculated in the laboratory. The effluent must be discharged in an appropriate area, at the
appropriate time, and the dispersion of this effluent by the hydrodynamic actions of the
system should not alter the natural salinity patterns in that ecosystem [32,33].

Depending on the volume of the water, pump diffusers may be needed (alternating
or slanted) in the hydraulic network, to distribute the flows in different directions within
the lagoon, or into the sea [62]. The discharge of water used may not induce negative
impacts at sites where the hydrodynamic performance and salinity concentrations are
known prior to the design for the effluent flow. This is so at sites where there has been
salinity deterioration as a result of previous anthropogenic activities.

The change in salinity is only one of the environmental conditions responsible for
the variety and abundance of fish reported for this lagoon (Table 1) [39]. In addition,
salinity indirectly affects the distribution of species through its role in water density and
the resulting hydrodynamics [63].

The spatial/temporal variation of water masses and their salinity is important for the
distribution of organisms, especially of fish, which only live under certain salinity ranges,
according to their tolerance to this parameter [64–66]. This is important for the distribution
of various marine species of commercial interest (Table 1). Discharging a saline effluent
into the lagoon, of marine salinity or slightly higher, in the hypersaline zone, will lower the
salinity in this zone and thus limit the amount of hypersaline water available for power
generation. In consequence, the impact on different species may be significant.

It is important to mention that there are many characteristics that make this an environ-
ment that harbours great diversity in fishes, but high salinities have been associated with a
lower richness and diversity of fish [67]. Thus, for species distributed in marine/estuarine
environments, such as S. testudineus, S. notata, H. clupeola, T. falcatus, L. griseus, L. synagris, F.
polyommus, A. probatocephalus, E. gula, E. argenteus, M. curema, M. trichodon, H. unifasciatus, C.
atherinoides and A. narinari, (Table 1) [39], a potential decrease in salinity in the hypersaline
zone would alter the extent of their distribution areas.

However, to avoid changes in salinity and resulting limitations in resources, it is better
to discharge this effluent into the sea since, being saline and of a small volume, it will
not have the same effects as if it were brine [68]. On the other hand, stressors such as the
accidental release of cleaning and maintenance chemicals and electrolyte solutions must be
regulated against any facility handling hazardous chemicals.

Both in the pretreatment of solutions and in the cleaning of membranes and facilities,
products such as chlorine are used, which can be toxic to the environment [23,48]. Usually,
chlorine is used to avoid degradation of the membranes caused by biological growth in
them. There is evidence that even small amounts of chlorine (e.g., 0.1 ppm) can have
ecological impacts which induce a significant reduction in the productivity of dragged
phytoplankton and species diversity [23]. Similarly, electrolyte solutions should be han-
dled with caution [69]. The electrolyte solutions are stored in the electrode compartment
which also contains the electrodes and is sealed with membranes that generally have
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special properties to ensure the confinement of the electrolyte, recirculating it in a closed
circuit [70]. There are reports of the toxicity of this type of element [23], but there is not
much information on the toxic gases or compounds that are generated in the redox process
within such a compartment (depending on the redox couple and the electrolyte used).
Furthermore, in these compartments, some instability in pH control sometimes occurs
since anion exchange membranes have a non-negligible proton transport number. This
may allow an increase in the pH of the electrode solution, accompanied by a decrease in
the pH of the effluent, and this may not be environmentally acceptable if it is too high [70].
Although the pH of the effluent would only change in the event of an accidental release,
it is important to note that this parameter is an indicator of water quality. It affects the
toxicity of certain compounds, such as ammonia, by controlling their ionisation, as well as
the bioavailability of certain pollutants, such as heavy metals. For example, water with a
pH range of 6.5 to 8.5 is suitable for many biological systems. Values of over 9.0 and lower
than 5.8 limit the development and physiology of aquatic organisms [71].

Finally, it is worth noting the positive impacts that an SGE plant could have on La
Carbonera. In the operational phase, the pipes will provide new spaces for colonization
(bioincrustation) by sessile species [1]. These structures offer heterogeneity to the habitat
and appropriate surfaces for algae and sessile organisms to colonise, especially on the
muddy bottom. Fish and other invertebrates will be attracted by the hard surface, the shade,
the changes in turbulence, the small spaces, and eventually, by the availability of food
sources [48,72]. However, this type of infrastructure can also encourage the establishment
of non-native species, invasive species, and blooms of harmful algae; therefore, the extent
and composition of the colonisation are difficult to predict [73,74]. In the case of La
Carbonera, pipes in the hypersaline zones would be easily colonised in the short term by
barnacles, which live in the carbonated structures which stick to the surfaces and may cause
deterioration. For this reason, their colonisation should be treated cautiously since they also
damage RED membranes, encouraging the proliferation of microorganisms which impede
the free passage of water or ions and thereby reduce the functionality of the system [75].
Although the production of 50 kW of electric energy from renewable sources is by no
means a technological challenge, this work aims to provide electric power using the best
technologies available, producing the smallest possible footprint, in harmony with the land
use of this area (i.e., [76]).

With the present technological maturity of SGE techniques, these objectives do not yet
yield low costs. Firstly, because the cost of the energy depends on the establishment of the
market and industry; if the technological development is successful, the manufacturing
of the parts will become cheaper. In the meantime, support from public funding is to be
expected [77]. On the other hand, when environmental and social aspects are prioritised,
a cost–benefit analysis based only on economic variables is not sufficient [78,79]. If the
community face expensive-energy versus no-energy, their decision will be controversial.

For this specific case, the goal is not to urbanise the area or provide services that
will promote urbanisation. The goal is to offer services that may assist environmental
protection and conservation activities held in La Carbonera Lagoon and its surroundings
where only low-density ecotourism is allowed. In this sense, a pilot plant using emergent
technology is both suitable and affordable. Other technologies may not be feasible at this
site. For example, although an established solar energy industry exists, the installation
of solar panels may increase the air temperature around them, which is undesirable in
environmentally sensitive areas. Additionally, a strategy for energy storage would be
needed, thus increasing the final cost. There are similar disadvantages for wind energy,
with additional construction difficulties [21]. Thus, an SGE plant, with the proposed
additional facilities, seems to be a good strategy for promoting education, environmental
conservation, and technology development.
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3.3. Decommissioning Phase

In this phase, few impacts are expected. A RED plant built on palafittes should not
require large-scale activity using heavy machinery. In the case of the pipes that have
been colonised by algae and sessile organisms, their removal will eliminate this artificial
habitat and also the organisms that installed themselves there. The soil is not expected
to be severely impacted by the type of foundations used. On the other hand, the noise
associated with demolition may temporarily affect the behaviour of birds and fish. Finally,
the infrastructure of the proposed ecotourism centre should not be demolished since these
facilities offer attractive spaces for tourism and assist in the conservation of species in the
area.

4. Conclusions

A preliminary environmental assessment of the potential impacts of a 50 kW net
output RED power plant using SGE on the coastal lagoon of La Carbonera was carried out.
Many impacts depend on the size and location of the SGE plant and the water intake or on
the technology to be implemented. In this case, a small-scale SGE power plant, using the
RED technology, combined with an ecotourism centre, would provide renewable energy
and protection of resources for the lagoon system and the nearby area around it, as well as
providing well-paid jobs for local people that may eventually encourage an improvement
in the care of coastal ecosystems.

Although several water schemes can be used in this ecosystem (FW/MW, FW/HW,
and MW/HW), everything will depend on the availability of saline water. In both cases,
there are alternatives; for instance, to use the dilute solution (FW) through wells on the coast,
and the concentrated solution (HW) directly from the lagoon (according to hydrological
studies) or through marine water evaporation ponds.

In terms of the potential impacts, the most concerning are the change in the volume of
water in the lagoon and the disposal of the final effluent. While many negative potential
responses could be expected, if the EIA covers information on the biotic and abiotic
characteristics of the ecosystem at a given point in time, in addition to the site characteristics,
many of these impacts could be minimised or avoided.

While the study in [22] suggested that most of the impacts due to the implementation
of SGE occur in the construction phase, this study shows that although the impacts then
may be very evident, even with mitigation measures, the ecosystems in La Carbonera
could recover from these temporary effects. More damaging to the ecosystems would be
the permanent and constant changes in characteristics which an SGE plant would induce,
such as in the hydrodynamics (changes in water flows or volume) and salinity gradients.
Therefore, it must be taken into account that since they are highly variable ecosystems that
have close hydrological connectivity with the surrounding systems, any modification can
have implications for neighbouring systems.

From the results of the Receptors and Responses analysis, the importance of monitor-
ing these features during and after the construction phase must be underlined [79]. Many
of the Receptors analysed are also present in other systems with potential for SGE. Even
though methodologies for their characterisation already exist for most of them, it is still
difficult to find quantitative criteria which demonstrate how positive or negative these
Receptors are when SGE technology is applied.

Even so, this work offers the first attempt to evaluate the potential changes induced by
SGE plants. This analysis for La Carbonera is important at the present time even though the
technology discussed is as yet untested at a large scale, and there are no plants using it in
Mexico. Small pilot plants, such as that suggested here, could offer insights for successful
larger developments in the future.

Finally, although this system is healthy at present, an EIA would serve to minimise
negative impacts. In this way, the benefits of SGE, zero greenhouse gas emissions, and the
use of renewable sources could be successfully harnessed at La Carbonera.
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Appendix A

Appendix A.1. Precipitation, Evaporation, and Atmospheric Temperature

The heaviest rains, associated with tropical systems in the peninsula, occur between
June and October. In the winter, from November to February, it is also common for rain
associated with the passing of cold fronts, or ‘Nortes’. The annual precipitation varies
between 444 mm and 1290 mm and is greater north to south, and east to west, in the state
of Yucatan. The dry season, March to June, has very little rain, with high levels of solar
radiation which generate extremely high temperatures [80].

As is typical in tropical areas, the evaporation exceeds the precipitation (approximately
1800 and 1290 mm/year, respectively). The atmospheric temperature has a defined annual
oscillation, with maximums in summer. The annual average temperature is 26 ◦C, the
maximum monthly average is around 36 ◦C, in May, and the minimum monthly average is
16 ◦C, in January [35,81].

Appendix A.2. Tides, Winds, and Waves

According to [82], the tides are diurnal, with higher high water = 0.590 m; mean high
water = 0.461 m; mean water level = 0.326 m; mean low water = 0.238 m, and mean lower
low water = 0.000 m.

As explained by [83], winds in the Yucatan Peninsula are mostly Trade winds, from the
east and northeast, locally modified by a marked system of coastal breezes, with sustained
averages of 5.5 m/s. The waves are of low energy, with a mean annual significant wave
height of Hs = 0.78 m, mean peak period Tp = 4.6 s, and a predominant northeast direction
(see Figure A1).
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Figure A1. Roses showing the direction and magnitude of (a) wind velocity, (b) wave height, and (c) peak period. Reanalysis
data from [83].

In addition, the region has atmospheric systems of short duration which modify
these patterns: in summer there are tropical cyclones, which can become hurricanes, with
sustained winds of up to 44 m/s, Hs > 10 m, and Tp > 12 s, and in winter, strong ‘Nortes’
can have winds of up to 15 m/s, Hs = 4.5 m, and Tp = 8.7 s [83].

Appendix A.3. Bathymetry

The inlet linking the lagoon with the sea has depths of 1.5–2 m, the shallow interior is
only 0.5 m deep, with the exception of the channel that links the freshwater inflow area
with the lagoon (southwest), where depths are 2 m close to the inflow, and 0.5 m towards
the lagoon interior (Figure A2). The depths in the marine area show the shallow, extensive
nature of the continental shelf off Yucatan.

Figure A2. Bathymetry of the lagoon of La Carbonera and nearby marine area [33].
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Appendix A.4. Hydrogeological Characteristics

La Carbonera is part of the karst system of the Peninsula of Yucatan (Batllori-Sampedro
et al., 2006). In the lagoon, three types of sediment lie on top of the karst strata: sand, rocky
sediment, and mud [24]. The orientation of the sandy beaches on the coast is predominantly
north–northwest. The mean grain diameter is 0.2–0.5 mm [84,85].

The main hydrological feature of the coastal systems of the peninsula es that freshwater
emerges from underground springs or seeps into lagoons and wetlands [86]. Once in the
lagoon systems, it begins to mix and patterns of salinity and temperature develop between
the fresh water and the water of the lagoon, producing a complex thermohaline circulation
system [27]. Such is the case with the inflow in the southwest of the lagoon, where an
estuarine gradient is produced.

Appendix A.5. Hydrodynamics

The main hydrodynamic drivers are the tides, the predominant winds of the region
(Trade Winds, sea breezes, and Nortes). The study in [33] reported that inside the system,
the residual currents are around 0.05 m/s, both when influenced by the local breezes as
well as the winds (Figures A3 and A4). As can be seen, the tides entering through the inlet
spread east, west, and southwards in the lagoon system (Figure A3). In the centre, south,
and east of the lagoon, there are mixing zones, with higher values (close to 0.2 m/s) which
are greater during ‘Nortes’ (Figure A4).

Figure A3. Example of the residual circulation pattern (m/s) during a spring tide with sea breeze forcing [33].
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Figure A4. Example of the residual circulation pattern (m/s) during a spring tide with forcing from NE winds [33].

Appendix A.6. Salinity Patterns

The general patterns of salinity in the lagoon of La Carbonera are seen in Figure A5. During
a tidal cycle, these patterns are very dynamic [33]. At high and low tides the estuarine,
marine, and hiperhaline zones move, due to the influence of the tides and dominant winds,
as well as the inflow from the underground spring, which can increase or decrease the
salinity in the lagoon. At the highest tide level, and under the effects of strong winds, the
seawater can move further into the hiperhaline zone. At low tide, brackish water can reach
the mouth of the lagoon [33].

Figure A5. Example of salinity patterns in the La Carbonera lagoon. The hiperhaline zone can reach levels of over 80
ups [33].
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Abstract: There is a huge energy demand from offshore renewable energy resources. To maximize
the use of various renewable energy sources, a combined floating energy system consisting of
different types of energy devices is an ideal option to reduce the levelized cost of energy (LCOE) by
sharing the infrastructure of the platform and enhancing the power production capacity. This study
proposed a combined concept of energy systems by combing a heave-type wave energy converter
(WEC) with a semisubmersible floating wind turbine. In order to investigate the power performance
and dynamic response of the combined concept, coupled aero-hydro-servo-elastic analysis was
carried out using the open-source code F2A, which is based on the coupling of the FAST and AQWA
tools by integrating all the possible environmental loadings (e.g., aerodynamic, hydrodynamic).
Numerical results obtained by AQWA are used to verify the accuracy of the coupled model in F2A
in predicting dynamic responses of the combined system. The main hydrodynamic characteristics
of the combined system under typical operational conditions were examined, and the calculated
responses (motions, mooring line tension and produced wave power) are discussed. Additionally,
the effect of aerodynamic damping on the dynamic response of the combined system was examined
and presented. Moreover, a second fully coupled analysis model was developed, and its response
predictions were compared with the predictions of the model developed with F2A in order for the
differences of the calculated responses resulted by the different modeling techniques to be discussed
and explained. Finally, the survivability of the combined concept has been examined for different
possible proposed survival modes.

Keywords: wind–wave energy structures; wind turbine; fully coupled analysis; hydrodynamic
response; aerodynamic damping; wave energy converters

1. Introduction

In recent years, the field of offshore wind power generation has developed rapidly
and has become the fastest-growing energy source for marine renewable energy. As of
the end of 2020, the global wind power capacity reached 744 GW, with 50% increase over
2019 [1]. With the rapid development of offshore wind technology, offshore wind turbines
are increasing in scale and size, and the scale of wind farms is also increasing. The national
renewable energy laboratory (NREL) 5-MW reference wind turbine [2] and DTU 10-MW
reference wind turbine [3] have been widely used in comparative studies. The largest
offshore wind turbine MySE 16.0-242 16 MW with rotor diameter of 242 m was launched
by Ming Yang Smart Energy in August of 2021. To further exploit the offshore wind from
deep water, various floating offshore wind concepts were proposed including mainly spar,
semisubmersible, tension leg platform (TLP), and barge. Compared to TLP and spar, the
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semisubmersible platform is more feasible in various water depths and has low installation
costs of the mooring system. At present, the concepts of semisubmersible wind turbines
mainly include WindFloat [4], Dutch Tri-floater [5], Windsea [6], Windflo [7], braceless [8],
V-shaped [9], OC4-DeepCwind [10], and so on. Wave energy is also a large energy source,
with a much higher power density than wind power, but this energy technology is not fully
commercialized at present due to its high cost and reliability issue. WECs can generally be
categorized as oscillating bodies, oscillating water columns, and overtopping devices [11].

By sharing space, supporting structures, cables, and other infrastructure, combining
floating wind turbine system and WEC can not only reduce the cost of the device but also
capture wind and wave energy and greatly improve the utilization of renewable energy of
the ocean. At present, many studies on numerical simulations and model tests based on
different floating offshore wind concepts (barge, TLP, spar, and semisubmersible) combined
with WEC have been carried out. Aboutalebi et al. [12,13] proposed to install an oscillating
water column WEC on the barge platform to reduce the fatigue movement of the plat-
form. In Michailides et al. [14], the required wind–wave analysis for harsh environmental
conditions has been examined. Ren et al. [15] carried out an experimental and numerical
study of dynamic response of a new combined TLP wind turbine and wave energy con-
verter. Bachynski et al. [16] proposed a TLP combined three-point absorber WECs system
and studied the performance under operational and extreme sea cases. Russo et al. [17],
Tomasicchio et al. [18], and Xu et al. [19] carried out experimental studies of the dynamic
characteristics of Spar Buoy Wind Turbine and studied its dynamic behavior. Hu et al. [20]
carried out the optimal design of WEC and dynamic characteristics analysis of a hybrid sys-
tem combing a semisubmersible floating wind platform (WindFloat) and WECs. Sarmiento
et al. [21] carried out a new floating semisubmersible structure combined with WECs (three
oscillating water columns, OWC) in order to characterize the performance of the platform
and OWCs. The MARINA Platform project funded by the European Union [22] proposed
a combined system of semisubmersible platforms with point absorption and oscillating
water column WEC. Peiffer et al. [23] and Aubault et al. [24] carried out coupled dynamic
analysis through numerical models and experimental models. Muliawan et al. [25,26]
proposed a comprehensive concept that combines a spar-type floating wind turbine with a
torus WEC (named STC). Wan et al. [27–29] studied the dynamic response of an STC under
typical operational conditions and extreme conditions based on numerical and experimen-
tal methods. Another concept that combines a floating semisubmersible wind turbine and
a flap-type WEC (named SFC) was proposed. Michailides et al. [30–32] systematically
studied the integrated operation of SFCs through numerical and experimental models. Ren
et al. [33] carried out experimental and numerical studies on the hydrodynamic response
of a new combined monopile wind turbine and a heaving-type WEC under typical opera-
tional conditions. In addition, Wang et al. [34] studied the hydrodynamic response of the
combined system of the semisubmersible platform and heaving-type WEC.

With the development of the field of offshore wind turbines, the aero-hydro-servo-
elastic coupling tool has become the key to solve the equation of motion and calculate
the dynamic response of floating wind turbines. Different simulation tools have been
developed so far. DeepLines [35,36], DARwind [37], Bladed, HAWC2, and FAST are the
most well-known tools for fully coupled analysis of wind turbines. Jonkman et al. [38,39]
developed a hydrodynamic module to consider the diffraction and radiation effects of
floating platforms. Due to its open-source nature, it has also been used to participate in the
development of a fully coupled framework. Kvittem et al. [40] combined AeroDyn with the
non-linear finite element software SIMO/REFLEX. Shim [41] developed an interface that
combines FAST with the fluid dynamic analysis tool CHARM3D. Recently, Yang et al. [42]
developed a new aero-hydro-servo-elastic coupling framework based on FAST and AQWA
(F2A) for dynamic analysis of FOWTs, combining the advantages of aero-elastic-servo of
FAST and hydrodynamic analysis of AQWA [43].

In this study, with use of the recently proposed coupled analysis tool F2A, a fully
coupled analysis is performed for a combined system consisting of a semisubmersible
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platform and a heaving-type WEC. A numerical model of the combined structure that was
capable of simulating its motion and dynamic responses under different typical operational
conditions was developed and used with F2A. A second model with use of a different
analysis tool is developed for performing fully coupled analysis. Different types of analysis
and comparison were performed to examine the fully coupled responses of the combined
structure but also for emphasizing the effect of different modeling methods/techniques
on the response quantities of the combined system. The time-domain dynamic response
characteristics, mooring characteristics, and PTO-produced power of the combined system
are examined and presented in this study. Under the excitation of only waves, there was
small difference between the two numerical models, while under irregular wave and
turbulent wind conditions, the difference between two models was larger. The impact of
aerodynamic loads as well as aerodynamic damping is significant. When the wind velocity
is small, aerodynamic damping has a significant effect on reducing the resonance of surge
and pitch, and there is an obvious positive relationship. When the wind velocity increases,
wind thrust has a greater impact than aerodynamic damping. The rationality behind the
efficient use of the two examined numerical tools for studying combined concepts has
been presented. Finally, an extreme condition is studied to ensure the survivability of the
combined system. The results show that the two models had significant differences in
dynamic motion and mooring force prediction under irregular wave and turbulent wind
condition due to the wind–wave coupling effect at low frequency range.

2. Theoretical Background

Different from offshore oil and gas platform, a floating wind turbine experiences the
aerodynamic load and hydrodynamic load simultaneously. These loads are both important
in the system design at the same order. The basic theories used in the combined system
analysis are described in this section.

2.1. Aerodynamic Loads and Aerodynamic Damping

Blade element momentum (BEM) theory is one of the efficient and most commonly
used methods for calculating induced loads on wind turbine blades [44]. In this theory,
the wind turbine blade is divided into many sections along the span direction, and these
sections are called blade elements. The wind turbine blade is simplified as a finite ele-
ment that is superimposed in the radial direction, so the three-dimensional aerodynamic
characteristics of the wind turbine blade can be obtained by integrating the aerodynamic
characteristics of the element in the radial direction [42].

The axial velocity V2 and the circumferential velocity V3 at the rotor plane are calcu-
lated as follows:

V2 = (1 − a)V1 (1)

V3 = Ωr
(
1 + a′

)
(2)

where V1 is the incoming wind velocity, a is the axial induction factor, and a′ is the angular
induction factor. The axial velocity and the circumferential velocity vector are combined to
obtain the resultant velocity V0. The lift force (L) is formed perpendicular to the resultant
velocity, and the drag force (D) is formed in the same direction as the incoming velocity.
They can be calculated by the following equations:

L =
1
2

ρV2
0 ACL (3)

D =
1
2

ρV2
0 ACD (4)

where A is the rotor sweeping area, ρ is the air density, CL is the lift coefficient, and CD is
the drag coefficient.
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The lift coefficient CL and drag coefficient CD of the aerofoil are projected in the normal
and tangential directions, respectively, to obtain the normal force coefficient CN and the
tangential force coefficient CT , as shown in the following equations:

CN= CL cos ϕ + CD sin ϕ (5)

CT= CL sin ϕ − CD cos ϕ (6)

Finally, the thrust force and torque on the blade section are calculated by the
following equations:

dT =
1
2

ρV2
0 cCNdr (7)

dM =
1
2

ρV2
0 cCTrdr (8)

where c is the aerofoil chord length.
When studying aerodynamic loads, the influence of aerodynamic damping cannot

be ignored. Analyzed at the micro level, the aerodynamic damping of the wind turbine
essentially comes from the relationship between the aerodynamic load of the wind turbine
blades and the inflow wind velocity. Without considering the platform motion and elastic
structure deformation [45], the following equation can be used:

V0 = V1

√
(1 − a)2 +

[
Ωr
V0

(1 + a′)
]2

= V1 f1 (9)

The factor f1 indicates that the relative inflow wind velocity at the blade is simultane-
ously affected by the axial induction factor, angular induction factor, structural deformation
of the wind turbine, and rotational velocity [46].

Considering the relative movement of the platform, the relative velocity is written
as follows:

V0 = V1 f1 − L
.
x5 cos(x5)− .

x1 (10)

where x5 is the pitch motion of the platform,
.
x5 is the pitch velocity of the platform, and

.
x1

is the surge velocity of the platform.
From Equation (7), the total thrust T on the blade can be obtained as follows:

T∞V2
0 ∞

(
V1 f1 − L

.
x5 cos

( .
x5

) − .
x1

)2 (11)

Ignoring the velocity components above the second order, the following equation
is obtained:

T∞(V1 f1)
2 − 2V1 f1L

.
x5 cos

( .
x5

) − 2V1 f1
.
x1

∞(V1 f1)
2 − 2V1 f1L

.
x5 − 2V1 f1

.
x1

(12)

The last two terms in the above equation represent aerodynamic damping and can be
added to the left side of the equation of motion. The aerodynamic thrust is proportional
to the square of the wind velocity, and the aerodynamic damping is proportional to the
first power of the wind velocity. This shows that when the wind velocity is not particularly
high, the effect of aerodynamic damping on the offshore floating wind turbine may be
more obvious, and the relationship between them is positive. However, as the wind
velocity increases, the influence of aerodynamic thrust may be much greater than that of
aerodynamic damping. Of course, the aerodynamic damping force of offshore floating
wind turbines is affected not only by wind velocity but also by other complex factors, such
as aerodynamic induction factor. Thrust coefficient may even be affected by pitch angle
and stall effect. Since F2A and AQWA were used for simulation in this study, the largest
difference between them is whether considering aerodynamic damping.
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2.2. Potential Flow Theory

The potential flow theory may be to calculate the hydrodynamic loads on marine struc-
tures. It is usually assumed that the fluid is non-rotating, non-viscous, and incompressible,
and the fluid is assumed to be an ideal fluid [47,48]. Derived from the conservation of mass
and the conservation of momentum, the governing equations of fluid motion, the Laplace
equation are expressed as follows:

∇2φ= 0 (13)

∂u
∂t

+ (u · ∇)u = −∇
(

gz +
p
ρ

)
(14)

where φ represents the three-dimensional velocity potential function and φ = φ(x, y, z, t).
The velocity potential can be decomposed into the following equation:

φ = φi + φd + φr (15)

where φi is the velocity potential function of the incident wave, φd is the diffraction potential
function, and φr is the radiation potential function.

For the fluctuation problem of linear periodic motion, the time factor can be separated
by the variable separation method, and the velocity potential can be expressed as follows:

φ = Re
[

ϕe−iωt
]

(16)

where ω is the angular frequency and Re represents the real part.

2.3. Viscous Loads

In potential flow theory, since the assumption is inviscidity, viscosity needs to be
considered in practice. In this study, the Morrison model was added to consider the
viscosity [48,49]. In AQWA, the viscosity was simulated by adding Morrison elements as
follows:

fd = 0.5CdρDμ|μ| (17)

where Cd represents the drag coefficient, and in this study, Cd = 1.2 was selected due to
d/L ≥ 0.2 and H/d ≤ 0.2; H, d, and L represent the wave height, water depth, and wave-
length, respectively; μ, D, and are the incoming flow velocity, structure diameter, and fluid
density, respectively; and fd represents the drag force on a unit height of the structure.

2.4. Equation of Motion
In this study, the wind and wave energy combined system consists of two bodies

having in total 12 degrees of freedom (six degrees for each body), which requires com-
prehensive consideration of multiple degree-of-freedom systems [29]. The multi-body
equation of motion is given as follows:(

(M + m)11 m12
m21 (M + m)22

)( ..
x1(t)..
x2(t)

)
+

∫ t
0

(
κ(t − τ)11 κ(t − τ)12
κ(t − τ)21 κ(t − τ)22

)[ .
x1(τ).
x2(τ)

]
dτ

+

(
(R)11 0

0 (R)22

)[
x1(t)
x2(t)

]
=

[
f wind(t)

0

]
+

[
f1

wave(t)
f2

wave(t)

]
+

[
f1

drag(t)
f2

drag(t)

]
+

[
f1

inter f ace(t)
f2

inter f ace(t)

]
+

[
F1

PTO(t)
F2

PTO(t)

] (18)

where m is the added mass matrix, x,
.
x, and

..
x are the displacement, velocity, and accel-

eration matrix in the time domain, respectively, κ(τ) is the retardation function, which is
based on the added mass and potential damping matrix, and f is the summation of the
external forces in time domain. The subscripts 1 and 11 refer to the variables of body 1
(braceless); subscripts 2 and 22 refer to the variables of body 2 (WEC); and subscripts 12
and 21 present the coupling terms between the braceless and WEC. The vertical (heave)
quadratic damping of the braceless and WEC terms is modeled by the quadratic damping
matrix on the left side of Equation (18). The term f wind denotes wind load on the turbine
rotor, while f wave is the wave forces applied on the braceless platform and WEC. The
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interface forces f1
inter f ace between the two bodies include horizontal contact forces and

vertical friction forces. FPTO is the PTO forces. Each term of the interface and PTO forces is
applied on the two bodies with the same value but in different directions.

2.5. Brief Description of F2A

The baseline version of AQWA was incapable of predicting the aero-servo-elastic of
floating offshore wind turbines, but it accepted time domain analysis of external forces
implemented by dynamic link library (.dll). In order to enable AQWA to form a fully
coupled analysis of floating offshore wind turbines, FAST was integrated in AQWA with
some simulation function implemented [36]. Therefore, the coupling framework was
“FAST2AQWA”, denoted as F2A. The coupling of AQWA and FAST was accomplished by
user_force.dll and source code subroutine of FAST. Related simulation capabilities of FAST
were completely implemented in time domain analysis in the DLL that can be called by
AQWA during the simulation.

3. Numerical Model of Combined System

The combined system was composed of a semisubmersible platform and a heaving-
type WEC connected by a guide-roller system in the middle and an upper connecting
system [50]. The wind turbine model used for this study is the NREL 5-MW baseline wind
turbine. The main parameters of the 5-MW wind turbine are shown in Table 1 [2]. An
illustration of the combined system is shown in Figure 1, and the main parameters of the
combined system are shown in Table 2. In this study, the time-domain hydrodynamic
simulation of the combined system was based on AQWA. Hydrodynamic panel models
are shown in Figure 2.

Table 1. The main parameters of the 5-MW wind turbine.

Rotor-Nacelle-Assembly t 350

Center of Gravity (CoG) m (−0.2,0.0,70)
Tower mass t 347.46

Total WT mass moment of inertia about X axis (Ixx) kg*m2 3,770,000,000
Total WT mass moment of inertia about Y axis (Iyy) kg*m2 3,660,000,000
Total WT mass moment of inertia about Z axis (Izz) kg*m2 112,000,000

Figure 1. Sketch map of the combined system.
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Table 2. The main parameters of the combined system.

Parameters Values

Semisubmersible
platform

Semisubmersible mass t 9738
Diameter of the central column m 6.5

Diameter of the three side columns m 6.5

Water displacement m3 10,298
Water depth m 200

Operating draft m 30
Center of semisubmersible m (0,0,24.36)

WEC

Outer/Inner diameter m 16/8
FigureHeight/Draft m 8/3.5

Mass t 463.5
Water displacement m3 452.2

Center of mass m (0,0,1)

Figure 2. Panel models for the hydrodynamic analysis.

The PTO system (shown in Figure 3), which captures the wave energy through the
relative heave motion of the semisubmersible platform and the WEC, was simplified as a
linear spring and a linear damper. This model was accomplished by establishing a fender
element in ANSYS/AQWA. Based on the discussion of damping coefficient of Fender and
stiffness coefficient of linear spring [27–29,33,34,50], it was found that a large value of Bpto
value may lead to air compressibility that cannot be ignored, while a small Kpto coefficient
may ignore the influence of stiffness coefficient on the produced power [19]. Therefore,
1.5 × 106 Ns2/m was selected for Bpto and 1 N/m for Kpto in this study. The force of PTO
was calculated by the following equation:

Fpto = Bpto · (v2 − v1) + Kpto · (x2 − x1) (19)

where Bpto and Kpto are the linear damping coefficient and linear spring stiffness coefficient,
respectively; v1 and x1 are the velocity and displacement of the semisubmersible platform;
and v2 and x2 are the velocity and displacement of the WEC, respectively.

Figure 3. Simplified dynamic coupling model between the WEC and braceless.
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Knowing the damping force of the PTO system and the relative velocity between
the platform and WEC, the produced power of the WEC can be calculated through the
following equation:

PPTO = FPTO · (v2 − v1) (20)

4. Results and Discussion

The simulations conducted in this study were primarily carried out under typical
operational conditions and extreme conditions from a typical site at 61◦21’ N latitude and
0◦0’ E longitude near the Shetland Islands, northeast of Scotland, UK. The water depth at
the site was 200 m [51]. The examined load cases are listed in Table 3. For regular wave
case (LC1), the 1800 s–1900 s was used in the comparison to get rid of transient effect. For
irregular wave cases (LC2–LC4), the total simulation time is 4600 s, and the first 1000 s has
been excluded to avoid the transient effect. It should be noted that the time series results of
the motion and force responses between 3500 to 3700 s are displayed to better present the
difference between different codes.

Table 3. Load cases table.

Load Case Wind Velocity Uwind (m/s)
Wave Height H/Hs

(m)
Wave Period T/Tp

(s)

LC1 / 2.0 9.0
LC2 8.4 2.0 14.8
LC3 11.4 2.4 10.9
LC4 23.8 5.5 13.5
LC5 50.0 13.8 19.2

4.1. Free Decay Test

A free decay test was performed in the numerical simulation to determine the natural
frequencies of the surge, heave, and pitch of the platform. The natural frequencies are
listed in Table 4. Figure 4 was the time domain curve of free decay test of platform. The
results showed that the natural frequencies of the surge (Figure 4a) and heave (Figure 4b)
of the platform were the same from two codes, and there is a difference of about 11.7% of
the natural frequency of the platform pitch from two codes.

Table 4. Natural frequencies (rad/s) of platform.

Surge Heave Pitch

F2A 0.078 0.256 0.239
AQWA 0.078 0.256 0.210

Figure 4. Cont.
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Figure 4. Time domain curve of free decay test of the semisubmersible platform: (a) Surge; (b) Heave; (c) Pitch.

4.2. Regular Wave Condition

In this study, the simulation of typical regular wave conditions (LC1) was performed,
and the characteristics of the motion response, mooring response, and produced power of
multiple bodies (F2A and AQWA simulation) were compared.

4.2.1. Motion Response

In this section, the motion response under a regular wave (H = 2.0 m, T = 9.0 s) was
selected, and a motion response of three degrees of freedom (DOF) of the platform (surge,
relative heave, pitch) is presented (Figure 5). The results were compared between the fully
coupled framework F2A and the hydrodynamic software AQWA.

The surge motion of the platform is shown in Figure 5a. Compared with the multibody
simulation results of F2A and AQWA, the amplitude was basically the same, but the
simulation results of F2A at the wave peak were slightly larger. The relative heave motion
responses simulated by F2A and AQWA were basically the same (Figure 5b). Slightly larger
pitch response from F2A could be identified compared with AQWA results. Under only
wave conditions, F2A and AQWA had good consistency in simulating multibody motion
characteristics, especially in relative heave.

Figure 5. Cont.
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Figure 5. Time domain motion response of the semisubmersible platform: (a) Surge; (b) Relative Heave; (c) Pitch.

4.2.2. Mooring Line Force

Figure 6 shows the time-domain response of the mooring force of Mooring Line 1
(ML1) and Mooring Line 2 (ML2). The mooring line force of ML1 (downwind direction)
was smaller than that of ML2 (upwind direction) when subjected to waves in the heading
direction. Results from F2A have slightly larger mooring line force than those from
AQWA simulation.

Figure 6. Mooring force of: (a) ML1; (b) ML2.

4.2.3. Produced Wave Power

The wave energy was captured by PTO system. The relative heave velocity from both
codes are similar to each other (Figure 7a). From Equation (19), the damping force can
be observed in Figure 7b. Based on the relative heave velocity and damping force, the
produced wave power could be identified, which is similar from F2A results and AQWA
results (Figure 7c).
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Figure 7. Time series of different responses of the combined structure under regular waves: (a) Relative Heave Velocity;
(b) Damping Force; (c) Produced Power.

Under only wave conditions, F2A and AQWA had good consistency in simulations of
the multibody dynamic response. This was because F2A integrates the AQWA hydrody-
namic module.

4.3. Irregular Wave and Turbulent Wind Conditions

This section presents the motion response, mooring force, and produced power under
irregular wave and turbulent wind conditions.

4.3.1. Motion Response

Figure 8 shows the motion response in surge, pitch, and heave directions under normal
operation conditions in LC2 and LC3. The responses of surge and pitch in both load cases
from F2A (Figure 8a,b) simulation are smaller than those predicted by AQWA (Figure 8e,f).
This is due to the fact that the wind load in F2A and AQWA is differently implemented.
In F2A, the wind field is pre-generated and both wind aerodynamic load and damping
are considered due to the rotating turbine rotor. However, in AQWA, the wind load is
implemented as an external load using dll function and no interaction and aerodynamic
damping is included. The difference for the relative heave motions simulated by two tools
was limited for both LC2 and LC3 (Figure 8c,d).
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Figure 8. Time domain motion response of the semisubmersible platform: (a) Surge in LC2; (b) Surge in LC3; (c) Relative
Heave in LC2; (d) Relative Heave in LC3; (e) Pitch in LC2; (f) Pitch in LC3.

Figure 9 shows motion response in LC4, in which the wind speed is larger than rated
wind speed. Similar as the load case LC2 and LC3, the motion responses in surge and pitch
direction from F2A are lower than those motions from AQWA due to the aerodynamic
damping. The relative heave motions predicted from two codes are similar to each other.
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Figure 9. Motion responses of the semisubmersible platform in LC4: (a) Surge; (b) Relative Heave; (c) Pitch.

4.3.2. Mooring Line Force

The mooring line forces of ML1 and ML2 from LC2, LC3, and LC4 were compared for
F2A results and AQWA in Figure 10. Basically, the mooring line force of ML2 in the upwind
direction is larger than the mooring line force of ML1 in the downwind direction because
wind and wave will drive the combined system to move in a downwind direction from its
equilibrium position. Therefore, ML1 will get relaxed and ML2 will get tensioned. For the
mooring line force of ML1, the reduction of the mooring force from its force at equilibrium
position from F2A simulation is less than the reduction of the force from AQWA simulation
due to the difference of the surge motions from two codes in all three load cases. Thus, the
mooring line forces of ML1 from F2A are larger than those from AQWA (Figure 10a,c,e).
However, for mooring line force of ML2, the increasing of the mooring force from its force
at equilibrium position from F2A simulation is less than the increasing of force from AQWA
simulation. Therefore, the mooring line forces of ML2 from F2A are less than those from
AQWA (Figure 10b,d,f). Due to the pitch control above the rated wind speed (LC4), the
wind thrust force is much smaller than that in LC2 (below rated wind speed) and LC3 (at
rated wind speed). Therefore, the aerodynamic damping effect is much smaller. In this case
(LC4), the contribution from wave load is much larger than wind load, and the discrepancy
from two codes is minimal. Therefore, there is a slight difference in the mooring line force
of ML2 for LC4.
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Figure 10. Mooring force of: (a) ML1 in LC2, (b) ML2 in LC2, (c) ML1 in LC3, (d) ML2 in LC3, (e) ML1 in LC4, (f) ML2 in LC4.

4.3.3. Produced Wave Power

The relative heave velocities between the semisubmersible platform and the WEC,
the damping force and produced power from WEC in LC2, LC3, and LC4, are presented
in Figure 11. Due to less effect of aerodynamic damping on heave motion, no significant
difference is identified for the relative heave velocities, damping force, and produced
power. When the wave height increases from LC2 to LC4, the relative heave velocity
(Figure 11a,c,e) also increases due to the large relative heave motion in a severe sea state,
which is beneficial to capture wave energy. Figure 11b,d,f present the vertical damping
force. The F2A and AQWA simulation results were similar. As the wave height increases,
the vertical damping force increases significantly. Figure 11g,h,i show the produced energy
power from WEC. With the sea state moving from mild to severe (LC2 to LC4), more
power can be produced from the wave. Figure 11i is the produced power under severe sea
conditions (LC4). It can be seen the maximum power in LC4 is even as large as 3.5 MW (not
shown in Figure 11f), which is comparable to the power produced from the wind turbine.
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However, the mean produced power is less than 600 kW, and it shows obvious instability,
while the produced power of WEC is much smaller. Therefore, the wind power production
for NREL 5 MW WT will make the main contribution to the total power production of the
combined system under the severe sea conditions.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 11. Cont.
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(g) (h) 

(i) 

Figure 11. Time series of different responses of the combined structure: (a) Relative Heave Velocity of LC2, (b) Damping
Force of LC2, (c) Relative Heave Velocity of LC3, (d) Damping Force of LC3, (e) Relative Heave Velocity of LC4, (f) Damping
Force of LC4, (g) Produced Power of LC2, (h) Produced Power of LC3, (i) Produced Power of LC4.

4.3.4. Statistical Analysis

Figure 12 displays the statistics of responses in operational conditions from both F2A
simulation and AQWA simulation. The maximum and minimum values are determined
as the highest crest and lowest trough of the corresponding time series. Figure 12a–c
show that the simulation results of F2A and AQWA were different in the surge and pitch
motion, and the heave motion results were slightly different, which was consistent with
the previous results. When the wind velocity was the rated wind velocity of the wind
turbine (12.4 m/s), the surge and pitch motion amplitudes of the platform were the largest,
and the heave motion was greatly affected by the hydrodynamic load. When the wave
height increases (LC2–LC4), the heave amplitude increases accordingly. Figure 12d shows
that under the three operational conditions, the statistical values of the mooring force
of ML2 simulated by F2A and AQWA were slightly different. Similarly, when the wind
velocity was the rated wind velocity of 12.4 m/s (LC3), the mooring force of ML2 was the
largest. Figure 12e shows that as the sea state becomes worse (LC2–LC4), the damping
force and the produced power increase sharply. By comparing, aerodynamic loads were
confirmed to have significant effects on surge and pitch motion and mooring forces, while
hydrodynamic loads had significant effects on the vertical responses (heave, damping force,
and produced power).
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Figure 12. Comparison of the statistical results of in LC2, LC3, LC4: (a) Surge Motion; (b) Relative Heave Motion; (c) Pitch
Motion; (d) Mooring Force of ML1 and ML2; (e) Damping Force (Df) and Produced Power (Pp).

4.4. Spectrum Analysis

In this section, the power spectral density (PSD) of platform motion response, mooring
line force, damping force, and produced wave power were presented and compared for
F2A simulation and AQWA simulation.

4.4.1. Motion Spectrum

Figure 13a,d,g display the PSD of the platform surge under the three load cases.
The energy was mainly concentrated in the natural frequency of the surge and the wave
frequency. For the mild sea state (LC2) in Figure 13a, there is a reduction for surge motion
at the surge resonance peak in F2A simulation compared with AQWA simulation due to
the aerodynamic damping effect. However, this reduction is not significant for worse sea
state (LC3 and LC4) for surge motion in Figure 13d,g. For the relative heave motion, the
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responses are dominated by the frequency from 0.3 to 0.9 rad/s which is related to the
wave peak frequency. Therefore, both F2A simulation and AQWA simulation are very
similar to each other (Figure 13b,e,h). Figure 13c,f,i are the PSD of the platform pitch
motion. Observing the PSD curves of surge and pitch, the reason for the difference in
the low frequency area around pitch resonance peak was the influence of aerodynamic
damping considered in F2A simulation. It was obvious that when the wind velocity
was small, aerodynamic damping obviously reduced the resonance response in the low-
frequency region but had little effect on the wave frequency range. This phenomenon
conforms well to the known characteristics of the general damping effect. However, when
the wind velocity gradually increased (LC2–LC4), the influence of air damping gradually
decreased. This was because the aerodynamic thrust acting on the rotor increases rapidly
with increasing wind velocity, offsetting the increase in the aerodynamic damping effect
caused by surge. Among these effects, aerodynamic damping and wind velocity had a first-
order relationship, and aerodynamic thrust and wind velocity had a quadratic relationship.
Therefore, at low wind velocities, aerodynamic damping had a greater influence, and at
high wind velocities, aerodynamic thrust had a more obvious influence. It can be found that
aerodynamic damping had a greater impact on pitch than surge and a stronger reduction
in pitch motion.

Figure 13. Cont.
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Figure 13. Comparisons of the PSD of the motion for LC2, LC3, and LC4: (a) Surge Motion of LC2; (b) Relative Heave
Motion of LC2; (c) Pitch Motion of LC2; (d) Surge Motion of LC3; (e) Relative Heave Motion of LC3; (f) Pitch of LC3;
(g) Surge Motion of LC4; (h) Relative Heave Motion of LC4; (i) Pitch Motion of LC4.

4.4.2. Mooring Tension Spectrum

The mooring line responses in the frequency domain in the head sea under different
load cases from F2A simulation and AQWA simulation are shown in Figure 14. For all
the load cases, the most significant contribution to the ML 1 and ML2 tension comes from
the low-frequency region (surge mode response). The contributions from pitch mode
response are also identified. For worse sea state (LC4), the contributions to the ML1 and
ML2 tension from the wave frequency range from 0.3 rad/s to 0.9 rad/s are comparable
to the contribution from surge mode response. Similar to the PSD of the motion response,
in the F2A simulation, aerodynamic damping had a weakening effect on the response
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at surge and pitch natural frequencies. With the wind velocity increases (LC2–LC4), the
aerodynamic damping effect gradually decreased.

Figure 14. Comparisons of the PSD of the mooring line force of: (a) ML1 of LC2; (b) ML2 of LC2; (c) ML1 of LC3; (d) ML2 of
LC3; (e) ML1 of LC4; (f) ML2 of LC4.

4.4.3. Damping Force and Produced Wave Power Spectrum

Figure 15 shows the damping force in the vertical direction and the produced wave
energy power. The simulation results of the two simulation tools are slightly different.
The energy was mainly concentrated in the wave frequency. Figure 15b,d,f are the PSDs
of the produced power. The produced wave power frequencies are located in the dou-
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ble wave frequency and low frequency regions. There was no significant effect from
aerodynamic damping.

Figure 15. Comparisons of the PSD of: (a) Damping Force of LC2; (b) Produced Power of LC2; (c) Damping Force of LC3;
(d) Produced Power of LC3; (e) Damping Force of LC4; (f) Produced Power of LC4.

4.5. Dynamic Responses in Extreme Conditions

Under extreme condition (LC5), the WEC and the semisubmersible platform were
locked to each other, and there was no relative motion. The PTO system and the wind
turbine were parked. As shown in Figure 16a, the WEC and the semisubmersible platform
had the same heave motion and were in a locked state. Figure 16b,c show the PSDs of the
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platform surge and heave. The PSD of the platform surge was mainly dominated by the
wave frequency and the natural frequency of the surge. The PSD of the platform heave was
mainly dominated by the wave frequency. From the PSD of the pitch (Figure 16e), it can
be seen that the energy was mainly concentrated on the wave frequency and the natural
frequency of the pitch, but the resonance effect on the pitch simulated by AQWA was much
smaller than the result of the F2A simulation. When using F2A simulation, the upper wind
turbine was parked, and the pitch angle was set to 90◦. Figure 16e,f show the mooring
forces of ML1 and ML2. The energy was mainly dominated in the wave frequency range.

Figure 16. Motion and mooring force response of the platform under LC5: (a) Heave motion time series; (b) PSD of platform
surge; (c) PSD of platform heave; (d) PSD of platform pitch; (e) PSD of ML1; (f) PSD of ML2.
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5. Conclusions

In this study, through a recently proposed fully coupled analysis framework (F2A),
a fully coupled analysis of a combined system consisting of a semisubmersible platform
(braceless) and a heaving-type WEC was carried out. A numerical model of the combined
structure that was capable of simulating its motion and dynamic responses under different
typical operational and extreme conditions was developed and used. Different types of
analysis and comparison were performed to examine the fully coupled responses of the
combined structure. The primary results are summarized as follows:

(1) Under regular wave conditions, regardless of wind conditions, the simulation results
of F2A and AQWA were basically similar in time domain motion, mooring force, and
generated wave power. Since F2A integrated the AQWA hydrodynamic module, it
shows that F2A has good consistency with AQWA.

(2) Under irregular wave and turbulent wind conditions, F2A and AQWA had significant
differences in time domain motion and mooring force. It shows that F2A effectively
reduces the dynamic response amplitude because of the aerodynamic damping effect
in F2A; as the wave and wind velocity increased, the amplitude of time-domain
motion and mooring force (ML2) are significantly affected by aerodynamic loads, and
the dynamic response amplitudes are the largest at rated wind velocity. The trends of
relative heave motion, damping force, and produced wave power were similar.

(3) Through the PSD analysis of the dynamic response, it was more obvious that aero-
dynamic damping used F2A effectively inhibited the resonance at the low frequency
range, which was the largest difference compared to the prediction calculated with
the simulation tool of AQWA. The relationship between aerodynamic damping and
wind velocity was linear, and the relationship between aerodynamic thrust and wind
velocity was quadratic. Therefore, when the wind velocity was small, the influence
of aerodynamic damping was significant, and especially the resonance of surge and
pitch was significantly reduced. When the wind velocity increased, the aerodynamic
thrust had a significant effect. The inhibition effect of aerodynamic damping was
mainly concentrated in the low-frequency region and had no obvious effect on the
resonance caused by the wave frequency. The resonance was mainly excited near the
wave frequency; there was a slight difference between F2A and AQWA simulation
results close to resonance.

(4) Under extreme conditions, the WEC was locked on a semisubmersible platform as a
way of survival to withstand the impact of large wave force. From the PSD analysis
of time domain motion and mooring force, the energy was mainly concentrated near
the wave frequency, and the wave influence was obvious.
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Abstract: Biofouling is an important factor to consider when calculating the energetic efficiency of
tidal farms. Despite the fact that biofouling effects have been widely investigated in the past for naval
applications, very few studies concern tidal turbines. This paper proposes a numerical approach to
assess the impact of biofouling on tidal turbines, which is efficient for testing many configurations.
Two turbulence models are tested (RANS k-ω SST and LES Smagorinsky) for the motionless blade
case to validate them. Then we chose to use the Smagorinsky model for the case of a complete tidal
turbine rotor with realistically fouled blades. The pressure coefficient is strongly affected by the
barnacle in the motionless blade case and the power coefficient is slightly degraded in the complete
rotor case. Motionless blade cases do not represent the real biofouling behaviour for two reasons.
First, sessile species settle in the down flow part of the chord where their impact is less important.
Then, the surrounding turbulence provoked by the blades rotation in the rotor case reduces the
impact of biofouling. In the wake, biofouling generates small vortexes that propagate into the larger
ones, causing them to spread their energy.

Keywords: marine renewable energy; tidal energy; fluid–structure interaction; biofouling; turbulence;
numerical modelling

1. Introduction

When a surface is submerged in natural water, it is submitted to colonisation by
numerous species. The accumulations of biological organisms on this surface is called
biofouling. The first step of this phenomenon is the colonisation by micro-organisms like
bacteria or micro-algae into a thin layer a few millimetres thick (biofilm) [1]. This thin
film serves as a base for larger sessile species such as barnacles and mussels [2], which
often organise in habitats allowing the arrival of mobile organisms (shrimps, crabs, . . . ).
The speed, the kind and the arrangement of the colonisation depend on many factors [3]:
depth, salinity, kind of surface, region, temperature, etc. Larvae are also able to select the
substrate suitable for their development depending on the water streaming and chemical
properties. Moreover, specific conditions can lead to particularities among the species. For
example, in the Alderney Race located between France and United Kingdom, where the tidal
stream is extremely energetic, the species evolving in such conditions are mainly smaller,
with more developed fixing organs and a smoother surface [4]. Some studies show that
biofouling also occurs on moving solids like ship propellers or tidal turbines. The biofouling
is the origin of the artificial reef effect created by off-shore artificial constructions such as
the wind turbine farms described in [5]. However, despite this positive effect, biofouling
is a real challenge for the marine renewable implantation in sea water. Ref. [6] shows
its negative impact on boat hulls. The experimental study shows a higher resistance on
heterogeneous rough parts of the hull, which is very dependent on the position of the
roughnesses [7]. More generally, studies of the effects of small roughnesses on the flow
along a flat plate are well-understood in both air [8] and water [9]. Small structures promote
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the boundary layer transition by making the boundary layer transition move upstream and
also increase the rate of turbulence. With the development of renewable marine energies
and some special cases in aviation, studies are aiming towards understanding the effects
of various roughnesses on wing profiles [10]. Ref. [11] looks into the effect of ice accretion
located on the leading edge and finds that the aerodynamic performance of the profile is
significantly deteriorated by ice. Ref. [12] experimentally studied the effects of numerous
cones distributed homogeneously over the surface of a blade in a wind tunnel. The study is
carried out in stationary flow with solid cones ranging from 0.0035 c (chord) to 0.0285 c in
height. Results show a strong increase in the drag. Ref. [13] investigates the aerodynamic
impact of an isolated barnacle-shaped excrescence on a blade in a wind tunnel. The barnacle
is 0.02 c high and is located at 60% of the chord. Three angles for the flow incidence are
studied: 5°, 10° and 15° under two different operating modes: a stationary or oscillating
blade. On the motionless blade, the barnacle has no impact on lift but considerably increases
drag. The pressure coefficient field is very different between the 5° and 15° cases in the
motionless case but seems very similar once the blade is set in motion.

Nevertheless, the marine environment at tidal sites is not easy to study in realistic
conditions. So, the main parts of these studies are conducted in ideal conditions, easily
replicable experimentally. In fact, marine currents are really strong and numerical approach
is more suitable to predict biofouling in more realistic conditions. Most papers aim at
developing models for small roughnesses. However with the development of CFD, more
and more 2D studies are emerging: Ref. [14] investigates the effects of biofouling on
a NACA0018 profile using numerous turbulence models (Reynolds Averaged Navier–
Stokes (RANS): k-ε, k-ω SST (Shear Stress Transport) and Large Eddy Simulation (LES):
Smagorinsky). RANS k-ω-SST and LES-Smagorinsky gave close results for the blade
performances but RANS models are less efficient than LES models to compute the vortexes
in the wake. The results show that if the biofouling species are placed on the first half of
the blade chord, their effects are maximised. Conversely, when biofouling is in the second
half, the effects are reduced.This phenomenon is explained by the isolated roughnesses
that create an early detachment of the boundary layer. Nevertheless, biofouling generates
three-dimensional effects in the flow [15,16]. A 2D study is therefore not sufficient to fully
understand such effects.

To our knowledge, the only work relating to the impact of biofouling on the perfor-
mance of tidal turbines applied to a complete turbine is [17], where biofouling is a surface
finish applied with a wall function on the whole turbine. In this paper, we propose to
investigate the impact of a realistic fouling on an entire turbine. After a short introduction,
Section 2 explains the methodology and methods used to carry out the numerical tests.
Section 3 is the validation of the model and its comparison with the experimental data
of [13]. Section 4 shows our results that are discussed. Section 4 draws the conclusion.

2. Materials and Methods

The numerical simulations are divided into two parts. The first part is a 3D model of
a single blade with only one barnacle. This aims to validate the numerical model using
the experimental results. The second part relates to the modelling of a complete biofouled
rotor. That allows us to study the impact of a realistic implantation of sessile species on
the performance and the wake of the tidal turbine. Unlike the work of [17], biofouling is
explicitly represented in the mesh by integrating the barnacles into the 3D structure and
not by using a roughness model applied to the turbine.

2.1. Experimental Setups

Experiments were carried out by [13,18] and their data were used for comparison with
the numerical results.

The results of the motionless blade experiment chosen for the validation of the
numerical model comes from [13]. Their experimental method is described hereafter. The
tests were carried out in the Handley–Page wind tunnel with dimensions of 1.61 m high ×
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2.13 m wide × 2.74 m long. The air flow velocity was 45 m·s−1 with 2.5% turbulence. The
blade is made from a NACA 63-619 foil of 0.55 m chord. It passes completely through
the height of the wind tunnel. The barnacle is represented by a solid cone with a radius
of 20 mm at its base and 10 mm at its top and a height of 11 mm, dimensions nearby to
the Balanus crenatus found in the Alderney Race [4]. A total of 25 pressure orifices are
positioned on and around the barnacle in order to follow the evolution of the pressure
field. Three angles of attack are studied: 5°, 10° and 15°. Sensor HDI series gauge sensors
measured the dynamic stall while pressure transducers were used to sample the pressure
evolution along the blade. The experimental setup also allowed blade oscillation, but
unsteady tests were not used here.

The full rotor simulation is built according to [18] and uses the IFREMER-LOMC1

horizontal axis turbine. The water velocity was fixed to 0.8 m·s−1 with 3% of turbulence
intensity. The rotor rotation was forced by a motor to fix the Tip Speed Ratio (TSR) to 4.
TSR is defined as follows :

λ =
|Ωx|R

U∞
, (1)

where Ωx is the angular velocity, R is the radius of the tidal turbine and U∞ is the inlet
flow velocity. The rotor characteristics are presented in Table 1.

Table 1. General characteristics of the IFREMER-LOMC turbine

Turbine IFREMER-LOMC
Unit

Profile NACA 63418

Rotor Radius (R) 350 mm
Hub Radius 46 mm

Pitch 0 degrees
TSR 4 -

Torque sensors were used to measure the power and drag coefficients of the entire
structure, including the hub. Laser Doppler Velocimeters (LDV) were used to monitor the
wake and vortexes.

2.2. Governing Equations

The numerical model is used for validation (in air) and investigation (in water) cases.
For the numerical simulations, the following hypothesis are considered:

(i) Air and water are considered as viscous fluids.
(ii) Both fluids are considered incompressible. This hypothesis can be questioned in the

case of air, but the validation cases in air have a Mach number of 0.14. It is generally
accepted that for a flow with a Mach number below 0.3, the fluid can be considered
incompressible.

(iii) Gravity is neglected.
(iv) The study is carried out in the middle of the water column, so wave and bottom effects

are neglected.

The 3D Navier–Stokes equations are suitable to solve the fluid motion under the incom-
pressible assumption (with i = 1, 2, 3 representing the 3 directions in a Cartesian framework):

∂ui
∂xi

= 0, (2)

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+
1
ρ

fi + ν
∂2ui

∂xj∂xj
, (3)

where ui is the fluid velocity in the i-direction, t is the time, ρ is the fluid density (kg·m−3),
p is the pressure, fi represents the volumetric forces in the i-direction, and ν is the kinematic
viscosity.
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The RANS k-ω SST and LES Smagorinsky turbulence models give close results for
the calculation of blade forces. However, the RANS approaches, including the k-ω SST
model, known to be cheaper, do not give accurate results for the calculation of the wake.
On the other hand, LES models like Smagorinsky offer better results for the generation and
development of vortices in the wake but the computational cost is high. Thus, the both
turbulence models are compared in this work.

2.2.1. Reynolds-Averaged Navier-Stokes Turbulence Model

In RANS models, the velocity ui is decomposed into an averaged part (ui) and a
fluctuating part (u′

i) such as:
ui = ui + ui. (4)

The low-frequency component is obtained by applying the Reynolds average (·) to
the instantaneous velocity. This average is also applied to the pressure leading to the same
decomposition.

In this framework, the Navier–Stokes equations are :

∂ui
∂xi

= 0, (5)

∂ui
∂t

+
∂ui uj

∂xj
= −1

ρ

∂p
∂xi

+
1
ρ

fi + ν
∂2ui

∂xj∂xj
−

∂u′
iu

′
j

∂xj
, (6)

where p is the mean pressure.
The mean value ui is considered as varying slightly in time compared to the variation

of fluctuation whereas the mean value of u′
i is zero. In order to solve Equations (5) and (6),

the knowledge of the Reynolds stress tensor u′
iu

′
j is necessary. After approximating this

term using a turbulence viscosity depending on both turbulence kinetic energy (k) and
specific dissipation rate (ω), the evolution equations for k and ω need to be solved to
determine these quantities [19]. They are initialised as :

k =
3
2
(I|U∞|)2, (7)

where I is the turbulence intensity and U∞ is the reference velocity (undisturbed velocity),

ω =
k0.5

0.0090.25L
, (8)

where L is a reference length scale equal to the chord of the profile (c) for the motionless
blade simulation and to the rotor radius (R) for the full rotor simulation.

2.2.2. Large Eddy Simulation Turbulence Model

For LES, flow characteristics are separated into two parts according to the turbulent
scales by applying a mathematical filter (·̃). ũi is composed of the large eddies whose size
is greater than the size of the filter. u∗ carries the smaller eddies with a size inferior to the
filter size. In the Smagorinsky turbulence model, the filter size is correlated with the mesh
size and ũi is solved explicitly by solving :

∂ũi
∂t

+
∂ũiũj

∂xj
=

1
ρ

(
− ∂ p̃

∂xi
+ f̃i

)
+ (ν + νsgs)

∂2ũi
∂xjxj

− ∂τij

∂xi
, (9)

where p̃ and f̃i are the filtered pressure and volumetric forces, respectively. νsgs is the
turbulent eddy viscosity.In the original Smagorinsky model, νsgs is computed as :

νsgs = (CkΔ)2
√

2SijSij, (10)
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where Δ is the width of the filter and Sij is the resolved-scale strain rate tensor. However, the
Sub Grid Scale Kinetic Energy (SGS TKE) variation of the Smagorinsky model is used here.
This choice is made because of the ability of the SGS TKE to evaluate the forces and model
the flows in the near walls. The classical Smagorisky model does not allow modelling of
the viscous sub-layer of the boundary layer without drastically increasing the number of
cells [20]. Thus, νsgs is written:

νsgs = CeΔk0.5
1 , (11)

where Ce is a constant of the SGS Kinetic Energy model constant and k1 is the turbulent
kinetic energy computed according to:

∂k1

∂t
+ ũi

k1

∂xi
= ceΔx

√
k1S̃ijS̃ij − Cε

k
3
2
1

Δx
− 1

∂xj

[(
ν +

ce√
k1

Δ
√

k1

)
∂k1

∂xi

]
, (12)

2.3. Boundary Conditions

The boundary conditions are given by the following equations:

ui|δΩ1 = U∞x1, (13)

p|δΩ2 = p∞, (14)
∂ui
xi

ni|δΩ3,4,5,6 = 0, (15)

ui|walls = 0, (16)

where δΩ1 is the inlet, δΩ2 is the outlet and δΩ3,4,5,6 are the four other surfaces (bottom,
up, front and back). walls represents solid structures, the blade surfaces here. ni is the
normal vector of the surface on which it is applied. p∞ is the undisturbed pressure.

Equation (13) is a velocity inlet condition set to a constant value (U∞) in the flow
direction. Equation (14) describes the pressure outlet value (usually chosen to avoid to
over-constrain the system). A slip velocity condition is considered on the surrounding
surfaces to limit the side effects Equations (15) and (16) is a no-slip condition applied on
the blades. This condition is only valid in the solid surface datum.

Meanwhile, the initial conditions were set to:

ui|Ω = 0, (17)

p|Ω = p∞, (18)

where Ω is the computational domain.

2.4. Geometries, Meshes and Numerical Setups

For both cases, the 3D blade geometry is made using the open source software QBlade [21]
that allows building of a blade using its various sections and twist. Two kinds of barnacles
are studied to investigate the differences between them: a conical barnacle according to [13]
experiment and a realistic barnacle generated using 3D digital imaging (Figure 1). The
open CAD software Blender [22] is used to fix the barnacles to the structures.

SnappyHexMesh is a module of OpenFoam that generates unstructured meshes [19].
This module allows one to control the parameters of the mesh such as the number of
refined layers near the walls, the size of the smallest computational cells, the skewness,
the orthogonality, etc. Thus, all the meshes respect the following characteristics: skewness
smaller than 4 and a non-orthogonality parameter lower than 60°. Near the walls, cells
are always structured. The smallest cell length scale is 2.1875 × 10−4 c and 5.6 × 10−2 c
for the biggest one. The meshes contain around 2 million cells for the motionless blade
case and around 9 million for the full rotor simulation. The time step (ΔT) is computed by
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OpenFoam using the CFL < 0.5 condition (Courant–Friedrichs–Lewy condition) on the
computational domain to ensure the numerical stability of the code with:

CFL = umax ·
(

ΔT
Δxi

)
< 0.5, (19)

where umax is the maximum velocity magnitude in the domain and Δx is the length of the
local cell at the umax position.

Figure 1. 3D structures of the conic (left) and realistic (right) barnacles.

2.4.1. Motionless Blade Simulation with a Single Barnacle

The blade structure made for this test is identical to that of the original experimental
study [13]. This allows us to work on the validation of the full-scale model. The foil section
is a 55 mm chord NACA 63-619. The barnacle is also placed at 60% of the chord at 40 mm
from the centre of the blade in the y direction. The barnacle is thus located at 1/4 of the
length of the blade. Half of the blade is used as a reference (clean blade), and the barnacle is
placed in the middle of the second part of the blade (Figure 2). The experimental data show
that the impact of the barnacle on the blade is limited to a few barnacle base diameters
(0.3 c) around the barnacle. Thus, the barnacle should not impact the results of the clean
part of the computational domain. Both barnacle geometries are tested and compared.

Figure 2. 3D geometry of the blade with one barnacle. The clean part of the blade is marked by the
red arrow. The barnacle is in the middle of the section marked with the blue arrow.

Several sizes of computational domains were tested to remove the effects caused by
boundary conditions for the smaller domain. Widths from 2 c to 8 c were tested and, after
3 c (1.65 m), numerical results were independent of the width. Thus the simulation channel
is 1.60 m high × 8 m wide × 7.3 m long and limits the impact of the boundary conditions.
The thinnest cells are located close to the blade walls to capture the boundary layer. The
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dimensionless wall distance, y+ is set to 1 on the clean section (y+ =
yuτ

ν
, where y is the

distance to the wall and uτ is the friction velocity). Mesh is structured near the blade in
six successive layers with an increase ratio of 1.3 between each layer. The wake expected
position is refined using a refinement box to avoid the filtering by the mesh of the wake
vortices. The refined mesh is shown in Figure 3. Irregularities on the 2D cut are due to
2D projections in 3D cells which are not distorted. The fluid used in motionless blade
simulation is air (supposedly incompressible). The physical simulation parameters are
given in Table 2.

Figure 3. 3D geometry and mesh of the entire computational domain (a), around the blade (b), and
around the conic barnacles (c). Distored cells are due to the cutting plane and do not represent the
3D cells.

Table 2. Summary of the physical parameters used in simulations of the motionless blade cases.

Parameter Value Unit

ρ 1.177 kg·m−3

ν 1.57 × 10−5 m2·s−1

U∞ 45 m·s−1

p∞ 1.013 × 106 Pa
k 1.898 m2·s−2

ω 4.574 s−1

Four angles of attack were tested and compared to experimental data (5°, 10°, 14°,
15°). The Reynolds number of the motionless blade cases (with the chord (c = 0.055 m) as
reference length) is Rec = 1.5 × 105.

2.4.2. Full Rotor Simulation with a Realistic Barnacle Colonisation

In this section, a full rotor simulation is presented. The rotor hub is removed to limit
the computation time. The turbine used in this work has been numerically studied previ-
ously for other subjects than biofouling (e.g., flow induced rotation) with clean blades [23].
Barnacles are fixed to the blades according to the realistic implantation on the blades of
the AHH HS 1000 tidal turbine shown in [13] (Figure 4). We assume that the colonisation
is identical on the three blades. The barnacles are settled on the downstream part of the
blade, from 60% of the chord. Moreover, a large part of them are grouped in a patch. Indeed,
the barnacles seem to favour the less energetic positions of the blades and their grouping
contributes to protect them from the strongest currents. The chosen mesh for the clean
case is the converged one used in [23]. It has been subjected to a mesh convergence study
related to the forces applied to the rotor. For the fouled case, the general parameters of the
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mesh are kept, and the barnacles are taken into account as part of the solid structures. The
computational domain is a cube with sides equal to 4 rotor diameters. The cells are twice
as thin in the X-direction, which is the direction of the main velocity. Both meshes (clean
and fouled) are composed of about 9 million points. Around the turbine, a 1.5 diameter
refinement cylinder forms a moving part of the mesh. It is connected to the static zone by
an Arbitrary Mesh Interface (AMI) which transfers fluid information from one zone to the
other. The rotation of this cylinder generates the rotation of the rotor by sliding on the static
zone. The mesh is shown in Figure 5.

Figure 4. 3D geometry of one of the three blades of the rotor with barnacles. Red lines are cut positions
for post-processing.

Figure 5. Views of the X–Y (left) and Y–Z (right) planes of the computational domain including the
rotor geometry. Green lines are the no-slip boundary conditions, the red line is the inlet with the
velocity condition and the blue line is the pressure outlet condition.

The full rotor is moving in the water. Physical and numerical parameters are given
in Table 3.

Table 3. Summary of the physical parameters used in dynamic simulations of the rotor

Parameter Value Unit

ρ 1025 kg·m−3

ν 1.3 × 10−6 m2·s−1

U∞ 0.8 m·s−1

p∞ 0 Pa
ΩR 9.143 rad·s−1

I∞ 0.03 -

ΩR is the rotor’s rotation speed and I∞ is the turbulence intensity. The chord-based
Reynolds number at the tip of the blades for the full rotor simulations is Rec = 1.7 × 105.

2.5. Test Case Summary

Four simulations were run for the single blade case with a single barnacle for four
angles of incidence (5°, 10°, 14° and 15°). Two simulations were run with the full rotor
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rotating structure: one with clean blades and one with a realistic colonisation of barnacles.
To help distinguish the various configurations described above, the Tables 4 and 5 provide
a summary of the various cases and give some additional numerical parameters.

Table 4. Summary of the numerical cases.

Case Name Fluid Rotation Barnacle Angle of Attack

Blade 5° Air No Only one 5°
Blade 10° Air No Only one 10°
Blade 14° Air No Only one 14°
Blade 15° Air No Only one 15°

Rotor clean Water Yes Realistic 0°
Rotor colonised Water Yes Realistic 0°

Table 5. Numerical parameters summary.

Case Name ΔTmin (s) ΔTmin(s) ΔXmin (m) Total Running Time

Blade 5° ∼10−7 ∼10−4 2.2 × 10−4 1.26
Blade 10° ∼10−7 ∼10−4 2.2 × 10−4 1.21
Blade 14° ∼10−7 ∼10−4 2.2 × 10−4 1.16
Blade 15° ∼10−7 ∼10−4 2.2 × 10−4 1.15

Rotor clean ∼10−9 ∼10−4 4.4 × 10−4 2.41
Rotor colonised ∼10−12 ∼10−4 2.6 × 10−4 1.505

3. Results

This section is separated into two parts. Section 3.1 refers to the validation and compar-
ison of the models with the experimental data with a single blade with only one barnacle
on it. It is completed by a short analysis of the wake. Section 3.2 presents the comparison
of two simulations with a rotor. The first simulation is the reference case with clean blades
(the results are compared to experimental data) and the second is the case with a realistic
colonisation (Figure 4).

3.1. Motionless Blade Simulation with One Barnacle

To compare the numerical model results to experimental data, the pressure field
around the barnacles is taken at every fluid cell centre (along the blade surface) in the
studied area at fixed time points chosen after the flow stabilisation. On Figure 6 is presented

the opposite of the pressure coefficient Cp given by −Cp =
p − p∞

−q
, with q = 0.5ρU2

∞ =

1191.71 Pa. X∗ is the scaled position as X∗ = (x/c, y/c, z/c) = (x∗, y∗, z∗), where x, y and
z are, respectively, the stream-wise, the span-wise and the vertical directions. Nevertheless,
with the LES model, results are not averaged, which explains slight asymmetries on
pressure fields (Figure 6). The blade curvature is suppressed by projecting all the cells in a
plane parallel to the blade mean angle. The mesh is refined around the complex geometries
and the shape of the barnacle appears in the field extraction process.

The effects of the numerical conic barnacle are very similar to the experimental ones
(Figure 6) (experimental pressure fields are available in [13]) : in all cases, the barnacle is
preceded by an over-pressure followed by a strong depression at the top of it. The flow
change extends further downstream (3 radii) than upstream (2 radii). On the sides, the
impact is felt up to 4 radii. Even with a numerical model, the perfect symmetry of the
results is not guaranteed because the turbulence of the fluid creates slight variations in
the flow that impact the distribution of the fluid pressure near the wall. The orders of
magnitude of the Cp coefficient are the same as those measured experimentally. The main
value in the field is 5.2% higher in the numerical results. The effect of the angle of attack on
the pressure field is consistent with measurements: the higher the angle, the smaller the
biofouling effect. The pressure field is almost unchanged for an angle of attack of 15°.
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Figure 6. Opposite of the pressure coefficient (−Cp) around barnacle for an angle of attack of 5° (a),
10° (b), 14° (c) and 15° (d) on the blade surface. Results are from LES simulation.

To represent better the scales of the pressure variation and compare the models, the
evolution of the opposite of Cp along the chord is plotted in Figure 7. The two models
present different behaviours downstream of the barnacle. The k-ω SST model is better for
the lowest angle of attack (5°), with the pressure increasing progressively along the chord
as in the experimental data until it reaches its final value at the trailing edge. In contrast,
the Smagorinsky model overestimates the pressure field which tends to decrease behind
the barnacle. However, both turbulence models allow a good reproduction of the pressure
drop in the fouling area.

With the 10° angle, the two turbulence models are closer in terms of mean value.
However, the k-ω SST model better represents the overpressure in front of the barnacle.
Downstream, both models underestimate the pressure along the blade.

The modelling is less accurate for 15°. Indeed, both turbulence models underestimate
the impact of the barnacle on the flow. An additional computation is then performed to
study the behaviour of the model in this critical range of values (Figure 8). At 14°, the
simulated impact is more coherent with the measurements but some discrepancies are
observed. We deduced that the experiment is highly sensitive to the angle of attack in the
range between 14° and 15°. Small variations in the experiment or the 3D geometry can also
interfere with results.

254



J. Mar. Sci. Eng. 2021, 9, 1288

Figure 7. Opposite Pressure coefficient evolution (−Cp) according to the dimensionless x position (x∗)
along the chord-wise position on the centre-line for an angle of attack of 5° (a) and 10° (b). Numerical
results with k-ω SST (blue line) and Smagoginsky (red line) are presented for the fouled blade.
Experimental values for clean and fouled blades are shown in green and black squares, respectively,
from [13] data.

Figure 8. Opposite Pressure coefficient (−Cp) evolution according to the dimensionless x position
(x∗) along the chord-wise position on the centre-line for an angle of attack of 15° (a) and 14° (b).
Numerical results with k-ω SST (blue line) and Smagorinsky (red line) are presented for the fouled
blade. Experimental values for clean and fouled blades are shown in green and black squares,
respectively, (with an angle of attack of 15°) from [13] data.

Numerical simulation ensures a full Cp profile along the blade without having to invest
in additional probes (Figure 9). For example, the small decrease in pressure before the
overpressure (0.56 < x∗ < 0.57) was not captured by the probes during the experimental

session. This phenomenon only appears for low angles (up to 10°). Normal (Cn =
n
q

, where

n is the forces normal to the blade per unit of span) and drag (Cd =
d
q

, where d is the

pressure drag forces of the blade per unit of span) coefficients are computed (Figure 10). As
shown in experimental data, the barnacle has no significant impact on Cn. The coefficient
grows until it reaches the aerodynamic stall around 13° before decreasing with the angle.
The drag coefficient is more impacted by the barnacle with an exponential increase for a
mean angle greater than 10°. The barnacle causes an increase in this coefficient for low
mean angles. However, when the angle continues to increase, the dynamic stall becomes
more important and the effect of the barnacle fades. The numerical model reproduces this
tendency. For the angle of attack of 15°, the pressure variations caused by the barnacle are
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almost zero. The simulation then shows results close to those expected for a clean blade.
The experimental data still show an impact for this angle but the numerical results at 14°
overestimate these variations. Thus, the model seems very sensitive to the angle of attack
parameter.

Figure 9. −Cp evolution against the dimensionless x-position profile (including the lower face) at a
fixed time point for numerical modelling with fouling (blue line) and experimental mean values for a
clean blade (green squares) and a fouled blade (black squares) for an angle of attack of 5° from [13]
data.

Figure 10. Normal (Left) and drag (Right) coefficients measurements against the mean angle for
clean (black squares) and fouled (green crosses) blades from [13] data. Numerical results for fouled
blades are represented by red lozenges.

The main difference between the two turbulence models is their ability to compute the
wake. Figure 11 shows that the LES successfully separates the vortex releases from each
other. The RANS model, which averages the physical quantities, only identifies the general
shape of the wake. The intensity of the vortexes is also lower, indicating a higher numerical
dissipation. Thus, the LES is chosen over the RANS for its better ability to represent the
wake.
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Figure 11. Magnitude of the vorticity around and behind the blade for the LES Smagorinsky (a) and
the RANS k-ω SST turbulence model (b).

Figure 12 compares the time evolution of the wake of the clean part of the blade with
the one in the plane of the barnacle with an angle of attack of 5°. In both cases, the first
vortex is identical (T = 0.4 s) but, while the clean case starts to stabilise quickly with vortex
releases alternating between the lower and upper surface, the barnacle case does not show
vortexes of high vorticity intensity (>300 s−1) during the first time steps. Once the wake is
stabilised, the biofouling blade releases vortexes that propagate “upwards” in a regular
manner. The clean blade, on the other hand, shows a turbulence structure similar to Von
Karman vortex streets.

Figure 12. Magnitude of vorticity around and behind the blade at T = 0.04 s, T = 0.13 s, T = 0.26 s,
and T = 1.14 s for cases without (a) and with (b) a barnacle.

Finally, the wake thickness is an interesting physical quantity to analyse: Figure 13
shows, as expected, that for the case without a barnacle as well as for the case with a
barnacle, the wake thickness increases with the distance behind the blade. However, the
behaviour of this increase is not the same in both cases. In the clean case, the increase is
slower and follows a parabolic trend, while the case with the barnacle shows a faster and
linear increase. Off the finer part of the mesh shown in Figure 3 which extends 4 chords
downstream of the blade, the mesh is too coarse and diffuses the vortexes too quickly to
follow the evolution of the wake thickness. It would be interesting to know if, further
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downstream, the wake thickness of the case without a barnacle eventually catches up with
the one of the case with a barnacle.

Figure 13. Dimensionless wake thickness as a function of dimensionless position in the wake without
(red diamonds) and with (black squares) a barnacle for angles of attack of 5° (left) and 15° (right).

3.2. Full Rotor Simulation Simulation
3.2.1. Impact of Biofouling on Tidal Turbine Performances

The time evolution of the power and drag coefficients (Cpower and Cd) for the complete
rotor are shown in Figures 14 and 15. The realistic addition of the sessile species, according
to [13], does not change the general behaviour of the turbine. However, a decrease in
Cpower by 1.6% is observed. It is explained by an early dynamic stall and the formation
of re-circulation loops on the upper surface. However, under the chosen conditions, the
barnacles do not seem to create any additional boundary layer stall, which transitions by
itself relatively close to the leading edge This can be explained by the particular position
of the barnacles: the individuals naturally fix themselves in a zone that is already less
energetic, where it is easier to settle. This small drop of Cpower may also be related to the
small area colonised. If the blade was more fouled, with larger or more numerous species,
the result might be more significant. In any case, the difference of the pressure coefficient is
not sufficient to conclude to a performance loss.

Figure 14. Time evolution of the corrected power coefficient (C∗
power). Measurements for a clean

turbine are in black while numerical results for clean and fouled turbines are in blue and red, respectively.
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Figure 15. Same legend as for Figure 14 but for the corrected drag coefficient (C∗
d ).

The drag coefficient increases by 7.5% (Figure 15). It is significantly less than for the
motionless blade case simulation that reached a rising of 800% for low angles of attack.
This result can be explained by two points. Barnacles do not take part in the dynamic stall,
contrary to the motionless blade case where the barnacle is located at 60% of the chord.
Then, the barnacles are not evenly distributed on the blade and remain relatively far from
each other. 3D effects also play a role in the process: the vortexes generated by the more
upstream barnacles are not directly sent into the wake as in 2D but continue to follow the
blade on a different plane from the barnacle.

3.2.2. Impact of Biofouling on Tidal Turbine Wake

The chosen configuration does not allow us to see any significant impact of the
colonisation on the wake of the tidal turbine. The fluid–structure interactions generated by
the barnacles are small and are therefore quickly diffused and dissipated. The isovalues
of the Q criteria show no significant differences in the wake or near wall. Nevertheless, a
probe is placed downstream (1 diameter) of the turbine at the tip of the blade position (0.7,
0.35, 0) to study pressure, velocity and vorticity variations. The signals are relatively close
for the clean and fouled cases. The amplitude of vorticity magnitude variation is lower in
the biofouled case than in the clean one. The curve is also less smooth: showing that small
vortexes regularly pass in the wake. A Discrete Fourier Transform (DFT) analysis of the
vorticity signal is performed over 1.2 s with a time step of 0.005 s (240 samples) (Figure 16).
The sample is one second long on the same time period for both cases. Both signals show a
main harmonic around 2 Hz that corresponds to the tip vortex releases of the turbine. The
intensity of the main harmonic (H1) is lower in the biofouled case than in the clean case.
The first three harmonics are also slightly shifted (0.1 Hz) towards the high frequencies
and less intense than in the clean case. In general, biofouling leads to an energetic decrease
in the vortexes generated by the colonised surfaces.
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Figure 16. Discrete Fourier Transform of the vorticity numerical magnitude took one diameter behind
the rotor at the tip of the blade position for a clean (blue line) and fouled (red line) tidal turbine. The
probe appears on Figure 5.

A zoomed view of the blades allows us to understand how barnacles act on fluid to
generate these vortexes (Figure 17). These figures confirm the fact that barnacles are behind
the boundary layer transition. Nevertheless, in the case of a single barnacle, the vortexes
generated by the fouling are directly sent downstream whereas in presence of a second
barnacle in the same plan, the vortexes remain blocked between the two barnacles. The
recirculation loop acts as a new surface over which the fluid flows. This shows that a single
barnacle can have more effect on the wake than a couple in the same plane.

Figure 17. Zoomed view of two sections of one blade of the tidal turbine in the X–Z plan. The left
refers to (1) and the right section refers to (2) on Figure 5.

4. Discussion and Conclusions

The three-dimensional study of explicit roughness raises difficult issues. The authors
are aware that, despite the good results for the total forces, the pressure profiles shown in
Figures 7–9, denote a non-physical behaviour (especially at the leading edge) even when
averaged over time. This issue could perhaps be fixed using a finer mesh around the blade
in the uniform straight flow. A mesh convergence study should therefore be carried out to
overcome the issue.
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For the full rotor, the authors were strongly constrained by the computational facilities.
The mesh convergence was ensured by a preliminary study [23]. The numerical stability for
the converged mesh requires very small time steps reaching (10−12 s). Thus, the simulations
could only achieve three rotations in the clean case and two for the biofouled case. This
produces drag and power coefficients which converge to a constant value, which allows us
to conclude that the simulation is valid concerning the forces. However, the simulation
time is too short to study a realistic behaviour of the wake, especially for the biofouled case.
The DFT gives interesting results but should be performed on a longer time period.

The Reynolds number is also constant for the motionless blade and the full rotor
simulations (around 1.6 × 105). A full scale turbine could have a higher Re in a realistic
configuration. The increase in the Re would correspond to an increase in flow velocity
relative to the blade profiles. However, experimental data from the motionless blade tends
to show that the sooner the stall occurs, the less impact the biofouling has. The tests
presented here may overestimate the actual losses due to biofouling.

This paper presents a numerical analysis of the impact of biofouling on turbines
performances. Two turbulence models are compared to know which is the more suitable
here. k − ω SST is better at predicting forces on the blade in the motionless blade cases
(Figures 7 and 8) but the Smagorinsky model was used for the full rotor because of its
capacity to compute the wake with accuracy (Figure 11).

Conclusions on the impact of biofouling on tidal turbines performances are close
to the experimental results: for the motionless blade case, the barnacle does not impact
the normal forces but highly increases the drag, especially for low mean angles. This
phenomenon decreases when the angle continues to rise because of the natural stall of the
profile that occurs upstream of the barnacle (Figures 6–8). No significant differences are
noted between the conical and realistic barnacle structures. It is therefore recommended to
work with the simplest model. A dynamic simulation of a full scale rotor is also performed
with a realistic colonisation. Barnacles tend to be placed on the second part of the chord
where the hydrodynamic stall creates a less energetic zone. This has the effect of greatly
reducing their impact on the performance of the tidal turbine, which only loses less than
1% of its efficiency. The impact of the biofouling on the tidal turbine performance is clearly
reduced in the full rotor case (Figures 14 and 15). First of all, the realistic position of
barnacles (mostly in the second part of the chord) plays an important role on this result.
Then, the fouled surface remains relatively low compared to the blade’s surfaces. Lastly,
the turbulence is quite different in the full rotor case; the blades generate big vortexes that
propagate and possibly impact with the others. This increase in turbulence may be one of
the reasons for the drop in the impact of the biofouling in realistic configurations. However,
regardless of their position, biofouling generates drag (Figures 10 and 15). In the wake, the
vortexes created by the biofouled structures are less energetic and diffuse more quickly
(Figures 13 and 16). This phenomenon could even be advantageous for tidal farms where it
is important that the downstream tidal turbines suffer little disturbance from the upstream
tidal turbines in order to avoid rapid fatigue of the installations and a significant loss of
production. However, it is important to remember that, although this is a realistic layout,
there are as many configurations as there are geographical areas and therefore as many
sessile species. Erect Hydrozoans that are not robust could have far greater effects than
those highlighted here. More extensive colonisation could also change our results. Other
implantation scenarios should now be explored. A characterisation and parametrisation of
the biofouling will be considered to estimate the impact of the biofouling at different scale
and development phases.
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Abbreviations

The following abbreviations are used in this manuscript:

Parameters Definitions Units
D Rotor diameter m
R Rotor radius m
c Blade chord m
δΩ1 Computational domain inlet surface -
δΩ2 Computational domain outlet surface -
δΩ3,4,5,6 Computational domain side surfaces -
ν Kinematic viscosity m2·s−1

ω Rotor angular velocity rad·s−1

p Fluid pressure Pa
u Fluid velocity m·s−1

ρ Fluid density kg·m−3

U∞ Inlet velocity magnitude m·s−1

p∞ Undisturbed pressure m·s−1

λ Tip speed ratio m·s−1

(·) Mean values -
˜(·) Filtered values -

y+ Dimensionless wall distance -
ΩR Rotor’s rotation speed rad·s−1

I∞ Turbulence intensity -
Cp Dimensionless pressure coefficient -
C∗

P Corrected dimensionless power coefficient -
Cd Dimensionless drag coefficient -

Notes

1 The French Research and Sea Exploitation Institute-Waves and Complex Environment Laboratory in Le Havre
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Abstract: This study proposes the design of a tidal turbine station keeping system based on the
adoption of a tensioned mooring system. Damping is introduced to investigate its effect on the
reduction in the peak load experienced by tidal turbines during their operational lives in high-energy
wave–current environments. A neutrally buoyant turbine is supported using a tensioned cable-based
mooring system, where tension is introduced using a buoy fully submersed in water. The loads on the
turbine rotor blades and buoy are calculated using a wave and current-coupled model. A modelling
algorithm is proposed based on inverted pendulums, which respond to various sea state conditions,
to study the behaviour of the system as well as the loads on blades. The results indicate that the
tensioned mooring system reduces the peak thrust on the turbine and validates the applicability of
the model.

Keywords: tidal turbine; modelling; mooring system; blade loading; wave–current interaction

1. Introduction

Tidal-stream energy can contribute significantly to global renewable energy generation,
and the UK has an estimated 10–15% of the global harvestable tidal resources [1]. Tidal
stream turbine (TST) technology has developed to a stage where first large-scale commercial
facilities are being deployed. For example, the MeyGen project, which has exported 17 GWh
to the grid as of June 2019 [2], is proving to be a reliable and economically viable renewable
energy source. However, the durability of such projects is a complicated subject because
the loads on TSTs vary widely owing to the unsteady marine environment. Therefore, it is
challenging to achieve 10–25 year fatigue lives for turbine. There are six main types of tidal
energy convertors (TEC), namely, horizontal axis turbine, vertical axis turbine, oscillating
hydrofoil, enclosed tips (venturi), archimedes screw, and tidal kite [3].

The design of tidal turbine station keeping systems varies based on the turbine ar-
chitecture being considered and the method of attachment to the seabed being employed.
At present, gravity-based structures, drilled monopiles, and drilled pin pile tripods are
three widely used support structures for tidal turbines. To make tidal current generation
commercially competitive with the traditional types of energy, the industry must focus
on reducing the cost of generation of the tidal-stream energy. Two main cost factors that
must be targeted are the installation and maintenance of the equipment. Therefore, flexible
mooring-based systems are being used for the station keeping of floating tidal turbines,
such as CoRMaT [4] and Minesto ‘Tidal Kite’.

Modelling methods to investigate the dynamics of a tensioned mooring-based turbine
have been discussed in this paper. The analysis and control of the marine mooring and
cable system are presented in [5], where the method is used to solve the dynamics of the
ship and offshore platform mooring system. Mooring systems from the offshore oil and
gas and ship industry have been developed and applied to design some wave energy
converters [6,7]. Research shows that the single point mooring system is suggested to
be applied in large dimension wave energy converters owing to the ability to minimise
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environmental loads [8]. However these approaches are applied generally to mooring lines
that are not fully tensioned and connected to a floating structure on the surface of water.

A submerged floating tidal current hydrokinetic turbine system named GEMSTAR
was presented by [9]. GEMSTAR is a project developed at the the University of Naples and
the first prototype has been tested in the towing tank. It reports that problems may arise in
the design of the mooring system and structural optimization, as a consequence of the high
loads due to turbine thrust and required buoyancy. However, the methods to calculate the
thrust, torque, the buoyancy and other dynamic characteristics of the tensioned mooring
turbine have not been investigated so far. The objective of this research is to build up a
numerical model to simulate these characteristics of the tensioned mooring turbine.

In this paper, the system is assumed to be an inelastic mooring, and it is modelled
based on an inverted pendulum system. A coupled pendulum with an external drive is
expected to experience complicated dynamics. The existence of irregular vibrations and
both periodic and chaotic trajectories of a mathematical double pendulum system is proven
in [10]. The stabilisation of the inverted pendulum, which is a highly nonlinear system,
has been studied extensively for control education and research purposes. However,
the moored turbine system is a quasi-dynamic system owing to the external forces. The
external forces such as loading on the turbine rotor blades and buoy are calculated using a
wave coupled blade element momentum theory (BEMT). The code was developed at the
University of Strathclyde to analyse the loading occurring on a turbine rotor-drive train
when operating in energetic wave–current flow conditions [11].

2. Methodology

The focus of this study is to present a methodology to assess the behaviour of a
neutrally buoyant turbine supported from a tensioned cable-based mooring system, where
tension is introduced using a buoy working as a damper and fully submersed in water.
The schematic of the system in operation is depicted in Figure 1.

Figure 1. Schematic of tensioned mooring turbine in operation.

In order to solve the dynamics of the tensioned mooring turbine in a wave–current
coupled environment efficiently. The tensioned mooring system is modelled as a special
type of triple pendulum, called an inverted flail. It consists of three pendulums: the first
one is attached to a fixed point considered to be an anchor and to its end mass; the other
two pendulums are joined. An original flail system without the external drive and gravity
field is depicted in Figure 2. This system was analysed in [12].
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Figure 2. Geometry of flail pendulum.

Unlike the original flail system, the tensioned mooring supported turbine is driven
by external forces as the loads on the turbine and buoy. A wave–current coupled BEMT
was utilised to calculate the loads on the turbine rotor blades. The code was developed at
the University of Strathclyde to analyse the loading on a turbine rotor-drive train when
operating in energetic wave–current flow conditions [13]. In addition, owing to the turbine
being able to move and respond to the moving flow field generated by the waves, the
resulting motions due to flow field interactions must be taken into consideration. By
coupling the tensioned mooring system with the forces obtained from BEMT as the external
drive forces in wave–current environments, it is efficient to calculate the dynamics of the
turbine and mooring lines together at each time step in a long simulation window.

2.1. Model of Mooring Supported Turbine

The mooring lines are assumed to continuously be in tension during operation. There-
fore, this system can be modelled as an inverted flail pendulum in order to calculate its
dynamics; Figure 3 provides the model for the three elements in flail pendulum. Equations
of motion of the pendulum system can be derived using the following Lagrange’s equation:

d
dt

(
∂L
∂θ̇i

)
− ∂L

∂θi
= Qi, (1)

where L = T − V is defined as the Lagrangian of the system, T is the kinetic energy and V
the potential energy of system.
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Figure 3. Multi-pendulum system with a finite number of rods and masses.

When an external force function Qi is not considered, then the point of anchor is
chosen, which is suspension of the first pendulum as the origin, and angles are measured
from the vertical line; as shown in Figure 3, the Lagrangian of the system can be written as:

L =
1
2
(m1 + m2 + m3)l2

1 θ̇2
1 +

1
2

m2l2
2 θ̇2

2 +
1
2

m3l2
3 θ̇2

3

+m2l1l2θ̇1θ̇2cos(θ1 − θ2) + m3l1l3θ̇1θ̇3cos(θ1 − θ3)

+(m1 + m2 + m3)gl1cosθ1 + m2gl2cosθ2 + m3gl3cosθ3, (2)

where m1 is the lumped mass of three mooring lines at the connection node, m2 represents
the mass of buoy, m3 represents the mass of the turbine. l1, l2 and l3 are the length of each
segment. θ1, θ2 and θ3 are generalised coordinates as shown in Figure 3.

It is assumed that the turbine and the buoy are neutrally buoyant, so the potential
energy terms in Equation (2) can be eliminated. The new Lagrangian of the system becomes:

L =
1
2
(m1 + m2 + m3)l2

1 θ̇2
1 +

1
2

m2l2
2 θ̇2

2

+m2l1l2θ̇1θ̇2cos(θ1 − θ2)

+
1
2

m3l2
3 θ̇2

3 + m3l1l3θ̇1θ̇3cos(θ1 − θ3). (3)

Substituting Equation (3) into Equation (1) yields the Euler–Lagrange differential
equations of the system:

(m1 + m2 + m3)l2
1 θ̈1 + m2l1l2θ̈2cos(θ1 − θ2)

−m2l1l2θ̇2
2sin(θ1 − θ2) + m3l1l3θ̈3cos(θ1 − θ3)

−m3l1l3θ̇2
3sin(θ1 − θ3) = Q1 (4)
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m2l2
2 θ̈2 + m2l1l2θ̈1cos(θ1 − θ2)

−m2l1l2θ̇2
1sin(θ1 − θ2) = Q2 (5)

m3l2
3 θ̈3 + m3l1l3θ̈1cos(θ1 − θ3)

−m3l1l3θ̇2
1sin(θ1 − θ3) = Q3, (6)

where Q1, Q2 and Q3 are now generalised moments with respect to θ1, θ2 and θ3. In this
case, Q3 equates to the momentum thrust develop by a turbine loading, where this is
operating under combined wave and currents conditions. Q2 relates to the buoyant forces
occurring on the floater, which are considered in the form of buoyancy and wave excitation
forces. Q1 will be obtained from the relationship between Q2 and Q3. According to Anli
and Ohlhoff [14,15], the generalised force can be obtained as:

Qk =
n

∑
i=1

Fi
∂ri
∂qk

, (7)

where Qk is the Generalised force associated with the kth Euler-Lagrange differential
equation, Fi is the external force, ri is the position of the point of application and qk is the
generalised coordinate.

Thus, substituting Equation (7) to the generalised coordinates with respect to θ1, θ2
and θ3, the generalised moments for this system are given as:

Q1 = F3l1cosθ1 − F2bl1sinθ1 + F2l1cosθ1 (8)

Q2 = F2l2cosθ2 − F2bl2sinθ2 (9)

Q3 = F3l3cosθ3. (10)

When the generalized moments are obtained, the Euler–Lagrange differential equations
of the system can be solved with given initial conditions. Substituting Equations (8)–(10)
into Equations (4)–(6) then dividing by l1, l2 and l3 yields:

(m1 + m2 + m3)l1θ̈1 + m2l2θ̈2cos(θ1 − θ2)

−m2l2θ̇2
2sin(θ1 − θ2) + m3l3θ̈3cos(θ1 − θ3)

−m3l3θ̇2
3sin(θ1 − θ3)

= F3cosθ1 − F2bsinθ1 + F2cosθ1 (11)

m2l2θ̈2 + m2l1θ̈1cos(θ1 − θ2)

−m2l1θ̇2
1sin(θ1 − θ2)

= F2cosθ2 − F2bsinθ2 (12)

m3l3θ̈3 + m3l1θ̈1cos(θ1 − θ3)

−m3l1θ̇2
1sin(θ1 − θ3)

= F3cosθ3. (13)

The external forces on the buoy and turbine are depicted in Figure 4. In this paper, the
wave excitation forces on the turbine are assumed to be ignored.
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Figure 4. Forces on the system.

Wave excitation is considered to be a factor of the system. The buoy will be excited by
the wave at a different magnitude based on its shape. The wave excitation in two directions
can be defined as the exciting force and drift force, based Wu [16]. The thrust on the turbine
can be obtained using an ESRU in-house BEMT code [11]. Modifications have been made
in the original code owing to the relative velocity between the turbine and inflows:

U = u − UT, (14)

where u is the inflow velocity, which is calculated using the wave–current interaction
model; UT is the inertia velocity of the turbine, which is the velocity generated by the
motions of turbine in waves. It can be calculated in vertical and horizontal directions as:

UT =
∂

∂Δt
(Xit

turbine − Xit−1
turbine), (15)

where it is time step count number, Xturbine is the turbine position and Δt is the time
difference. The buoy is assumed to be spherical. The drag force is also calculated from the
BEMT code. The relative velocity between the buoy and inflows must be considered:

V = u − UB. (16)

u can be calculated using the wave–current model based on the coordinates of the buoy.
UB is the inertia velocity of the buoy:

UB =
∂

∂Δt
(Xit

buoy − Xit−1
buoy). (17)

2.2. Flow Diagram

The original in-house BEMT code for wave–current environments is based on a rigid
supported turbine, where the position of the turbine does not change with time. However,
the coordinates of the mooring supported turbine are variable with time and the relative
velocity must be calculated using the relative motion between the turbine and wave–current
inflow. Figure 5 depicts the main process of the simulation. The process nodes with the dark
background are works based on this study, which are different from the original BEMT.
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Figure 5. Solution process.

There are some variable input parameters that can be defined by users for different
mooring turbine devices. The state of motion for the system in the first time step is defined
by the initial conditions. The loads on each mooring element and buoy are obtained
as the external forces, whereas the load on the turbine is calculated using the BEMT
code while modifying the relative velocity. After the external forces are determined, the
governing equation for the “flail” system with a finite number of segments can be solved
by an ordinary differential equations solver to obtain the new state of motion of the
system. The new values are used as the initial conditions for the next time step until the
simulation culminates.

For the wave–current model module, calculations of the horizontal and vertical particle
velocities are related to the horizontal and vertical coordinates of the turbine in different
wave theories. The coordinates of the turbine and buoy hinge nodes are xturbine, yturbine,
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xbuoy and ybuoy. Because the vertical particle velocities are varied along blades, the blade
element coordinates are:

xelement = xturbine + helementcosφ (18)

yelement = yturbine + helementsinφ, (19)

where helement is the element position on the blade and φ is the pitch angle of the turbine.
Assume that the turbine is nearly horizontal during the operation and the pitch angle is
0 degree. The element coordinates become:

xelement = xturbine (20)

yelement = yturbine + helement. (21)

Next, substitute these coordinates into wave models. Then, this module is modified to
work for the mooring supported turbine.

The relative velocity modification of the inflow velocity must be considered in not
only the BEMT equation but also the dynamic wake model and Morison equation.

Based on the methodology adopted, the dynamic inflow affects the BEMT model [17–19].
On a blade element bounded by radii R1 and R2 as shown in Figure 6, the momentum
thrust equation depends on the time derivative of axial induction factor ȧ as:

dFA = 2uaṁ + umA ȧ, (22)

where ṁ is the mass flow through the intersecting fluid annulus, a is the axial induction
factor, and mA is the apparent mass of the blade section.

Figure 6. Blade element bounded by radii R1 and R2.

The mass flow through the annular element can be calculated as:

ṁ = ρu(1 − a)dA, (23)

where ρ is the density of water and dA = π(R2
2 − R2

1).
For a turbine of radius R, Tuckerman [20] suggests that the apparent mass acting on

the rotor can be approximated by an enclosing fluid ellipsoid, which can be expressed,
through the use of potential flow theory, as:
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mA = 8/3ρR3. (24)

Substituting Equations (23) and (24) into Equation (22) and dividing each term by π,
ρ, u, and dA and multiplying by 2, then replacing the in flow velocity with the relative
velocity Ux which is the horizontal component of relative velocity U. The final form of the
unsteady thrust coefficient for an annulus can be obtained as:

CFA = 4a(1 − a) +
16

3πUx

(R3
2 − R3

1)

(R2
2 − R2

1)
ȧ. (25)

Substituting thrust coefficient CT = 4a(1 − a) into Equation (25) gives:

CFA = CT +
16

3πUx

(R3
2 − R3

1)

(R2
2 − R2

1)
ȧ. (26)

The last term on the right-hand side of Equation (26) can be used to calculate the
additional force from the dynamic wake effects.

The inertial force caused by fluid acceleration, which is the added mass around a
rotating blade section can be expressed as Morison equation, as presented by Buckland [21]
and Chapman [22]. The inertial force per unit length, dl in the wave propagation direction
on a submerged body can be calculated as:

dFin = ρCm A
∂u

∂t
dl, (27)

where A is the cross horizontal sectional area parallel to the flow and Cm is the inertia
coefficient, which is expressed as:

CM = 1 + CA = 1 +
MA

ρAdl
, (28)

where MA is the added mass for a blade element.
For blade elements, the added mass in axial and tangential directions can be approxi-

mated with that of a fixed pitched plate as per Theodorsen’s theory [23]:

MA,axial = ρπ(
csinβ

2
)2dl (29)

MA,tan = ρπ(
ccosβ

2
)2dl, (30)

which are the masses of the enclosing fluid cylinders with radii r of half the vertical and
horizontal chord components c of the respective blade sections with section angle β [24].

Substituting Equations (28)–(30) into Equation (27) and plugging the components of
relative velocity U into the equation gives the equations for the inertia forces in the axial
and tangential directions for a blade element as:

dFin,axial = ρ(1 +
π((csinβ)/2)2

Aα
)Aα

∂Ux

∂t
dr (31)

dFin,tan = ρ(1 +
π((ccosβ)/2)2

Aα
)Aα

∂Uy

∂t
dr, (32)

where Aα is the cross-sectional area of the airfoil at the blade section.
When the external forces based on the initial conditions for the first time step are

calculated using the BEMT equations with the wave–current model, dynamic wake model,
and Morison equations, the system Lagrange equation solver begins to solve the differential
equations of motion for the mooring supported turbine. Next, the new values and angular
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velocities θ̇i for each segment are obtained to serve as the new initial conditions for the next
time step. This loop continues until the time step reaches the end time of the simulation.

3. Initial Conditions and System Parameters

This study focuses primarily on external forces, which are buoyancy and wave–current-
coupled forces. Sea states with regular and irregular waves were investigated. The wave
data were collected by the UK Offshore Operators Association and were provided by
British Oceanographic Data Center [25]. In this study, parameters of a 1 MW turbine and
mooring system were applied to deep water. Parameters given below were fixed to control
the number of variables. The material for the mooring line was chosen to be Dyneema,
whose density is close to that of water. There were three sets of system parameters in each
model, two of them were Dyneema mooring and one was steel mooring.

3.1. Initial Conditions

For the proposed model, it is necessary to define the initial condition for all segments,
as listed in Table 1.

Table 1. Initial conditions for proposed model.

Initial Conditions

θ1 = π
4 θ2 = 0 θ3 = π

2
θ̇1 = 0 θ̇2 = 0 θ̇3 = 0

All angle values in Table 1 are in radian. The initial angles are set for every segment to
represent an untensioned mooring line. This method can be applied to a general mooring
system as well. The parameters for the turbine, buoy, and mooring line are shown in
Table 2; the turbine diameter was set to be the same as that of the SIMEC Atlantis Energy
tidal turbine AR2000 [26] and the weight was half of its weight. The definitions of l1, l2
and l3 are shown in Figure 2.

Table 2. The parameters of the turbine, buoy and mooring line.

System Parameters

mbuoy 5 t rotor rotation speed 1.25 rad/s
mturbine 80 t airfoil profile NRELs814 [27]

l1 30 m number of blade 3

l2 15 m mooring line
segment length 0.5 m

l3 3 m mooring line material Dyneema
buoy radius 3 m number of blade element 20

3.2. Sea States

Table 3 lists the sea states investigated in the simulations to obtain the thrust and
torque on the turbine. Steep and swell waves are investigated, comparing how wave
excitation on the buoy affects the load on the turbine. The assumed hypothetical site for the
generic turbine was chosen off the north east coast of the Orkney islands, Scotland. This
site provided a flow speed of approximately 2.5 [m/s] and an average depth of 50 [m] [28].
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Table 3. Sea states.

Sea States 1 2 3 Harsh Winter

Hs [m] 2.665 1.07 1.008 10.12
Tz [s] 6.135 11.07 4.653 10.06

water depth [m] 50 50 50 50

steepness (H/gT) 0.0719 0.0099 0.0237 0.1027
wave model 3rd-order linear 2nd-order 3rd-order

A 3 min window of 0.1 [s] time step was simulated for each sea states.

4. Results

Firstly, the results with and without wave excitation on the buoy are compared in the
same sea states. In sea state 1, a three-step approximate wave–current interaction model
was applied in this simulation because its steepness was larger than 0.02 [29]. However,
the hub height dropped to approximately 22.5 [m] during the operation compared with
the original height, which was set at 30 [m] from the seabed. Therefore, the hub height for
the rigid supported turbine was set equal to that of the mooring supported one. Figure 7
exhibits the result in sea state 1. These results indicate that the mooring supported turbine
can more effectively reduce the peak thrust on the turbine when compared with the rigid
supported turbine. Furthermore, the results from considering wave excitation on the buoy
indicate a different waveform without wave excitation. The mean values of the three curves
are close: 1.019 [MN] for the rigid supported turbine, 1.019 [MN] for that without wave
excitation on the buoy, and 1.016 [MN] for that with wave excitation on the buoy. However,
the standard deviation of the thrust on the mooring supported turbine considering wave
excitation on the buoy is 28.23 [kN] and that without wave excitation is 16.90 [kN], which
are 69.69% and 41.73% of that on the rigid structure value of 40.50 [kN].

The results for torque indicate a different trend compared with that of the thrust.
Torques on the mooring-supported turbine with and without wave excitation on the buoy
both have more fluctuations than that of the rigid supported turbine. However, the mean
values are similar, that is, 364.91 [kN·m], 364.66 [kN·m], and 361.98 [kN·m] for rigid,
without, and with, wave excitation on the buoy, respectively. The respective standard
deviations are 18.19 [kN·m], 87.14 [kN·m], and 83.41 [kN·m]. This is because of modifying
the relative velocity in the vertical direction, which is discussed later in this section.

Figure 8 exhibits the result for the turbines operating in sea state 2. It shows a
favorable performance in the reduction of peak loading both in thrust and torque and the
wave excitation on the buoy provides a positive effect in load reduction. The reason is that
the buoy will oscillate more regularly in the wave with long wave periods. In this sea state,
the mean values of thrust are 1.260 [MN], 1.265 [MN] and 1.265 [MN] for rigid supported
turbine, mooring turbine without and with wave excitation on a buoy, respectively. The
standard deviations are 47.35 [kN], 11.59 [kN] (24.5% of 47.35 [kN]) and 6.56 [kN] (13.9%
of 47.35 [kN]) separately. The average torque values are 694.47 [kN·m], 699.92 [kN·m] and
699.06 [kN·m] and the standard deviations are 58.19 [kN·m], 24.98 [kN·m] and 20.86 [kN·m].
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Figure 7. Thrust and torque in sea state 2.
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Figure 8. Thrust and torque in sea state 2.

In sea state 3, the performance of the system is different from all the sea states discussed
so far as shown in Figure 9. The peak loading of thrust as a result of wave excitation on
the buoy is larger when compared with the rigid supported turbine. The mean values
of the thrust are 1.045 [MN], 1.044 [MN], and 1.040 [MN] for rigid supported turbine,
mooring supported turbine without and with wave excitation on the buoy. The respective
standard deviations are 5.82 [kN], 6.28 [kN] and 13.43 [kN]. The respective average torque
values are 396.44 [kN·m], 394.84 [kN·m], and 390.25 [kN·m] and the standard deviations
are 169.08 [kN·m], 20.73 [kN·m], and 35.48 [kN·m].
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Figure 9. Thrust and torque in sea state 3.

The results for harsh winter conditions (the extreme storm sea state in the North Sea)
are presented in Figure 10. The peak loading reduction in the thrust is similar to that in
sea state 2. The mean values are 930.03 [kN], 897.42 [kN], and 894.36 [kN], respectively.
The respective standard deviations are 390.80 [kN], 86.67 [kN] (22.2%), and 37.57 [kN]
(9.6%). However, the torque has negative values, which indicate that the directions of
the torque have reversed. In reality, this means that the turbine will be stalled due to
displacement being significantly large enough for the velocities on blade elements to
change (see Figure 11).
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Figure 10. Thrust and torque in harsh winter.

279



J. Mar. Sci. Eng. 2021, 9, 1309

Figure 11. Inflow velocity vectors on blade sections in harsh winter.

5. Discussion

The thrust loading reduction in four listed sea states are favorable especially in the
linear wave, but the reduction of torque on the rotor is not as satisfactory as the thrust;
some findings are given in this section to discuss the noteworthy torque fluctuation.

5.1. Blade Section Velocities

In harsh winter sea states, the turbine moves heavily along the wave in the wave
trough. The inertial velocity of the turbine, UT, is coupled with the wave–current velocity
field and transferred to the local rotating blade coordinate system [24]. Two velocities, U1
and U1y, are obtained to modify the horizontal inflow and the apparent rotational inflow
speed to calculate the relative velocity of the blade section. The new relative velocity results
in a larger angle of attack, which generates a smaller lift force but a larger drag force on
the blade section as shown in Figure 11. Therefore, the direction of the in-plane force is
changed, which means the torque on the rotor has negative values and the blade is stalled.
A blade profile that performs better than NRELs814 in larger angles of attack, or setting a
pitch angle can be applied to avoid this phenomenon. However, this remains to be studied
in the future.
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5.2. Wavelength Factor

For sea state 3, the wavelength is 54.38 [m]. The water particle path reaches 27.19 [m]
from the water surface, then it starts to decay dramatically. The turbine hub is at a height
of approximately 21 [m] from the seabed and the turbine diameter is 20 [m], the upper
part of the rotor is in the range of wave circular orbits, the lower part of the rotor is at the
location where the wave decays rapidly as shown in Figure 12. This indicates that the wave
affected approximately half of the rotor swept area during operation, but excited the buoy
significantly. Furthermore, the load reduction for the mooring supported turbine does no
better than that of the rigid supported turbine because the wave just reaches the hub of the
turbine and affects half of the turbine; moreover, the superposition of the buoy and turbine
oscillations in this sea state makes the performance unexpected. Further investigation of
this kind of sea state will be part of future work.

Figure 12. Water particle paths under waves in deep water and the turbine position.

5.3. Morison Effects

According to the results above, the variation of torque values on tension mooring
supported turbines is larger than that of rigid supported ones in similar sea states. The
reason for this is the added mass effects on blade sections and the inertia force added into
the in-plane force to calculate the torque. The relative velocity term for a rigid supported
turbine is only the wave particle velocity in the vertical direction transferred to the local
rotating blade coordinate system. However, the inertia velocity of the turbine itself is
coupled with the wave particle velocity in calculating the inertia force for the mooring
supported turbine as in Equation (23); this results in an increase of inertia forces on blade
sections in the mooring supported turbine. Then the total torque increases as the in-plane
forces rise. Moreover, the method calculating the inertia force on the blade section for a
rigid supported turbine may not be applicable for a turbine that can move in the water as a
tension mooring supported turbine does.

Figure 13 presents the torque on the mooring supported turbine without Morison
effects in sea state 1, and the torque reduces as expected. This indicates that the Morison
effect, the added mass on the blade, plays a significant role in torque on a turbine that
can move vertically. Moreover, the Morison effect module in BEMT could be improved in
the future and the added mass effects on the mooring supported turbine blade should be
further investigated.

281



J. Mar. Sci. Eng. 2021, 9, 1309

Figure 13. Morison effect in torque

6. Conclusions

The modified BEMT code for a tensioned mooring turbine itself is a very efficient
tool and provides a fast simulation process. A 3 min simulation of a 0.1 [s] time step for
20 elements per blade and 0.5 [m] mooring line element lengths on a personal computer
with 4 i7 cores takes approximately 1 h. The output contains various data, for example,
inflow conditions on blade elements and forces on each element. The status of the turbine
can be checked at every time step, and a simple animation can be generated for motions
of the turbine. This is an efficient methodology for a highly dynamic system, such as a
tensioned mooring supported turbine and other taut mooring systems, for checking its
performance under various environmental conditions.

The dynamic marine climate causes significant load fluctuations on TSTs. This study
found that the tensioned mooring supported system has a positive effect on thrust load
reduction in most sea states. The system performance is satisfactory in swell waves, which
have a long wavelength. Both thrust and torque fluctuations decrease significantly. The
tensioned mooring-supported TSTs are useful for the swell environment or Stokes waves
with long wavelengths. Therefore, installing this system can improve fatigue performance
when compared with rigid supported TSTs.

In extreme conditions, such as harsh winter storms, the tensioned mooring supported
TSTs significantly reduce the thrust loading; however, the turbine should be shut down
and protected from potential damage to the blade due to negative torque. Furthermore,
this stall phenomenon can be investigated by improving the blade design and adding a
high angle of attack pitch angle to the blade so that the turbine can work under extreme
conditions with a favourable load reduction.

The loading on the turbine is always calculated by a quasi-static method in most
floating tidal turbine simulations, but the station keeping system uses a quasi-dynamic
analysis. This study tried to combine the turbine loading calculation and dynamics of the
mooring system by a modified BEMT code. However, this model can be enhanced with the
addition of the torque calculation due to the added mass effect on blade sections caused
by the quasi-static method, which results in the torque fluctuations. Further investigation
should be done into the mass effects added to the mooring supported turbine blade.

In Stokes waves with short wavelengths, such as sea state 3 in the previous sections,
the tensioned mooring supported TST can operate at the position where the wave particle
paths can reach the whole turbine. For this, the diameter of the turbine must not to be too
large and the buoy must supply a larger buoyancy when compared with the thrust loading
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on the turbine. The turbine can operate at an appropriate location in a water column.
However, the load reduction in this condition is still not as satisfactory as under the other
sea states; the performance is approaching that of the rigid supported turbine. Therefore,
to obtain a satisfactory load reduction in thrust, the tensioned mooring supported system
must be designed for application in environments where the water is not excessively deep.

The vertical velocity component of the wave motion had a large influence on the rotor
out-of-plane bending moment of a turbine. Furthermore, the tension mooring supported
turbine itself has a vertical velocity because it can move in a vertical direction, thus the
out-of-plane bending moment may be greater than a rigid supported turbine. Furthermore,
the torque on the rotor is also affected by the vertical velocity of the turbine itself due to the
Morison effect. It is obvious that the vertical motion of the turbine has a significant impact
on the design of the TST’s drive train or internal components; therefore, investigations of
the influence of the turbine’s vertical velocity on the rotor out-of-plane bending moment
should be further investigated in the future. On the other hand, future modifications to the
original Morison effects may not be applicable to the blade elements on a turbine that can
move in a vertical direction; therefore, modifications of Morison effects should be improved
in the future. In extreme sea states, such as harsh winter storms, greater blade profiles and
pitch angles should be investigated in order to avoid the negative torque. Adjustable rotor
speed will be an another research target in the future and should be applied to the model
in order to produce a reliable torque result.
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Abstract: The Central and South Pacific have significant wave energy resources distributed through
the region that are currently not being explored. Even though the wave energy resource in the
Pacific has been studied, there is limited knowledge on the potential obstacles when inserting this
new energy source into a unique and unexplored environment. Pacific Island countries (PICs) have
distinctive characteristics that can become barriers to this technology, especially considering that
local coastal and marine systems are fundamental for subsistence and local development. Thus, the
success of a project relies on local acceptance. The current study developed an integrative conceptual
framework for the PICs (ICFPICs) that derived from the integration of the elements of a political,
economic, social, technological, environmental and legal (PESTEL) structured approach and further
combined with a strengths, weaknesses, opportunities and threats (SWOT) approach to create a
matrix that included relevant internal and external factors influencing a project. Four islands were
analyzed through the ICFPICs to demonstrate the varying characteristics and challenges in the
Pacific environment; the islands were Tubuai (French Polynesia), Viti Levu (Fiji), Rarotonga (Cook
Islands), and ‘Eua (Tonga). Applying the ICFPICs to each island shows that Tubuai has significant
technological issues, Rarotonga has mostly economic issues, Viti Levu is the most developed island
but also has several potential issues in the social sphere, while ‘Eua has the fewest issues and is a
viable candidate for further analysis. The ICFPICs can be used by decision makers, project developers,
and stakeholders to recognize probable barriers when bringing wave energy technologies to the PICs
and make informed decisions during the pre-feasibility stage.

Keywords: Pacific; wave energy; island environment; PESTEL; framework; SWOT

1. Introduction

The ocean is an abundant resource for island countries, and can be used as a source
of energy in areas where natural resources are limited. The Pacific Island countries have
a history of relying on importing diesel for energy purposes, which not only causes en-
vironmental concerns but also social and economic concerns. Diesel-based electricity in
these countries is often associated with fluctuating prices and high electricity tariffs. Har-
nessing energy from the ocean is one of the alternatives to establishing energy security
and strengthening resilient development, and includes wave energy, ocean current energy,
tidal energy, and ocean thermal energy. There is limited literature available on resource
assessment for currents, tidal, and thermal energy for the Pacific Ocean; however, there
are recent studies on wave energy that show several potential sites within selected Pacific
Island countries.

When it comes to wave energy in the Pacific Islands, so far two main studies have
assessed and quantified the resource in different locations. The variables analyzed, data
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source, and methods used were distinct for both studies, nonetheless, they have shown
that wave energy is a possibility for different locations inside the Pacific. In 1996, a study
by Barstow and Falnes [1], using buoy measurements and GEOSAT satellite altimeter
observations, analyzed the wave climate and wave energy resource for seven PICs (Cook
Islands, Tonga, Fiji, Samoa, Vanuatu, Tuvalu, and Kiribati). They also included a state of
the art review of wave energy technologies, environmental and political considerations,
demography data, and energy needs in the selected countries.

The last study on this field was conducted in 2015, by Bosserelle et al. [2], and expanded
the domain for wave energy resource assessment and analyzed 33 islands from 12 different
countries. This assessment was carried out using the Centre for Australian Weather and
Climate Research (CAWCR) wave hindcast, containing data from 1979 to 2010 with a
resolution of 7 km around the Pacific Islands. This hindcast was validated by measurements
from Pacific buoys and used to calculate wave statistics for the Pacific domain (Figure 1).

Figure 1. Average wave power in the Pacific (kW/m): reproduced from [2], Waves and Coasts in the
Pacific, published by Pacific Community (SPC) 2015.

The South Pacific area shows significant potential for the deployment of wave energy
converters based on the resource analysis and could be further explored to meet the
renewable energy goals of the Pacific countries. Nevertheless, characterizing the resource
itself does not provide enough information on the suitability of potential sites or the
feasibility of wave energy at a specific location. As part of the site screening stage of a
wave energy project, it is required to identify any potential challenges that could hinder the
feasibility of installing and operating a wave energy converter. The project development
process should assess the available data and their suitability to inform the initial feasibility
of the project. Any data gaps and their relevance should be highlighted to identify, define,
and prioritize the requirements for further and more detailed surveys [3]. This is done
through a pre-feasibility study, which includes a preliminary resource assessment, as well
as an overview of any potential obstacles for a project.

The nature of these obstacles can vary and, so far, there has been no predefined
guideline on how to identify them. Combining all relevant information without a de-
fined structure is a challenge since wave energy has direct and indirect relationships with
different fields. Even though there is a lack of structured frameworks for the proposed
scope, there is a significant amount of literature on different stages of a wave energy
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project, such as environmental impact assessment (EIA). An example would be the study
by Mendonza et al. [4] that proposed a framework for environmental impacts on ocean
energy devices, suggesting interactions between devices and the environment that should
be considered for different devices. Their study mostly focused on the environmental
dimension, which is in accordance with EIAs, while the present study focuses on the six
PESTEL dimensions.

It is essential to gather pertinent information in the early stages of a project to increase
the chances of success, especially in a new environment where wave energy has not been
previously introduced. Two traditional concepts from the marketing and business fields
that could be adapted to wave energy pre-feasibility studies are PESTEL and SWOT. These
are two well-established decision- making tools that can structure information from a
holistic perspective and assess unknown variables; however, there is limited literature
on how to adapt them into the marine energy field. In this study we demonstrated how
PESTEL and SWOT approaches can assist ocean wave energy projects in the Pacific to move
forward. This has never been discussed in the literature and the presented framework can
also be adapted to tidal, current, and thermal energy technologies in other regions.

1.1. PESTEL

PESTEL analysis has been evolving through the years as an integrative approach and
can be found in different forms of literature. The origin of this approach is considered to be
the book “Scanning the Business Environment” by Francis J. Aguilar [5], where the concept
of economic, political, social and technological analysis (EPST) was first introduced. The
acronym was later changed by Arnold Brown, becoming STEP, which was a rearrangement
of the order of the words. The environmental factor was added subsequently becoming
then social, economic, technical, political, and environmental (STEPE) factors. In general
terms, the concept of environment involves far, near, and internal environments, including
all types of factors related to the activities of the company [6]. The last addition to the
acronym was the legal dimension, solidifying the concept of PESTEL that we have today.
Even though the acronym can vary in the literature, the main idea behind it remains the
same: provide the underlying structure for macro external environment analysis. PESTEL is
commonly used for business and marketing research, being particularly useful to structure
data and information that enables the company to predict situations and circumstances
that it might encounter in the future [6].

Throughout the years, PESTEL has been adapted into different fields and its use has
been expanded, even reaching the renewable energy sector. When it comes to the marine
energy sector, the ocean energy converters have not fully reached market viability and are
mostly in the research & development (R&D) stage. Thus, we are still not fully aware of the
potential obstacles that are expected in new environments where ocean energy research
does not exist. For this reason, there have been studies in the marine renewable energy
field that incorporate the structure of PESTEL to conduct resource and feasibility analysis.
Examples include the analysis done by Sandberg et al. [7] in 2016 regarding critical factors
for wave energy converters in off-grid luxury resorts and small utilities, as well as a study
on risk identification for the tidal industry using PESTEL by Kolios and Read [8] in 2013.
Both papers utilize the PESTEL approach, however, the topics of interest are specific parts
of the marine energy industry, and the outputs also differ. Sandberg et al. focused on the
scenario of luxury resorts and small utilities and how viable wave energy would be; by
contrast, Kolios and Read chose to focus on a literature review and a case study-oriented
approach on the risks for the tidal industry.

1.2. SWOT and the PESTEL-SWOT Approaches

SWOT Analysis is a simple but powerful tool for sizing up an organization’s re-
source capabilities and deficiencies, its market opportunities, and the external threats to
its future [9]. It is a strategic planning framework that stands for strengths, weaknesses,
opportunities, and threats. Strengths and weaknesses are internal factors and attributes
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of the organization, while opportunities and threats are external factors and attributes
of the environment [10]. Heinz Weihrich [11] first introduced the concept of a matrix
that identifies threats, opportunities, weaknesses, and strengths, naming it the TOWS
matrix. Even though the matrix name varies in the literature, SWOT is a very well-known
strategic and flexible framework that identifies key issues affecting business. Its adaption
to different fields has been broadened, and it is possible to find studies applying SWOT
to healthcare, agriculture, and tourism, among others. Within the marine energy field,
Stingheru et al. [12] conducted a SWOT analysis of the European marine energy sector;
this study highlighted positive and negative influences of harnessing marine energy at a
European level to promote marine renewable energy.

It is also possible to combine PESTEL and SWOT to create a matrix that finds the
strengths, weaknesses, opportunities, and threats by going through the external factors
associated with PESTEL elements. Since the SWOT itself is a general matrix, the structure
provided by PESTEL is useful for finding relevant external factors. The combined analyses
of PESTEL and SWOT have not been adapted to marine energy technologies, nevertheless,
they have been used for other renewable energy studies in the past. Damasceno and
Abreu [13] created a PESTEL-SWOT evaluation method for the wind energy sector that
assessed the favorable conditions and challenges for the wind energy market to expand
in Brazil. Moreover, there is a study from Shadman et al. [14] utilizing stakeholder en-
gagement, PESTEL, and SWOT analysis to assess the role of renewable energy for energy
security in Malaysia. Finally, Islam and Mamun [15] have researched the possibilities and
challenges of implementing renewable energy in island countries by utilizing both the
PESTEL and SWOT approaches; their study did not focus on any particular region or
technology, instead providing a broad view on the strengths, weaknesses, opportunities,
and threats for renewable energy in developing and developed nations.

1.3. Novelty and Objectives

Wave energy is approached in several disciplines with a focus on different project
stages, creating clusters of information that are interconnected, yet seldom integrated into
the literature. This study applies concepts of interdisciplinary research into wave energy
in the context of Pacific Island countries, combining a diverse range of elements from
the PESTEL dimensions into a framework. Inserting wave energy into a new location
will not only have technological and economic repercussions but will also affect the local
environment and society. An integrative framework enables us to represent the diversity
of issues and delineate the important variables that can turn a project unfeasible or create
fundamental dissents between decision makers and stakeholders.

The options for the economic development of the PICs are restricted by limited natural
resources, remoteness, and small land size. Local communities rely on sustainable use of
their local resources for subsistence and income, which makes coastal and marine resources
paramount to the local economy, society, and culture. Marine energy development is highly
susceptible to local acceptance in this region, thus, identifying conflicts of use through a
general framework will be crucial. There are four main objectives behind this study:

1. Review the literature on wave energy harnessing and the Pacific Islands environment;
2. Identify the potential challenges and important factors for wave energy in the Pacific;
3. Structure the information found using the PESTEL approach by combining elements

into the relevant clusters—the ICFPICs;
4. Create a SWOT matrix using the identified factors from the ICFPICs as external factors.

The outcomes include a cluster diagram that represents the ICFPICs, a decision tree
for the process of utilizing the framework, and a SWOT diagram constructed based on
the information gathered. Section 2 describes the materials and methods for this study,
including the resources used to construct the ICFPICs and the methodologies applied.
Section 3 presents the results, which incorporates the ICFPICs diagram, a user-friendly
decision tree, and a combined SWOT-PESTEL matrix. Discussions and case studies for
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Pacific Island countries can be found in Section 4, while conclusions are summarized in
Section 5.

2. Materials and Methods

2.1. Materials
2.1.1. Wave Energy Guidelines

With regards to project development on wave energy, the main guideline is “Guide-
lines for Project Development in the Marine Energy Industry” by EMEC [3], which also
includes important information regarding feasibility assessment. Additional supporting
documents are: “Protocols for wave and tidal resource assessment” [16], and “Impacts
upon marine energy stakeholders” [17] by EquiMar Project; “Wave Energy Technology
Brief” [18], “Renewable Energy Technology Innovation Policy” [19], “A Path to Prosperity:
Renewable Energy for Islands” [20], and “Renewable Energy Opportunities For Island
Tourism” [21] by IRENA; “Documentary summary of the environmental impact of renew-
able marine energy” [22], and “Civil society involvement and social acceptability of marine
energy projects” [23] by MERiFIC.

2.1.2. Pacific Island Countries Reports

All the reports used here came from the two main organizations in the Pacific, which
are the Pacific Community (SPC) and the Secretariat of the Pacific Regional Environment
Programme(SPREP). These included: SPREP Annual Report [24], Status and Trends of
Coral Reefs of the Pacific [25], Pacific Regional Energy Assessment [26], Pacific Marine
Climate Change Report Card [27], and Pacific Community Results Reports [28]. Each
document provided information on the current or latest status of the environmental, social,
and economic sectors. They were the basis of understanding the local vulnerabilities and
intricacies that should be considered during a project.

2.2. Methods
2.2.1. Integrated Conceptual Framework for the Pacific Island Countries

By studying the concepts behind wave energy harnessing and the Pacific environment,
it was possible to construct an integrated conceptual framework for the Pacific Island
countries (ICFPICs). The ICFPICs is integrative since it integrates knowledge and concepts
from different fields and organize variables connected to a central idea; it is also a conceptual
framework considering that all the information here gathered stems from literature reviews
and methodological assumptions. After reviewing the available documents, guidelines,
and reports, every item considered to be a potential challenge was categorized using the
PESTEL approach and fit into a cluster diagram. Each PESTEL dimension was structured
into separate clusters that revolved around a core concept, and where elements shared
similar characteristics.

2.2.2. PESTEL-SWOT Combined Analysis

The ICFPICs provided an overview of the relevant elements for wave energy in the
Pacific, which were be combined with the SWOT analysis to point towards the related inter-
nal and external factors. Each item from the ICFPICs was analyzed from the perspective of
strengths, weaknesses, opportunities, and threats, resulting in a PESTEL-SWOT combined
matrix. In this case, strengths and weaknesses were related to wave energy, representing
the internal factors; opportunities and threats were external factors, being related to the
macro-environmental variables that could justify or hinder a project. The resulting matrix
shows the possible factors for each category and should be further adapted to individual
case studies.
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3. Results

Each division of the framework is explained below and further divided into important
factors. Further information on each PESTEL element can be found in Appendix A, where
the reasoning behind their connection to wave energy in the Pacific is explained.

The decision to invest in renewable energy, regardless of the source, is still connected
to the political sphere of a country. This is particularly important for wave energy or marine
technologies as a whole, considering their long lifecycle and higher investment rate of
return. For the political sector, the main factors are political stability, renewable energy
targets, and government support.

How affordable the energy is, the risks, and the benefits involved are all essential parts
of the feasibility study of a wave energy project. The main concepts to be analyzed here are
the cost of energy, the risks of the project, and the feed-in tariff. Therefore, for the economic
sector, the main factors are economic stability, cost of energy, feed-in tariff, risk assessment,
and access to funds.

Social aspects of an island nation are fairly complex; they are usually associated with
the local environment and local economy making it an intricate task to classify which
factors only belong to the social sphere. For instance, exploring natural resources, such as
sand, can be for home construction or for export. For this study, social factors are all the
activities that involve the local society, either to make profits or for subsistence purposes.
For the social sector, the main factors are offshore mining, tourism, navigation, fishery,
aquaculture, recreation sites, cultural and world heritage sites, and local acceptance.

The processes of building, maintaining, and connecting a WEC to the grid require
additional infrastructure and resources. Bringing the device from the supplier to the
potential site is a long process that relies on a port for logistic purposes, and also on
specialists and qualified workers. In addition to that, if the main objective is to supply
electricity to the main grid, suitable grid infrastructure is required to minimize installation
costs. Therefore, for the technological sector, the main factors are electricity supply and
demand, electricity grid, seaports, expertise, and logistics.

The island environment provides essential services to the local communities and
therefore is a crucial element when analyzing the feasibility of any type of development.
Wave energy converters are placed in the ocean, where there might be located important
marine species or coral reefs. These devices might also be subjected to extreme weather
scenarios and this factor will be accentuated if the WEC is situated in a hazard-prone
area. For the environmental sector, the main factors are natural hazards, biodiversity, and
coral reefs.

Lastly, there are mainly two forms of legal concerns regarding wave energy, which
are related to the physical space and energy regulations. There are offshore zones that are
either prohibited from being accessed or under protection, including areas being utilized
as military bases, conservation areas, or the boundaries of the EEZ. Each country also has
its own regulations when it comes to the generation of electricity and these should be
accounted for. For the legal sector, the main factors are regulations, maritime zones, marine
protected areas, military zones, and dependent territories.

3.1. Integrative Conceptual Framework for the PICs (ICFPICs)

Figure 2 shows an illustration of all the PESTEL components combined and each
of their related factors. There is a total of 29 potential obstacles that were identified
through the previous stages, and these are grouped by categories on the resulting visual
representation. Each item should be further analyzed for a particular location by gathering
relevant information and by mapping barriers when applicable.

To facilitate the process of utilizing the ICFPICs, a decision tree was created (Figure 3).
The purpose is to assist the user in identifying potential challenges and determining which
actions to take afterward. As an example, the tree starts with the ICFPICs item aquaculture,
which is shown here as “Presence of aquaculture activities”; for this item, decision makers
need to verify if it will present a challenge to the project and follow the necessary steps. In
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brief, for each challenge encountered the solutions will vary between five main options:
changing the location of the site, conducting further analysis, consulting stakeholders,
including additional costs to the project, and canceling or postponing the project. This is a
generic tool that gives an overview of the process; however, it should be adapted to each
case study and could potentially include additional steps or solutions.

Figure 2. Integrative conceptual framework for harnessing wave energy in the PICs (ICFPICs).

Figure 3. Decision tree exemplifying the process of utilizing the ICFPICs for a wave energy project in
the Pacific environment; highlighted boxes are the main outcomes from the process.
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3.2. The Combined PESTEL-SWOT Analysis

To demonstrate how PESTEL-SWOT analysis can be utilized, every item from the
ICFPICs was studied as an external factor and fitted into a SWOT matrix (Table 1). Wave
energy was surveyed in the context of the energy resource to be harnessed, and how it
would contribute to the local society. The resulting matrix should be adapted to differ-
ent case studies and provides a run-through of the feasibility of a wave energy project.
Strengths and weaknesses are related to the process of installing, operating, and maintain-
ing a wave energy converter device, which is mostly technological. Opportunities and
threats are covered by the political, environmental, social, technological, economic, and
legal categories.

Table 1. PESTEL-SWOT analysis combined; elements in the ICFPICs were used to create a SWOT matrix.

Strengths Weaknesses

Alternative to importing fossil fuels.
Robust structures that can survive

harsh environments.
Possibility of having a competitive cost

of energy.
Increases resilience through

low-carbon development.
Increases energy security by diversifying

sources of energy.
Island nations have ample ocean resources.

High annual energy production that can cover
energy demands of small islands.

Several WEC devices are available to suit the
local wave climate and geophysical conditions.

High discount rates.
Uncertainty and risks are bound to the project.

The wave energy sector is at the
development stage.

Significant distance from suppliers to the
Pacific Island countries.

Expertise is required to install, operate, and
maintain the device.

Lack of electricity grid in remote islands.
A seaport is required to handle the

equipment shipping.

Opportunities Threats

Feed-in tariff scheme in practice.
Local government support.

Funding opportunities.
Renewable energy targets.

High wave energy resources distribution.
Low seasonal, annual, and

inter-annual variability.
Multiple suitable locations for wave

energy harnessing.
Energy output can be used to power

desalination plants.
Job creation for different fields of expertise and

training opportunities.
Progress in the Sustainable Development Goals

achievement through Goal 7.

Lack of regulation of wave energy.
Marine protected areas, maritime zones, and
military zones limiting the location of a WEC.

Frequency of natural hazards such
as hurricanes.

Potential dangers to local biodiversity and
coral reefs.

Lack of sovereignty and additional bureaucracy.
Political instability and economic instability.
Presence of fishing, aquaculture, touristic,

recreational, and offshore mining sites.
Cultural and World Heritage sites with natural

and cultural values.
Lack of approval from the local communities.

4. Discussion

PICs face unique challenges and have distinct traits, such as narrow-based economies,
limited natural resources, fragile ecosystems, reliance on subsistence activities, and re-
moteness from major markets. Thus, having a framework that encompasses regional
characteristics is important when identifying challenges. The ICFPICs created here focused
on wave energy on a regional level and is unique in the sense that such a concept has not
been attempted yet.

There are different prospective applications for the ICFPICs; it can serve as a tool
to identify potential challenges to a project, it can be used to identify key stakeholders,
and lastly, it can be combined with the SWOT approach, giving an overview of both the
barriers and opportunities for wave energy in the Pacific Island countries. The information
gathered during the process of utilizing the framework is useful to create a SWOT matrix,
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which in turn will give an overview of the feasibility of a wave energy project by further
categorizing the data into strengths, weaknesses, opportunities, and threats.

4.1. The ICFPICS Demonstrated for Four Case Studies

Four distinct Pacific Islands were selected to demonstrate how the ICFPICs can be
utilized, and the potential challenges identified for every island are shown in Figures 4–7.
The process included researching each item presented in the ICFPICs cluster diagram
(Figure 2) and verifying if it was considered as a potential challenge. The analysis was
based on country reports, regional reports, and official statements. Every item in Table 2
either posed a threat to a wave energy project on the island or could not be further verified;
items that are not included were found to be non-threatening.

Figure 4. Map for Tubuai demonstrating challenges found through spatial analysis. The shipping
routes are shown using a green color scale to represent the number of vessels that traveled through
this area for one year (each raster has a 920 m2 area). Artisanal fishing activities are present in the
blue shaded areas. The remaining layers are colored separately, red for hurricane tracks, yellow for
marine protected areas, light green for coral reefs, and pink for marine world heritage sites.

Tubuai is part of the Austral island group in French Polynesia, Viti Levu is the main
island of Fiji, Rarotonga is the main island of the Cook Islands, and ‘Eua is part of the
Kingdom of Tonga. The analysis results demonstrate how each island has different charac-
teristics and, consequently, different challenges. All four islands have established renewable
energy targets, no signs of political instability, and no electricity grid available; however,
since marine energy is relatively new, there is no information regarding government sup-
port. Cost of energy and risk are both unknown factors since resource assessment, risk
assessment, and further analysis are needed. Additional common challenges were found to
be the distance from the main markets, causing logistics issues, a lack of marine energy regu-
lations, the presence of coral reefs, potential natural hazards, and a rich marine biodiversity
environment. It is also important to note that access to funds and local acceptance will rely
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on the outputs from resource assessment and cost analysis, thereby being a potential barrier.
The maps presented here were created using databases for protected areas [29], marine
World Heritage Sites [30], coral reefs [31], hurricane tracks [32], and marine activities [33].

Figure 5. Map for Viti Levu demonstrating challenges found through spatial analysis. Color layers as
per explained in Figure 4’s caption.

Figure 6. Map for Rarotonga demonstrating challenges found through spatial analysis. Color layers
as per explained in Figure 4’s caption.
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Figure 7. Map for ‘Eua demonstrating challenges found through spatial analysis. Color layers as per
explained in Figure 4’s caption.

Tubuai is the most remote island among the selected sites, it is located in the south
of French Polynesia with a population of approximately 2200 [34]. Due to the small
population size, the energy demand is also low, and the technological aspects of wave
energy might be a challenge. The Tubuai harbor has been expanded in 2014, yet, it has
limited uses and might not accommodate large shipments. Even though there are touristic
and recreational sites on the island, the influx of tourists is low; in 2013 it was recorded a
total of 1899 visitors [34] for all Austral islands combined. The Historical Hurricane Tracks
by the National Oceanic and Atmospheric Administration shows that there have been
11 storms in a 100 km radius around the island since 1970; only three so far have been
classified as hurricanes. Additional challenges are the fishing activities, a large coral reef
area surrounding the island, a proposed Marine Reserve zone for the Austral islands [35],
artisanal fishing activities nearshore, high influx of vessels to the North, and the fact that
French Polynesia is a Dependent Territory.

Tubuai is part of the Austral Island group in French Polynesia, Viti Levu is the main
island of Fiji, Rarotonga is the main island of the Cook Islands, and ‘Eua is part of the
Kingdom of Tonga. The results of the analysis demonstrate how each island has different
characteristics and, consequently, different challenges. All four islands have established
renewable energy targets, no signs of political instability, and no electricity grid available;
however, since marine energy is relatively new, there is no information regarding govern-
ment support. Cost of energy and risk are both unknown factors since resource assessment,
risk assessment, and further analysis are needed. Additional common challenges were
found to be the distance from the main markets, causing logistics issues, a lack of marine
energy regulations, the presence of coral reefs, potential natural hazards, and a rich ma-
rine biodiversity environment. It is also important to note that access to funds and local
acceptance relies on the outputs from resource assessment and cost analysis, thereby being
a potential barrier. The maps presented here were created using databases for protected
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areas [29], marine World Heritage Sites [30], coral reefs [31], hurricane tracks [32], and
marine activities [33].

Table 2. Identified challenges for each island based on the ICFPICs.

Tubuai (French Polynesia) Viti Levu (Fiji) Rarotonga (Cook Islands) ‘Eua (Tonga)

Political
government

support
government

support
government

support
government

support

Economic
cost of energy

risk assessment
access to funds

cost of energy
risk assessment
access to funds

cost of energy
risk assessment
access to funds

economic stability
feed-in tariff

cost of energy
risk assessment
access to funds

Social

tourism
fishery

recreational sites
local acceptance

tourism
fishery

recreational sites
local acceptance
offshore mining

navigation
aquaculture

cultural and World
Heritage Sites

tourism
fishery

recreational sites
local acceptance
offshore mining

navigation
aquaculture

tourism
fishery

recreational sites
local acceptance

Technological

logistics
expertise

electricity supply and
demand
seaport

electricity grid

logistics logistics
expertise

logistics
expertise

electricity supply and
demand

Environmental
natural hazards

biodiversity
coral reef

natural hazards
biodiversity

coral reef

natural hazards
biodiversity

coral reef

natural hazards
biodiversity

coral reef

Legal

regulations
maritime zones

dependent
territories

regulations
marine protected areas

military zones

regulations
marine protected areas

regulations
marine protected areas

Tubuai is the most remote island among the selected sites; it is located in the south
of French Polynesia with a population of approximately 2200 [34]. Due to the small
population size, the energy demand is also low, and the technological aspects of wave
energy might be a challenge. The Tubuai harbor was expanded in 2014, yet it has limited
uses and might not accommodate large shipments. Even though there are touristic and
recreational sites on the island, the influx of tourists is low; in 2013 a total of 1899 visitors
were recorded [34] for all Austral Islands combined. The Historical Hurricane Tracks
by the National Oceanic and Atmospheric Administration shows that there have been
11 storms in a 100 km radius around the island since 1970; only three so far have been
classified as hurricanes. Additional challenges are the fishing activities, a large coral reef
area surrounding the island, a proposed marine reserve zone for the Austral Islands [35],
artisanal fishing activities nearshore, a high influx of vessels to the North, and the fact that
French Polynesia is a dependent territory.

Viti Levu is the largest island in Fiji and, therefore, an important place for social and
economic activities. As of 2017, all eight provinces of Viti Levu combined (Ba, Ra, Nadroga-
Navosa, Naitasiri, Tailevu, Namosi, Rewa, and Serua) accounted for 662,205 inhabitants [36].
In addition to the tourism and fishing industries, there is a possibility of aquaculture and
deep-sea mining activities. Due to its development and high population status, Viti Levu
has seaports, an electricity grid, high demand, and expertise available. Nevertheless, Fiji’s
geographical location makes it susceptible to environmental hazards; cyclones are a com-
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mon occurrence, and there have been 45 storms in a 100 km radius around the island
since 1956, including two category 5 hurricanes. Further challenges include the presence
of a cultural World Heritage Site named Levuka Historical Port Town [37], a significant
coral reef zone, several active shipping routes surrounding the island, and several ma-
rine protected areas. Additionally, the presence of the Fijian Navy and the location of its
fleet should be considered for any offshore development. Despite the technological and
economic advantages, Viti Levu is bound by environmental, legal, and social challenges.

Even though Rarotonga is the main island of the Cook Islands group, it has a small
population size of approximately 10,572, according to the Cook Islands Demographic Pro-
file 2006–2011 [38]. The economic stability is undefined, as are any feed-in tariff schemes or
government programs to subside renewable energy. For the social aspect, there are potential
sites for deep-sea mining in the exclusive economic zone, fishing activities, touristic attrac-
tions, recreational sites, nearshore corals, and navigation routes in the west, east, and south.
Unlike Viti Levu, Rarotonga is not at the risk of intense hurricane events; nevertheless, there
have been 21 storms tracked in a 100 km radius that should be considered, even though they
were mostly tropical storms. Lastly, the Cook Islands are dedicating their entire exclusive
economic zone, Marae Moana, an area of 1.9 million square kilometers (550,000 square
nautical miles) to protection, conservation, and integrated management [39], which might
lead to conflicts with the legal, environmental, and social sectors.

The last site, ‘Eua, stood out among the selected islands due to having fewer potential
challenges. ‘Eua has small tourism, fishery, and maritime sectors; it also has a well-
maintained electricity grid, a seaport, and the possibility of a feed-in tariff scheme. When it
comes to the electricity supply factor, the small population size of fewer than 5000 residents
might become an issue. Thus, one of the key elements to bring wave energy to ‘Eua is
balancing the energy output around the local demand to justify costs. The ICFPICs also
identified possible challenges related to the presence of protected areas on the island,
the need for expertise, and annual hurricane occurrences. Since 1958, there have been
47 category 1 or above hurricanes, which also included 3 category 4 hurricane events.
Lastly, artisanal fishing activities are present in the west and east of ‘Eua, as well as a high
influx of vessels towards the west and south of the island. However, there are viable sites
nearshore in the south that could be explored, especially considering that higher wave
energy resources are found within this area.

In these examples, each island presented different challenges in the economic, social,
technological, environmental, and legal categories, demonstrating the diversity of the
Pacific Island countries. For instance, it would be particularly difficult to bring wave
energy to Tubuai due to technological and environmental constraints being prevalent.
Nevertheless, larger islands such as Viti Levu and Rarotonga can still present challenges,
such as environmental hazards and conflicts of use of the offshore area. If we consider the
minimum distance to avoid the obstacles presented in Figures 4–7, ‘Eua has the lowest
at 0.1 km, Rarotonga has the highest at 378.35 km, while Tubuai and Viti Levu have,
respectively, 2.17 km and 1.39 km minimum distance. This means that ‘Eua could potentially
have onshore, nearshore, and offshore wave energy converter devices, increasing the
diversity of options.

4.2. Further Analysis of ‘Eua Island

The ICFPICs was applied for an in-depth analysis of the island of ‘Eua. Furthermore,
data obtained from Tongan governmental agencies and local institutions were used for this
analysis to increase representation reliability. Data related to the fisheries, biodiversity, and
tourism sectors were taken from Ministry of Fisheries [40], Marine and Coastal Biodiversity
Management in Pacific Island Countries (MACBIO) [41], and Ministry of Tourism [42]
sources, respectively. Each category from the ICFPICs is further explained below.

Political: Tonga experienced serious rioting in the capital Nuku’alofa in 2006 but
adopted a democratic constitution in 2010 and appears to have returned to its earlier pattern
of long-term political stability [43]. In addition to that, Tonga has already committed to
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achieving 50% renewable energy generation by 2020 and 70% by 2030, which is a motivator
for wave energy to be further studied.

Economic: The cost of energy and the qualitative and quantitative risks need to
be assessed in order to analyze if economic factors will be an obstacle for wave energy.
Nevertheless, the final results will also depend on how the cost range compares to the
current energy sources and to the average costs in the world; the cost alone cannot convey
enough information, which is why the cost and risk analysis are necessary steps to identify
any potential concerns.

Social: There are no documented offshore mining and aquaculture activities or her-
itage sites for the island of ‘Eua. There are, however, villages that date back thousands of
years and have cultural value, including Ohonua, Tufuvai, Pangai, Houma and Ha’atua.
The island has only one port, which is situated at ‘Ohonua and connects ‘Eua to the Ton-
gatapu island, the main route of the local ferries. When it comes to fisheries, ‘Eua does
not have a significant export rate and according to the latest statistics [44], only 12% of the
households practice fishing for consumption or for sale. Nevertheless, there are sites near
‘Eua using fish aggregating devices that have been deployed to increase fish production.
Lastly, because of the presence of humpback whales, ‘Eua is a fairly touristic island, with
touristic activities being mainly whale watching, cave diving, and snorkeling.

Technological: The electrification rate for the Kingdom of Tonga is high and close
to 100%, which also includes ‘Eua. The network in ‘Eua was also rebuilt in 2017 and
was able to withstand Cyclone Gita, according to the TPL Annual Report from 2018 [45].
Therefore, grid-related issues are not a main concern. They also have the ‘Ohonua port that
serves as a navigation route between islands and for cargo transportation, which can be
used for WEC shipments and related services. When it comes to expertise, however, there
might be a lack of qualified professionals to work on the installation and maintenance of a
WEC, considering that offshore development is non-existent in ‘Eua. This would require
additional funds but would open job opportunities and motivate public acceptance.

Environmental: ‘Eua is situated in an area where hurricanes are relatively common
occurrences. The cyclone season in Tonga is from November to April, however, the peak
time for tropical cyclones in Tonga is from January to March with most events occurring
in February [46]. The presence of cyclones should be accounted for in risk quantification
and the cyclone season should be avoided in installation and maintenance procedures.
Biodiversity is also another potential issue, with the humpback whales pathing around
Tonga once a year from July to October, including around ‘Eua. Pelagic sharks are also
present on this island and are protected by the Kingdom of Tonga National Plan of Action
(NPOA) Shark Plan [47]. In regard to corals, ‘Eua has low coral reef resources, which are
limited to the shallow areas around the island.

Legal: There are few regulations for marine energy in Tonga considering the lack
of projects in this field. There are, however, important policies related to renewable
energy, including: Renewable Energy Act 2009, Electricity Act 2007, Environment Impact
Assessment Act 2003, Spatial Planning and Management Act 2012, and Petroleum Act.
There are no documented maritime zones for ‘Eua and there is also no military base in this
area, which should not pose any risk to the project in terms of conflicts of use. The EEZ of
‘Eua is relatively large, and it is unlikely that any wave energy development would trespass
this area. There are, however, two marine protected areas in the island: ‘Eua National Park
and Tufuvai.

To better understand the boundaries for wave energy on the island of ‘Eua, a map
was created to add important locations found through the ICFPICs. The factors that could
be mapped are present at Figure 8, which includes locations for fishing spots, touristic
and recreational spots, important villages, the ‘Ohonua port, and the ferry route between
Tongatapu and ‘Eua. Areas where the presence of humpback whales and pelagic sharks
have been observed were also added, as well as the coral reef sites. Since the ‘Euan
population is mostly concentrated on the west coast, while a large part of the east coast is
within the ‘Eua National Park limits, the east coast was not considered for site selection.
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Four sites representing the north, northwest, southwest and south were selected as potential
WEC sites and are shown as “Analysis Points” on the map. The selection process included
bathymetry analysis as well as proximity to the main populated districts. Table 3 provides
an overview of the local wave climate and wave energy resource for each point, using
annual climatology data from the CAWCR wave hindcast [48].

Table 3. Wave climate and wave energy parameters for each point.

Point 1 Point 2 Point 3 Point 4

Mean Wave Height (m) 1.50 1.19 1.28 1.78
Mean Wave Period (s) 8.65 9.19 9.23 8.76

Mean Wave Energy Flux (kW/m) 10.94 11.02 12.96 19.66
Inter-Annual Variability (%) 7.75 9.52 9.13 5.87

Seasonal Variability (%) 14.67 29.99 30.89 24.77

Points 1 and 2 have the most constraints, being surrounded by fishing areas, beaches,
and pelagic sharks. Furthermore, point 2 also has the port nearby, being in close proximity
to the ferry route. The only obstacle identified for points 3 and 4 is the possible presence
of pelagic sharks, which makes these sites the most suitable for wave energy harnessing
in terms of feasibility factors. Presence of coral reefs should only be a concern for shallow
areas nearshore, until approximately 5 m depth in most parts. Nonetheless, there is also
the distance from grid-connected areas factor to be considered; point 4 is the furthest from
any residential area and, therefore, requires longer transmission lines. When it comes
to the physical resource, point 4 has the highest mean wave energy flux and the lowest
inter-annual variability, being a strong candidate for a WEC, followed by point 3. Seasonal
variability seems to be an issue for the most of ‘Eua, including points 2–4.

Figure 8. Map of ‘Eua containing important sites and possible constraints. The map graphically
presents the result of the PESTEL analysis and the potential sites for a WEC.
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5. Conclusions

The Pacific region has already been shown to be promising in terms of wave energy
resources even while the external factors remain unknown. This study proposed a frame-
work that has an essential role in identifying scenarios where wave energy is considered
feasible, making it a useful tool for project developers and decision makers. Figure 9
summarizes the functions of the ICFPICs and how it relates to its final goal. The framework
allows the user to identify potential challenges and external factors through the ICFPICs
elements, facilitating the process of defining suitable sites based on the results found before
committing resources for site-specific feasibility studies and technical assessments.

Figure 9. Diagram summarizing the functions of the ICFPICs.

It is recommended to conduct resource and cost analysis alongside the ICFPICs to
assess the overall feasibility of a project. While the framework created here is useful for
early assessments to provide a general overview of relevant factors, it should not replace
further project stages such as environmental impact assessment, for instance. Given that
the ICFPICs is flexible in its use and can tackle different issues, the user is also encouraged
to adapt it to new locations and different marine energy technologies, such as tidal, current,
and ocean thermal energy.

The four study cases presented earlier exemplified how the ICFPICs can find suitable
locations and compare different scenarios for wave energy. All four islands are located
in areas with high wave energy resources, nevertheless, several issues that could deem
wave energy unfeasible were found. As a future step, there is value in ‘Eua for wave
energy harnessing, considering its favorable conditions found through a first assessment.
Following this study, resource assessment, risk assessment, and cost analysis studies are
suggested for ‘Eua.

Possible obstacles found for wave energy in ‘Eua are related to the local biodiversity,
tourism, natural hazards, cost of energy, and economic risk. According to preliminary
results, the coastal areas near Ha’atu’a (point 3) and Li ‘Anga Huo ‘A Maui (point 4) are
recommended as potential WEC sites. Moreover, the levelized cost of energy (LCOE) should
be quantified considering the risks of unplanned maintenance due to natural hazards,
overhaul, wave climate variability, and uncertain shipping costs for the WEC infrastructure.
The cost analysis also needs to include possible variability for the costs of a singular WEC
device, as well as conversion rates and discount rates. Even though further quantitate
analysis is necessary, with the ICFPICs it was possible to identify feasible scenarios for
wave energy in different areas of ‘Eua, as well as to characterize potential obstacles.
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Appendix A

Appendix A.1. Potential Challenges

Appendix A.1.1. Political

Political Stability: Strong institutions and political leadership with the capacity to
plan and manage policies and investments that support climate smart development are
an essential building block of low carbon, climate resilient societies [49]. Therefore, the
political stability of a country becomes an important variable when looking into wave
energy for the Pacific Islands.

Renewable Energy Targets: Nations that have already established renewable energy
targets are more likely to invest in wave energy technologies. Since most of the PICs have
already committed to transitioning to renewable energy, this factor is going to serve as a
motivation for wave energy to be utilized. However, wave energy has higher costs when
compared to more traditional technologies and the absence of renewable energy targets
might hamper a project.

Government Support: Wave energy currently needs government support for research
and development (R&D) to compete with more mature technologies, such as wind and solar.
However, this factor is also important for countries that have the potential for wave energy,
since having support from the local government can facilitate the project. A cooperative
agreement between government and developers will enable information sharing, which is
essential to the pre-feasibility and feasibility stages where technical information is needed
on a local scale. Having government approval is mandatory, nevertheless, different levels of
support will either ease the process of project development or create additional hindrances.

Appendix A.1.2. Economic

Economic Stability: The economic stability of a country has a direct impact on the cost
of energy, which is an important metric to analyze the viability of wave energy. Unstable
economies can lead to high and unpredictable inflation, depreciation of the currency, lower
investment opportunities, and low economic growth. The two main outcomes that can
affect the viability of wave energy are the high exchange rates and unstable markets.
Technology suppliers are outside the Pacific Island countries territory; therefore, the long-
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term wave energy project will be conducted using foreign currencies that might change
in the future, altering projections. Furthermore, if there is negative economic growth,
investors might refuse to start a project; given that the life cycle of a device is 25 years on
average, any market uncertainties will reduce investor confidence and long-term stability
is favorable.

Cost of Energy: This is the total costs for the generation of energy during the life-
cycle of a device, including the capital, operation, maintenance, and decommissioning
expenditures. Cost of energy (CoE) is one of the main indices to assess the economic
feasibility of a project; another important index is the levelized cost of energy (LCOE),
which can be calculated assuming different discount rates to levelize the costs for present
value. Economic indices show how the costs for wave energy can compare to different
sources of energy, including diesel generation, which is the main source for the PICs. If the
costs are high, it will be more difficult to justify a wave energy project. Furthermore, there
are factors within the CoE that should be included in the analysis, such as the distance
to the shore, distance from the source point to the electricity grid, and water depth. Each
one of the aforementioned factors can significantly increase the initial costs and is crucial
when choosing a wave energy converter device. Additional important variables would
be the discount rate and the conversion rate—considering that wave energy is still under
development discount rates are expected to be high, moreover, the PICs will be importing
the device, and conversion rates can fluctuate and generate a loss.

Feed-In Tariff: A FIT is a governmental incentive that ensures a premium fixed price
for energy generated to the grid, making calculations of viability more predictable [7]. The
FIT can make a project more appealing to investors and end-users by reducing price volatil-
ity and creating more opportunities for the renewable energy sector. On the same note, a
lack of FIT schemes can hinder the chances of receiving funds and outside investment.

Risk Assessment: Any long-term investment will be bound to have risks related to
different stages of the project. Risk assessment provides an understanding of risks, their
causes, consequences, and their probabilities [50]. For wave energy projects, the risk is
an important factor since it will influence economic parameters, such as Cost of energy
(CoE) and levelized cost of energy (LCOE). Risks can take different forms, such as political
and regulatory risk; counterparty, grid, and transmission link risk; currency, liquidity, and
refinancing risk; as well as resource risk [51]. A qualitative and quantitative risk assessment
should be performed to understand the source of the risks as well as their impact on the
economic viability of the project.

Access to Funds: Ocean energy technologies demand high long-term investments,
which are mostly due to the equipment costs, installation process, and discount rates. The
Pacific Islands have a specific environment that creates drivers for ocean energy, such as
high diesel costs and high ocean resources. Nevertheless, the high capital costs associated
with these technologies preclude these island nations from constructing ocean energy
facilities; financial and technical assistance must come from developed nations [52]. Access
to funds is an important factor to justify a project, and lack thereof could impede or
postpone the process significantly.

Appendix A.1.3. Social

Offshore Mining: According to Inniss et al. [53], “Marine mining has occurred for
many years, with most commercial ventures focusing on aggregates, diamonds, tin, mag-
nesium, salt, sulfur, gold, and heavy minerals. Activities have generally been confined
to the shallow nearshore (less than 50 m water depth), but the industry is evolving and
mining in deeper water looks set to proceed, with phosphate, massive sulfide deposits,
manganese nodules, and cobalt-rich crusts regarded as potential future prospects”. Pacific
Island countries (PICs) are heavily dependent on natural resources and likely to remain so
for the near future, making resource management an issue of critical importance for eco-
nomic development [54]. Any project development must consider the presence of natural
resources offshore and verify if there are any ocean policies regarding the use of these sites.
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Tourism: Tourism represents a key driver of global economic growth and is a crucial
component of the effort to alleviate poverty and achieve the other development objectives
in many developing countries [21]. In the Pacific, tourism is a key sector of the local
economy and is one of the main contributors to the gross domestic product. Tourism sector
development offers Pacific Island countries a path to economic security that dovetails with
broader development goals around infrastructure and employment [55]. For this reason,
wave energy should not interfere with the tourism industry of any potential site and should
seek the approval of possible stakeholders. Areas that are being used for diving, snorkeling,
swimming, or that have any touristic purposes, ought to be mapped and circumvented.

Navigation: Islands are more reliant on marine transportation for commercial and
non-commercial shipping due to lack of resources, dependence on international trade, and
remoteness factors. There is the possibility of utilizing a WEC in the port structure since the
port is an ideal location for a wave energy converter based on the overtopping principle as
it can be easily integrated into the mound ruble without compromising the success of the
project [56]. Nevertheless, if the WEC being studied will not be used as such, the proposed
development should account for effects on navigation channels and seek to not interfere
with main shipping routes.

Fishery: Fishery is one of the most crucial sectors of several islands inside the Pacific,
considering its importance to the local economy and the subsistence of the local communi-
ties. Much of the region’s nutrition, welfare, culture, employment, and recreation is based
on the living resources in the zone between the shoreline and the outer reefs. The contin-
uation of current lifestyles, the opportunities for future development, and food security
are all highly dependent on coastal fisheries resources [57]. Considering the key role of the
fishery sector, it will be imperative to map fishing areas and choose a site that does not
coincide with this activity.

Aquaculture: According to Adams et al. [58], “Profitable aquaculture of penaeid
shrimps and blacklip pearl oysters has now been established in some areas of the Pacific
by commercial interests. Stand-alone enterprises producing penaeid shrimps for export
markets are firmly established in New Caledonia, Fiji, and the Solomon Islands”. The
aquaculture sector in these countries is significant to their economy, nevertheless, there
are still other examples of aquaculture activities being developed at different PICs which
should also be accounted for. When choosing a suitable site for wave energy it is important
to identify any aquaculture farms to avoid conflicts of use.

Recreation Sites: Recreation sites include the presence of beach areas or sites that are
being used for sports, leisure, and additional activities that do not suit the previous factors.
These can be used by both locals and tourists and could further be categorized as tourism;
nevertheless, considering that several Pacific Islands do not have a high flux of tourists
this will be then defined as a category of its own and will serve to identify important
recreation sites.

Cultural and World Heritage Sites: Mixed cultural and natural World Heritage sites
have both outstanding natural and cultural values and so are included on the World
Heritage List according to a combination of cultural and natural heritage criteria [59]. These
sites require tourism management and have regulations regarding the types of activities
that are allowed, which means that using heritage sites for energy purposes or interfering
with its lands is unviable. It is also important to note that aside from UNESCO Heritage
Sites, any area with cultural value will create obstacles for project development.

Local Acceptance: People tend to accept renewable energy due to environmental
issues (reduction of pollution by producing clean energy), but questions arise about envi-
ronmental impacts, mainly those related to marine mammals, landscape/seascape changes,
and noise [60]. It is important to consult key stakeholders, including members of the
community, to share the benefits and potential impacts of the project and allow them to
voice their opinions. A consensus between the local population and decision-makers can
be achieved through stakeholder engagement plans to avoid any future conflicts of interest.

303



Energies 2022, 15, 2606

Appendix A.1.4. Technological

Electricity Supply and Demand: Each wave energy converter is capable of supplying
a limited annual energy output; the actual output will vary depending on the local climate
characteristics and if it is a singular device or an array of devices. To compensate for
the high initial costs, it is common to establish a wave energy farm with high energy
outputs. Nevertheless, Pacific Island countries encompass thousands of islands with
varying population sizes, including remote islands with less than 1000 inhabitants. For a
wave energy project to be viable, the chosen device needs to account for the relationship
between energy output and energy demand, whilst keeping the costs competitive. For this
reason, islands with higher population densities are more suitable locations.

Electricity Grid: Since islands with small-scale grid systems are more affected by
fluctuations in renewable energy power supply than other areas connected to larger-
scale grids, grid stability is a particularly important issue when increasing the renewable
energy penetration rate in these areas [20]. Nevertheless, several islands still lack the basic
infrastructure for grid connection and there are communities that are not yet connected to
the grid. For this reason, not only is the stability of a grid an important aspect when studying
the possibility of bringing wave energy to a site, but the presence of grid infrastructure
is also crucial. The building of or improvement of an electricity grid will add costs to the
installation process and can be detrimental to the feasibility of a project.

Seaports: Ports have an essential role in maritime logistic chains as they are the places
where the cargoes are handled [57]. They also play an important role when it comes to
wave energy since WECs are relatively large structures and might need several weeks for
transportation and large-scale vessels. The process of receiving materials and supplies for a
WEC will therefore require a port for operation; in case there is no infrastructure available,
additional investment costs might be required.

Expertise: Even though having expertise available is preferred, the offshore industry
in the Pacific is not yet developed and it is most likely that training programs will be
necessary to conduct and maintain a wave energy project. The expertise factor is relatively
complex, and even though the lack of expertise creates extra initial costs, it also benefits the
local economy by creating job opportunities. Therefore, costs will increase but the chances
of achieving public acceptance will be higher.

Logistics: Wave energy technologies are currently being developed in a limited num-
ber of countries, which might create supply-related drawbacks. Dedicated suppliers are
not yet abundant due to the relatively small scale of the industry but suppliers in related
applications may have the capacity to modify their existing products/services to supply
the marine energy sector [61]. Due to the remoteness factor of Pacific Island countries, there
will likely be additional costs in the process of importing, installing, and maintaining a
wave energy converter device; the need for special vessels that will travel long distances
will increase the initial, maintenance, and operation costs.

Appendix A.1.5. Environmental

Natural Hazards: Even though there is a lack of studies on the relationship between
natural hazards and wave energy, it is well-known that storms can cause extreme wave
events which might have an adverse impact on offshore structures. During storms and
other extreme events, the stresses induced on the foundations, moorings, pylons, and
sub-structures, etc., can exceed the design stress-causing failure of the device [62]. It is
important to identify hazard-prone areas as well as the type and frequency of natural
hazards to have a better understanding of risks. If a site has frequent storms this might add
to unplanned maintenance costs and therefore may increase the overall costs of a project.
For this factor, important variables include the number of past disaster events, frequency
of natural hazards, as well as their intensity and proximity to the island. In the case of
hurricanes, for instance, it is necessary to analyze the hurricane tracks, hurricane categories,
frequency of events, wind speed, distance from the center of the storm to the island, and
the number of events that caused damages and turned into disasters.
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Biodiversity: Marine biodiversity plays an important role in the livelihood of the
local population as well as in the environmental cycle. It is at present not clear what
the scaling-up from the limited observations on individual or small clusters of devices
to commercial-scale arrays will mean in terms of environmental effects and whether or
not the effects observed to date are directly applicable [63]. Thus, since the effects on the
local environment are still uncertain, areas that are rich in biodiversity should be avoided
for wave energy projects to minimize the chance of negative impacts. It is also important
to identify local protected species, endangered species, and key species during this stage
to avoid incorporating areas of their natural habitat. This information will be used for
early assessments: however, an EIA study will be required for further analysis and for
identifying interactions between a WEC and the local environment.

Coral Reef: According to Moritz et al. [25], “The tropical Pacific region holds approx-
imately 25% (about 66,000 km2) of the global coral reef area. Spread across such a large
area, these reefs vary considerably in terms of proximity to continents, reef structure, and
biodiversity, as well as frequency and intensity of natural disturbances”. Thus, the PICs
hold a significant percentage of the global coral reef resources, which are also extremely
valuable for the local environments and provide essential services. As to prevent any
possible harmful interaction with the corals, a wave energy project should avoid utilizing
areas with such environments for potential sites.

Appendix A.1.6. Legal

Regulations: Even though countries are expected to have regulations concerning the
energy sector, the lack of specific regulations for marine energy might bring additional
barriers or bureaucratic procedures. Since marine energy is not yet consolidated in the
Pacific, there will be a high chance of encountering a lack of regulations for this market,
and consultations with local government will be necessary to establish boundaries and
define associated fees.

Marine Protected Areas: A marine protected area (MPA) is an area of intertidal or
subtidal terrain, together with its overlying water and associated flora, fauna, and historical
and cultural features, which has been reserved by law or other effective means to protect
part or all of the enclosed environment [64]. There are different levels of protection, which
result in different regulations regarding marine activities. Usually, marine exploration is
prohibited in MPAs, while tourism and shipping activities might be limited. It is advisable
to keep renewable energy generation outside the MPA boundaries to avoid any impact
during the construction, operation, and decommissioning stages.

Maritime Zones: According to Goodall [65], “maritime zones are areas of ocean or
sea which are or will be subject to national or international authority. They are delimited as
parts of the seabed, water column and sea surface, the subdivision being on the grounds of
political jurisdiction relating to the use and ownership of marine resources”. These areas can
include resource exploration, protected areas for marine species, disputed territories, and
the exclusive economic zone (EEZ) boundary. To avoid any project constraints, maritime
zones should be avoided and the WEC should remain inside the EEZ.

Military Zones: The Pacific Islands are strategically positioned between Eastern Asia
and North America, which has sparked interest from different nations through the last
decades. Due to their importance in terms of geographical position, it is possible to find
military zones in the Pacific or agreements for future bases. For instance, The United States
of America has air and naval bases in Guam and an intercontinental ballistic missile test
site in Kwajalein Atoll in the Marshall Islands, which also supports space surveillance
activities [66]. Utilizing these areas might either be prohibited or require an agreement
between developers, local government, and responding authorities for the military zone.

Dependent Territories: There are still several Pacific Island Territories whose gov-
ernment does not hold full sovereignty and any developments on those areas will need
to respond to different legislations. Those territories can be associated with the United
States of America, France, Australia, the United Kingdom, and New Zealand; their levels
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of sovereignty might differ as well as their federal relationships. Bringing wave energy
to these areas will require public acceptance from the local communities as well as from
different governments, which might create additional difficulties.
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Abstract: This research proposes a mooring system for an ocean current generator that is working
under the impact of typhoon waves. The turbine and the platform are kept stable at a designed water
depth to ensure that the generator remains undamaged and continuously generates electricity under
excessive water pressure. In this design, the turbine generator is mounted in front of the floating
platform by ropes and withstands the force of ocean currents, while the platform is anchored to
the deep seabed with lightweight, high-strength PE ropes. In addition, two pontoons are used to
connect the generator and the platform with ropes. When the balance is reached, the depth of the
generator and the depth of the platform’s dive can be determined by the length of the ropes. In this
study, typhoon irregular wave is represented by the Jonswap wave spectrum. The irregular wave
is simulated by six regular waves. The equation of motion of the mooring system is derived. The
theoretical solution of the dynamic system is presented to determine the dynamic displacements
of the platform, pontoon, turbine and the dynamic tensions of the ropes. The dynamic tensions of
the ropes increase with the cross-sectional area of pontoon. The natural frequency of the mooring
system depends on the parameters, including the mases of elements, the lengths of ropes and the
cross-sectional area of pontoons. In the proposed mooring configuration, the dynamic tension of the
rope is far less than the breaking strength of the rope; thus, the ocean turbine is stable, and no water
that flows through will be disturbed by the floating platform.

Keywords: dynamic tension; displacement; ocean current; floating platform; turbine; pontoon;
buffer spring

1. Introduction

An excellent, natural energy resource is the Kuroshio strong current flowing along
the east of Taiwan, which has an estimated electricity capacity of 4 GW [1]. Ocean current
is one of the potential energy sources to be developed. However, the seabed beneath the
Kuroshio current is almost over 1000 m in the area mentioned above. Moreover, several
typhoons strike Taiwan every year. These two disadvantages must be solved before a
current power generation system is constructed.

Investigation of fluid–structure interaction (FSI) is important for marine engineering,
aircraft, engines, bridges and biotechnology. FSI is the interaction of some movable or
deformable structures with an internal or surrounding fluid flow. Fluid–structure coupling
can be simply divided into one-way coupling and two-way coupling. One-way coupling
ignores the change of flow field space caused by structural deformation, so the calculation
is more simplified. Anagnostopoulos [2] investigated the dynamic response analyses
of offshore platforms under wave loadings and predicted the wave forces by means of
Morison’s equation. Therefore, the equation of motion for the lumped mass idealization
of the platform was presented. The system was one-way coupling. It was found that the
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importance of fluid–structure interaction increased with higher dynamic amplifications.
The effect of viscous damping due to the relative velocity between fluid and structure
significantly decreased the resonant response. Istrati and Buckle [3] investigated the effect
of FSI on connection forces in bridges caused by tsunami loads by using LS-DYNA software.
It was found that the flexibility and the dynamic characteristics of the bridge structure
significantly influenced the external tsunami loads on the bridge and the connection forces.

Xiang and Istrati [4] investigated the solitary wave–structure interaction of complex
coastal deck geometries by using the Lagrangian–Eulerian (ALE) method with a multi-
phase compressible formulation. It was found that, for small wave heights, the horizontal
and uplift forces increased with the number of girders (Ng), while, for large waves, the
opposite happened. Moreover, if the Ng was small, the wave particles accelerated after the
initial impact on the offshore girder, leading to more violent slamming and larger pressures
and forces on the deck. Conversely, if the Ng was large, unsynchronized eddies were
formed in each chamber, which dissipated energy and resulted in weaker impacts on the
deck. Obviously, if the surfaced structure is too large, the two-way coupling effect of wave–
structure interaction needs to be considered. In addition, the multi-phase flow simulation
needs to be considered in the numerical analysis, which is a very challenging problem
and important in marine engineering. Some literature [4–6] is devoted to this research.
Peregrine et al. [5] found that the breaking/broken waves and bores were dominated by
significant turbulence effects and air entrapment. The hydrodynamic loads caused by the
breaking wave on the marine decks were totally different from unbroken waves [6].

Firouz-Abadi et al. [7] investigated the stability analysis of shells conveying fluid.
The boundary element method was applied to model the potential flow. It was found
that the eigenvalues and mode shapes of the flow in the shell were strongly related to
the unsteady pressure that induced the shell vibration. Bose et al. [8] investigated the
flow-induced dynamic stability of a fluid–structure interaction (FSI) system comprising of a
symmetrical NACA 0012 airfoil supported by non-linear springs. Lin et al. [9] investigated
the wave propagation of an artery. A mathematical model was proposed to describe
the wave propagation through an isotropic, elastic, thick tube filled with viscous and
incompressible fluid. The tube is supported by the elastic muscle and simulated as the
viscoelastic foundation. The flexural Young and Lamb wave modes through a tube wall
are presented simultaneously. The dispersion curves and the energy transmissions of the
three modes were investigated. It was found that the effect of the viscoelastic foundation
constant on the wave speed and the transmission was significant.

The numerical method is usually used to investigate the dynamic behavior of the
two-way-coupled FSI. In general, the numerical methods include the boundary element
method [10], the finite volume method [11], the finite-element-based, arbitrary Lagrangian–
Eulerian method [12], particle-based methods, such as smoothed particle hydrodynam-
ics [13], and hybrid methods, such as coupled SPH-DEM [14] and coupled SPH-FEM [15].

There have been two cases where the performance of ocean current turbines was
tested in seas: (1) One 50 kW ocean current turbine, developed by the Wanchi company
(Kaohsiung City, Taiwan), was successfully moored to the 850 m deep seabed near the
offshore of Pingtung County, Taiwan, by Chen et al. [1]. The current turbine generated
about 26 kW under the current speed of 1.0 m/s; (2) An experimental 100-kW-class ocean
current turbine was located off the coast of Kuchinoshima Island, Kagoshima Prefecture,
and demonstrated by IHI and NEDO [16]. The current turbine generated about 30 kW
under the current speed of 1.0 m/s. The turbine system 50 m below the sea surface was
connected to the mooring foundation on the seabed at the depth of 100 m. The above
experiments were conducted under the condition of small waves, and the influence of
waves on the dynamic stability of the mooring system was not studied.

Zwieten et al. [17] investigated the C-plane prototype of an ocean current turbine with
a hydrodynamic platform that was connected to the seafloor with a rope. This turbine,
using its wingtips and canard to manipulate its depth and orientation in a temporally and
spatially varying current, could generate maximum energy production. This study did not
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take the problem of turbine damage due to excessive water pressure when diving too deep
into consideration. It also did not consider the disadvantages of the deeper ocean current, the
lower flow rate and the smaller power generation. The effect of waves was also not considered.

One of the most challenging tasks for the ocean current turbine system is to develop a
deep mooring technology because the targeted seabed is at a depth of almost 1000 m, as
mentioned. To monitor the performance of the ocean turbine, the dynamic stability of the
mooring system under the coupled effect of the ocean current and wave is needed [18–24].
Lin et al. [25] used the ocean current turbine system developed by the Wanchi company to
investigate the dynamic stability of the system subjected to regular wave and current forces.
The mooring system was composed of a turbine, a floating platform, traction ropes and a
mooring foundation. Results showed that the effects of several parameters of the system
on the dynamical stability of the ocean current turbine system were significant. However,
the dynamic tension of the rope was not investigated in the study.

As the mooring foundation is set on the seabed over 1000 m deep, a long mooring rope
is required. Consider the strength of the rope: lightweight, high-strength PE mooring ropes
are more beneficial than chain and steel ropes. Lin and Chen [26] found that, when the
ocean current velocity was 1 m/s and the rope length was about 2900 m, the drag force was
15 tons, and the rope was almost straight. In other words, the bending deformation of the
PE rope was negligible. The deformation of the rope was longitudinal only. Accordingly, the
mooring system is simulated in the linear elastic model to analyze the problem of dynamic
stability. Consider an ocean current power generation system composed of a surfaced
turbine, a floating platform, a towing rope and a mooring foundation [25]: whenever a
typhoon hits, the turbine generator is towed back to the shore to avoid any possible damage,
leaving the mooring system in the sea. Lin and Chen [26] proposed a protection method to
protect the mooring system that avoids the damage caused by typhoon wave current. The
principle of the design is that the platform generates a negative buoyancy to dive by letting
water flow into its inner tank, and the pontoon is used to create a positive buoyancy. When
the two elements are connected by a rope to achieve static equilibrium, the floating platform
is submerged at a fixed depth determined by the rope length. Furthermore, the linear elastic
model is used to construct the coupled motion equation of the system under a regular wave.
The analytical solutions of the coupled equations are derived. It is theoretically verified
that the proposed protection procedure can avoid the damage of the floating platform and
the mooring line due to typhoon wave impact.

Lin et al. [27] simulated a mooring system for ocean current generation during non-
typhoon periods and proposed a system that keeps the turbine statically stable at a designed
underwater depth to ensure that the ocean current generator can generate electricity
effectively. In their design, the turbine generator is connected to a surfaced platform,
the platform is anchored to the deep mooring foundation by lightweight, high-strength
polyethylene ropes and a pontoon is connected to ocean current turbines with rope. The
static balance of the ocean current turbine is formed. Therefore, the depth of the current
turbine can be determined by the length of the rope. Additionally, the linear elastic model is
used to simulate the motion equation of the overall mooring system under a regular wave.
The theoretical solution of the static and dynamic stability analysis of the mooring system
is proposed. The dynamic displacements of the components and the dynamic tensions of
ropes under the regular wave and ocean current are investigated. It is found that the effect
of the wave phase on the dynamic response of the system is significant. The length of the
rope can be adjusted to avoid resonance and reduce the tension of the rope. In addition, a
buffer spring is used to reduce the dynamic tension of the rope to increase the safety and
lifespan of the rope significantly.

To simplify the actual ocean waves, which are irregular, three approaches are com-
monly adopted: (1) the approximation of the wave field by a single, sinusoidal component
with a given height, period and direction (regular waves); (2) the use of a limited num-
ber of harmonics of a primary wave to approximate non-sinusoidal properties (irregular
waves); and (3) the representation of the water surface by an infinite summation of Fourier
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components (wave spectrum) [28]. Pierson and Moskowitz [29] presented the Pierson and
Moskowitz wave spectrum. The assumption was that, if the wind blows steadily over a
large area for a long time, the waves will reach equilibrium with the wind. This is the
concept of a fully developed sea, which requires winds of a sea that continuously blow
over hundreds of miles for several days to reach full development. Hasselmann et al. [30]
experimentally found that the wave spectrum can never be fully developed. The wave
spectrum continues to develop due to wave-to-wave interactions, even over long periods
of time and distances. Therefore, the Pierson–Moskowitz spectrum is modified to add an
additional and somewhat artificial factor to it to make the wave spectrum and experimental
measurements more closely matched. The Jonswap wave spectrum is presented.

This study proposes a mooring design in which the ocean current generator still
generates electricity when typhoon waves hit without interruption. To prevent the typhoon
waves from invading the ocean current generator set, a process is adopted whereby the
system dives below 60 m to avoid the damage of the typhoon waves. At the same time,
to prevent diving too deep from damaging the turbine, the turbine is in a static balance
at a predetermined depth underwater, and it must be able to maintain the a not-too-large
dynamic displacement. The surface velocity of the Kuroshio in eastern Taiwan is relatively
fast, and the deeper the water depth, the smaller the velocity. Therefore, the ocean current
generator group should not be placed too deep. This study proposes a safe and efficient
mooring system design and a linear elastic model to simulate the motion of the entire
mooring system. Results for analyzing the static and dynamic stability of mooring systems,
the dynamic displacements of turbines, floating platforms, pontoons and the dynamic
tension of ropes under the action of typhoon waves and ocean currents are studied. The
effects of several parameters on the dynamic behavior of the system are presented.

2. Mathematical Model

As shown in Figures 1 and 2, to prevent the damage of the typhoon waves, the
turbine and the floating platform are submerged to a depth of less than 60 m. Therefore,
the influence of the wave impact is almost negligible. In general, the dynamic response
of a large-surfaced structure subjected to wave impact force, which is non-uniform and
transient, is generally in the coupled translational–rotational (pitching, rolling and yawing)
motion. The good conditions for ocean current power generation are high flow rate and
stable flow direction, so the site is often a considerable distance from the shore: less affected
by the coast and less likely to produce breaking waves. The impact of breaking waves is
not considered in this manuscript.

When ocean currents flow through the blades of the ocean turbine, the turbine rotates
and drives the power generator to generate electricity. Meanwhile, the turbine unit is
subjected to the force of the ocean current; to fix the turbine unit, it is pulled by the floating
platform connected by rope B. The floating platform provides buoyancy and is anchored to
the deep seabed with lightweight, high-strength PE ropes. In addition, the ocean current
turbine is connected to pontoon 4 via rope D, and the balance between the current generator
and the pontoon is reached so that the depth of the turbine when the current is not affected
can be determined by the length LC of rope C. On one side of the floating platform, rope
B is used to pull the ocean current generator, and the other side of the floating platform
is pulled down and anchored on the deep seabed. The buoyancy of the floating platform
can be adjusted to be smaller than that of static balance so that, when ropes A and B are
pulled, the floating platform has negative buoyancy and pontoon 3 has positive buoyancy,
and rope C is used to connect the floating platform and pontoon 3 to achieve a balance
of positive and negative buoyancy. In this way, the depth of the floating platform can be
calculated by the length LC of rope C.
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Figure 1. Coordinates of the current energy system composed of submarined ocean turbine, pontoons,
floating platform, traction ropes and mooring foundation in the static state under steady ocean current.
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Figure 2. Coordinates of the current energy system composed of submarined ocean turbine, pontoon,
floating platform, traction rope and mooring foundation in the dynamic state under steady ocean
current and wave.

Lin and Chen [26] showed that a PE rope can be assumed to be a straight line under a
certain amount of ocean current drag force because the force deformation of the PE rope is
negligible. The linear elastic model presented by Lin and Chen [26] is used to analyze the
motion equation of the overall mooring system.
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Several assumptions are made based on these facts about ocean current energy con-
verters (OCEC):

- The current flow is steady;
- The masses of the turbine, floating platform and the pontoon are concentrated;
- Lightweight and high-strength PE mooring ropes are used;
- Under the ocean velocity, the deformed configuration of PE rope is nearly straight;
- The elongation strain of the ropes is small;
- The tension of the rope is considered uniform.

According to these assumptions, the motion of the mooring system is translational.
The coupled translational–rotational motion of a system subjected to non-uniform and
impulsive force from the wave current will be discussed in future research. The coupled,
linear, ordinary differential equations of the system are derived based on the assumptions.
Due to the wave fluctuation, the buoyance forces of the pontoons stimulate the mooring
system to vibrate. The coupled vibration motion of the system includes horizontal and
vertical oscillations.

The global displacements (xi, yi) for the i-th element shown in Figures 1 and 2 are the
sum of two parts: (1) the static one subjected to the steady current and (2) the dynamic one
subjected to the wave, as follows:

xi = xis + xid, yi = yis + yid, i = 1, 2, 3, 4 (1)

where x and y are the vertical and horizontal displacements, respectively. Because of the
pontoon buoyancy and the short length of rope between the turbine and the pontoon,
the horizontal dynamic displacements of the turbine and pontoon 4 are almost the same:
y2d ≈ y4d. In a similar way, the horizontal dynamic displacements of the floating platform
and pontoon 3 are almost the same: y1d ≈ y3d. In addition, the total tensions of ropes A, B, C
and D are also composed of two parts: (1) the static one and (2) the dynamic one, as follows:

Ti = Tis + Tid, i = A, B, C, D (2)

2.1. Static Displacements and Equilibrium under the Steady Current and without the Wave Effect

The static displacements of the five elements are:

x0 = 0, y0 = 0
x1s = Hbed − LC = LA sin θAs, y1s = LA cos θAs;

x2s = Hbed − LD = x1s − LB sin θBs, y2s = y1s + LB cos θBs
x3s = x1s + LC = Hbed, y3s = y1s

x4s = x3s = x2s + LD = Hbed, y4s = y2s

(3)

Due to x1s >> x1d, the global inclined angle qA can be expressed as:

sin θA =
x1

LA
=

x1s + x1d
LA

≈ x1s
LA

= sin θAs (4)

Due to xis >> xid, the global inclined angle qB can be expressed as:

sin θB =
x1 − x2

LB
=

(x1s + x1d)− (x2s + x2d)

LB
≈ x1s − x2s

LB
= sin θBs (5)

Under the steady current and without the wave effect, the static horizontal and vertical
equilibriums of the floating platform are written, respectively, as shown in Figure 1.

TBs cos θBs + FDBs = TAs cos θAs (6)

FB1s = TAs sin θAs + TBs sin θBs + W1 (7)
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where TAs, TBs, FB1s and W1 are the static tensions of ropes A and B, the buoyancy of the
floating platform and the weight of the floating platform, respectively. The steady drag of
the floating platform under current FDFs =

1
2 CDFyρAFYV2.

The static horizontal and vertical equilibriums of the turbine are expressed, respec-
tively, as:

TBs cos θBs = FDTs (8)

where the steady drag of the turbine FDTs = CDTy
1
2 ρATyV2.

FB2s = W2 − TDs − TBs sin θBs (9)

where TDs, FB2s and W2 are the static tensions of rope D, the static buoyancy and the weight
of the turbine, respectively. The static vertical equilibrium of pontoon 3 is expressed as:

FB3s = W3 + TCs (10)

where FB3s and W3 are the static buoyancy and the weight of pontoon 3, respectively. The
static vertical equilibrium of the pontoon 4 is expressed as:

FB4s = W4 + TDs (11)

where FB4s and W4 are the static buoyancy and the weight of pontoon 4, respectively.

2.2. Simulation of Irregular Wave

The irregular wave is represented by the Jonswap wave spectrum. The Jonswap wave
spectrum is given as a modification of the Pierson–Moskowitz spectrum in accordance with
DNV [28,31].

The wave energy spectrum is:

SJ( f ) = BJ H2
s f 4

p f−5exp

[
−5
4

(
f
fp

)−4
]

γb (12)

where f is the wave frequency, fp is the peak frequency and Hs is the significant wave height.

BJ =
0.06238×(1.094−0.01915lnγ)

0.230+0.0336γ− 0.0185
1.9+γ

, b = exp
[
−0.5

(
f− fp
σ fp

)2
]

,

σ =

{
0.07, for f ≤ fp
0.09, for f > fp

, γ= 3.3

(13)

Referring to the information from the Central Meteorological Bureau Library of Taiwan
about the typhoons that have invaded Taiwan from 1897 to 2019 [26,32] and selecting
150 typhoons that greatly affected Taiwan’s Green Island, the significant wave height Hs
during the 50-year regression period Hs =15.4 m, and the peak period Pw = 16.5 s.

Substituting the significant wave height Hs and the peak period Pw into Equations (12)
and (13), the Jonswap wave spectrum is determined, as shown in Figure 3.
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Figure 3. Jonswap wave spectrum.

The frequency domain of the wave spectrum is divided into N subdomains of
(ω0, ω1), . . . , (ωN−1, ωN). The sea surface elevation of an irregular wave can be gen-
erated by the superposition of the regular wave components:

xw =
N

∑
i=1

ai sin
(

Ωit −
→
Ki·

→
R + ϕi

)
(14)

where ai, Ωi, ϕi and
→
Ki are the amplitude, angular frequency, phase angle and wave vector

of the i-th regular wave, respectively. The angular frequency is Ωi ∈ (ωi−1, ωi). The
amplitude can be determined by:

1
2

a2
i (Ωi) =

∫ ωi

ωi−1

S(ω)dω (15)

The linear dispersion relation is considered [33]:

Ω2
i = gk̃itanhk̃i Hbed (16)

where g is gravity. The wave number k̃i =

∣∣∣∣→Ki

∣∣∣∣. Based on Equation (16), the wave number is

obtained. Further, the wave length λi can be determined via the relation between the wave
number k̃i and the wave length k̃i = 2π/λi. Based on Equations (14)–(16) and Figure 4,
and letting n = 6, the irregular wave is simulated by regular waves and listed in Table 1.
It is assumed that the total wave energy flow rate of the regular waves is equal to that of
the Jonswap wave spectrum. In cases 1~4, the numbers of regular waves range from 3 to
6. Every energy flow rate of every regular wave is assumed to be the same. According to
Equation (15), the amplitude of each regular wave is the same, and there is no distinction
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between the dominated wave and the secondary wave. Moreover, the frequency of the
regular wave and the given peak frequency are significantly different. In case 5, when
six regular waves are used to simulate an irregular wave, every energy flow rate of every
regular wave is different. It is obtained that the dominated wave frequency is consistent
with the given peak frequency, and the amplitude of the dominated wave is significantly
larger than that of other waves. The simulated results of case 6 are used later.

Table 1. Irregular wave simulated by regular waves [Hs = 15.4 m, Pw = 16.5 s, n = 6, Hbed = 1300 m].

Case
Number of

Regular Waves
1 2 3 4 5 6

1 3
ai (m) 2.603 2.603 2.603 - - -

f i (Hz) 0.0369 0.0390 0.1893 - - -

2 4
ai (m) 2.255 2.255 2.255 2.255 - -

f i (Hz) 0.0365 0.0382 0.0390 0.0398 - -

3 5
ai (m) 2.017 2.017 2.017 2.017 2.017 -

f i (Hz) 0.0365 0.0382 0.0390 0.0398 0.0406 -

4 6
ai (m) 1.841 1.841 1.841 1.841 1.841 1.841

f i (Hz) 0.0365 0.0382 0.0390 0.0398 0.0406 0.1901

5 6

ai (m) 1.142 4.208 2.630 1.364 0.843 0.605

f i (Hz) 0.0425 0.0600 0.0850 0.1150 0.1500 0.2664

k̃i(1/m) 0.0073 0.0145 0.0291 0.0533 0.0906 0.2859

λi (m) 861.5 433.3 215.9 117.9 69.3 22.0

2.3. Dynamic Equilibrium with the Effects of the Steady Current and Irregular Wave

The dynamic equilibrium in the vertical direction for pontoon 3 is:

M3
..
x3d − FB3 + W3 + TC = 0 (17)

where M3 is the mass of pontoon 3. TC is the tension of rope C. Substituting Equations (2)
and (10) into Equation (17), one obtains:

M3
..
x3d + TCd − FB3d = 0 (18)

where the dynamic tension of the rope C is:

TCd = KCd(x3d − x1d) (19)

in which KCd is the effective spring constant. x3d − x1d is the dynamic elongation between
floating platform 1 and pontoon 3. Considering the safety of the rope, some buffer springs
are used to serially connect the rope between elements 1 and 3. The effective spring constant
of the rope–buffer spring connection is obtained:

KCd =
Krope C

1 + Krope C/KC,spring
(20)

where KC,spring is the constant of the spring connecting with rope C. The effective spring
constant of the rope C, Krope C = EC AC/LC, where EC, AC, and LC are the Young’s modulus,
cross-sectional area and length of rope C, respectively.
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Figure 4. Relation among phase fi, wave length λi and relative direction α of wave and current and
distance LE between the two pontoons.

Assuming the coordinates at pontoon 3 are as shown in Figure 3:

→
Rpontoon 3 = 0, (21)

The sea surface elevation at pontoon 3 is:

xw,pontoon 3 =
N=6

∑
i=1

ai sin(Ωit + ϕi) (22)

The coordinates at pontoon 4 are as shown in Figure 4:

→
Rpontoon 4 = LE

→
j (23)

The sea surface elevation at pontoon 4 is:

xw,pontoon 4 =
N=6

∑
i=1

ai sin(Ωit + ϕi + φi) (24)

where the phase angle φi =
2πLE

λi
cos α and LE =

√
L2

B − (LC − LD)
2. The values of the

relative angle α and the wave length λi are naturally determined. Nevertheless, the length
LE can be changed to obtain the desired phase angle φi.

The wave force on the pontoons should include horizontal force and vertical force.
Because the length of the ropes connecting the pontoon to the turbine and the carrier is
more than 60 m, and the rope can only transmit the axial force and cannot transmit the
lateral force, the effect of horizontal force on the dynamic stability of system can be ignored.
The volume of the surfaced pontoon should be reduced as much as possible to reduce the
wave force, which can increase the dynamic stability and safety of the system and can also
be analyzed by the one-way-coupled FSI method. Because the volume of the pontoon is
considered small, the horizontal wave force to the pontoon is small. In addition, the length
of the ropes connecting the pontoon to the turbine and the carrier is more than 60 m, and
the rope can only transmit the axial force and cannot transmit the lateral force; the effect
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of horizontal force on the dynamic stability of system can be ignored. The corresponding
dynamic vertical buoyance of pontoon 3 can be expressed as:

FB3d(t) =
N

∑
i=1

[ fBs,i sin Ωit + fBc,i cos Ωit]− ABxρgx3d (25)

where fBs,i = ABxρgai cos ϕi, fBc,i = ABxρgai sin ϕi. Substituting Equations (19) and (22)
into Equation (18), one obtains:

M3
..
x3d − KCdx1d + (KCd + ABxρg)x3d =

N

∑
i=1

[ fBs,i sin Ωit + fBc,i cos Ωit] (26)

The pontoon is composed of two parts: (1) the floating section on the water surface
and (2) the underwater container. The floating section on the water surface is cylindrical
with equal diameters, and the dynamic buoyancy of the pontoon is related to its dynamic
displacement. The mass of the pontoon can be controlled by the water in the underwater
container. Therefore, the mass and cross-sectional area of the pontoon can be considered,
and their independent, individual effects can be studied.

The dynamic equilibrium in the vertical direction for pontoon 4 is:

M4
..
x4d − FB4 + W4 + TD = 0 (27)

where M4 is the mass of the pontoon 4, and TD is the tension of the rope D. Substituting
Equations (2) and (11) into Equation (29), one obtains:

M4
..
x4d − FB4d + TDd = 0 (28)

where the dynamic tension of rope D is:

TDd = KDd(x4d − x2d) (29)

in which KDd is the effective spring constant. x4d − x2d is the dynamic elongation between
floating platform 2 and pontoon 4. Considering the safety of the rope, some buffer springs
are used to serially connect the rope between elements 2 and 4. The effective spring constant
of the rope–buffer spring connection is obtained:

KDd =
Krope D

1 + Krope D/KD,spring
(30)

where KD,spring is the constant of the spring connecting with rope D. The effective spring
constant of rope D, Krope D = ED AD/LD, where ED, AD, and LD are the Young’s modulus,
cross-sectional area and length of the rope D, respectively.

According to Equation (24), the dynamic buoyance of pontoon 4 is:

FB4d(t) =
N

∑
i=1

[ fTs,i sin Ωit + fTc,i cos Ωit]− ABTρgx4d (31)

where fTs,i = ABTρgai cos(ϕi + φi), fTc,i = ABTρgai sin(ϕi + φi). Substituting Equations
(29) and (31) into Equation (28), one obtains:

M4
..
x4d − KDdx2d + (KDd + ABTρg)x4d =

N

∑
i=1

[ fTs,i sin Ωit + fTc,i cos Ωit] (32)

The dynamic equilibrium in the vertical direction for the floating platform is:(
M1 + me f f ,x

) ..
x1d − FB1s + W1 − TC + TA sin θA + TB sin θB = 0 (33)
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where M1 is the mass of the platform. The dynamic, effective mass of rope 1 in the x-
direction, me f f ,x =

4 fg LAs sin θ1
π2 , was derived by Lin and Chen [15]. Substituting Equations

(2) and (7) into Equation (33), one obtains:(
M1 + me f f ,x

) ..
x1d + TCd + TAd sin θA + TBd sin θB = 0 (34)

where TA is the dynamic tension of rope A.

TAd = KAdδAd (35)

The dynamic elongation is δAd = LAd − LA where LA and LAd are the static and
dynamic lengths of rope A, respectively. The effective spring constant of the rope–buffer
spring connection is:

KAd =
Krope A

1 + Krope A/KA,spring
(36)

where KA,spring is the constant of the spring connecting to rope A. The effective spring
constant of rope A is Krope A = EA AA/LA, where EA and AA are the Young’s modulus and
the cross-sectional area of rope A, respectively. The static and dynamic lengths are:

LA =
√

x2
1s + y2

1s , LAd =

√
(x1s + x1d)

2 + (y1s + y1d)
2 (37)

The approximated dynamic elongation is proposed by using the Taylor formula:

δAd =
x1s
LA

x1d +
y1s
LA

y1d (38)

where the dynamic tension of rope B is:

TBd = KBdδBd (39)

and where the dynamic elongation δBd = LBd − LBs. LBs and LBd are the static and dynamic
lengths of rope B. The effective spring constant of the rope–buffer spring connection is:

KBd =
Krope B

1 + Krope B/KB,spring
(40)

where KB,spring is the constant of the spring connecting with rope B. The effective spring
constant of rope B is Krope B = EB AB/LB, in which EB and AB are the Young’s modulus
and the cross-sectional area of rope B. The static and dynamic lengths are:

LB =

√
(x1s − x2s)

2 + (y1s − y2s)
2, LBd =

√
(x1 − x2)

2 + (y1 − y2)
2 (41)

Using the Tylor formula, one can obtain the approximated dynamic elongation:

δBd =
x1s − x2s

LB
(x1d − x2d) +

y1s − y2s

LB
(y1d − y2d) (42)

Substituting Equations (19), (35), (38), (39) and (42) into Equation (34), one obtains:(
M1 + me f f ,x

) ..
x1d +

(
KAd

x1s
LA

sin θA + KBd
x1s−x2s

LB
sin θB − KCd

)
x1d −

(
KBd

x1s−x2s
LB

sin θB

)
x2d

+KCdx3d +
(

KAd
y1s
LA

sin θA + KBd
y1s−y2s

LB
sin θB

)
y1d −

(
KBd

y1s−y2s
LB

sin θB

)
y2d = 0

(43)

The dynamic equilibrium in the vertical direction for the turbine is:

− M2
..
x2d − W2 + FB2s + TD + TB sin θB = 0 (44)
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Substituting Equations (2) and (9) into Equation (44), one obtains:

− M2
..
x2d + TDd + TBd sin θB = 0 (45)

Substituting Equations (29), (39) and (42) into Equation (45), one obtains:

M2
..
x2d − KBd

x1s−x2s
LB

sin θBx1d +
(

KDd + KBd
x1s−x2s

LB
sin θB

)
x2d − KDdx4d

−KBd
y1s−y2s

LB
sin θBy1d + KBd

y1s−y2s
LB

sin θBy2d = 0
(46)

The dynamic equilibrium in the horizontal direction for the floating platform is:

−
(

M1 + me f f ,y

) ..
y1d + FDFy − TA cos θA + TB cos θB = 0 (47)

where y1d is the dynamic horizontal displacement of the floating platform. The dynamic
effective mass of rope A in the y-direction is me f f ,y =

4 fg LA cos θA
π2 [26]. The horizontal force

on the platform due to the current velocity V and the horizontal velocity
.
y1d of the platform

are expressed as [34]:

FDFY =
1
2

CDFyρAFY
(
V − .

y1d
)2

=
1
2

CDFyρAFY

(
V2 − 2V

.
y1d +

.
y2

1d

)
≈ FDFs − CDFyρAFYV

.
y1d (48)

Because
.
y1d << V, the term

.
y2

1d is negligible. The drag coefficient of the floating
platform is considered close to that of a bullet, i.e., CDFy ≈ 0.3, [26].

Substituting Equations (2), (7), (35), (38), (39), (42) and (48) into Equation (47), one obtains:(
M1 + me f f ,y

) ..
y1d + CDFyρAFyV

.
y1d

+
(

KAd
x1s
LA

cos θA − KBd
x1s−x2s

LB
cos θB

)
x1d + KBd

x1s−x2s
LB

cos θBx2d

+
(

KAd
y1s
LA

cos θA − KBd
y1s−y2s

LB
cos θB

)
y1d + KBd

y1s−y2s
LB

cos θBy2d = 0

(49)

It is discovered from Equation (49) that the second term is the damping effect for
vibration of the system. The damping effect depends on the parameters: (1) the damping
coefficient CDyF, (2) the damping area ABY and (3) the current velocity V.

The dynamic equilibrium in the horizontal direction for the turbine is:

− M2
..
y2d + FDTy − TB cos θB = 0 (50)

where y2d is the dynamic, horizontal displacement of the turbine. The horizontal force on
the platform caused by the current velocity V and the horizontal velocity

.
y2d of the turbine

is expressed as [34]:

FDTy = CDTy
1
2

ρATy
(
V − .

y2d
)2

= CDTy
1
2

ρATy

(
V2 − 2V

.
y2d +

.
y2

2d

/ )
≈ FDTs − CDyTρATyV

.
y2d (51)

where ATy is the effective operating area of the turbine. The theoretical effective drag

coefficient of optimum efficiency is CDTy = 8/9, [27]. Considering
.
y2d << V, the term

.
y2

2d is
negligible. Substituting Equations (2), (8), (39), (42) and (51) into Equation (50), one obtains:

M2
..
y2d + CDTyρATyV

.
y2d + KBd

x1s−x2s
LB

cos θBx1d

−KBd
x1s−x2s

LB
cos θBx2d + KBd

y1s−y2s
LB

cos θBy1d − KBd
y1s−y2s

LB
cos θBy2d = 0

(52)

It is discovered from Equation (52) that the second term is the damping effect for
vibration of the system. The damping effect depends on the parameters: (1) the damping
coefficient CDTy, (2) the damping area ATY and (3) the current velocity V.

Finally, the coupled equations of motion in terms of the dynamic displacements
x1d, x2d, x3d, x4d, y1d, and y2d are discovered as Equations (26), (32), (34), (49), (52) and (56).
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2.4. Solution Method
2.4.1. Free Vibration

Without the excitation of wave and under steady ocean current, the coupled motion of
the system is in free vibration. According to Equations (26), (32), (34), (49), (52) and (56),
the coupled equations of free vibration can be expressed as:

M
..
Zd + C

.
Zd + KZd = 0 (53)

where

Zd =

⎡⎢⎢⎢⎢⎢⎢⎣

x1d
x2d
x3d
x4d
y1d
y2d

⎤⎥⎥⎥⎥⎥⎥⎦, M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
M1 + me f f ,x

)
0 0 0 0 0

0 M2 0 0 0 0
0 0 M3 0 0 0
0 0 0 M4 0 0
0 0 0 0

(
M1 + me f f ,y

)
0

0 0 0 0 0 M2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

C =

⎡⎢⎢⎢⎢⎢⎢⎣

C1 0 0 0 0 0
0 C2 0 0 0 0
0 0 C3 0 0 0
0 0 0 C4 0 0
0 0 0 0 C5 0
0 0 0 0 0 C6

⎤⎥⎥⎥⎥⎥⎥⎦, K =

⎡⎢⎢⎢⎢⎢⎢⎣

K11 K12 K13 0 K15 K16
K21 K22 0 K24 K25 K26
K31 0 K33 0 0 0
0 K42 0 K44 0 0

K51 K52 0 0 K55 K56
K61 K62 0 0 K65 K66

⎤⎥⎥⎥⎥⎥⎥⎦

(54)

C1 = C2 = C3 = C4= 0, C5 = CDFyρAFyV, C6 = CDTyρATyV
K11 =

(
KAd

x1s
LA

sin θA + KBd
x1s−x2s

LB
sin θB + KCd

)
K12 = −

(
KBd

x1s−x2s
LB

sin θB

)
, K13 = −KCd

K15 =
(

KAd
y1s
LA

sin θA + KBd
y1s−y2s

LB
sin θB

)
, K16 = −

(
KBd

y1s−y2s
LB

sin θB

)
K21 = −KBd

x1s−x2s
LB

sin θB, K22 =
(

KDd + KBd
x1s−x2s

LB
sin θB

)
,

K24 = −KDd, K25 = −KBd
y1s−y2s

LB
sin θB, K26 = KBd

y1s−y2s
LB

sin θB

K31 = −KCd K42 = −KDd
K33 = (KCd + ABxρg) K44 = (KDd + ABTρg)
K51 =

(
KAd

x1s
LA

cos θA − KBd
x1s−x2s

LB
cos θB

)
, K52 = KBd

x1s−x2s
LB

cos θB

K55 =
(

KAd
y1s
LA

cos θA − KBd
y1s−y2s

LB
cos θB

)
, K56 = KBd

y1s−y2s
LB

cos θB

K61 = KBd
x1s−x2s

LB
cos θB, K62 = −KBd

x1s−x2s
LB

cos θB,
K65 = KBd

y1s−y2s
LB

cos θB, K66 = −KBd
y1s−y2s

LB
cos θB;

(55)

The solution of Equation (53) is assumed to be:

Zd =
[

x1d x2d x3d x4d y1d y2d
]T

= (zdc cos Ωt + zds sin Ωt) (56)

where zdc =
[

x1d,c x2d,c x3d,c x4d,c y1d,c y2d,c
]T

,

zds =
[

x1d,s x2d,s x3d,s x4d,s y1d,s y2d,s
]T

. Substituting Equation (56) into Equa-
tion (53), one obtains:((

M−1K − Ω2I
)

zdc + ΩM−1Czds

)
cos Ωt

+
((

M−1K − Ω2I
)

zds − ΩM−1Czdc

)
sin Ωt = 0

(57)

Due to the orthogonality of sin Ωt and cos Ωt, Equation (57) becomes:(
M−1K − Ω2I

)
zdc + ΩM−1Czds = 0 (58)
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− ΩM−1Czdc +
(

M−1K − Ω2I
)

zds = 0 (59)

Further, Equation (58) can be expressed as:

zdc = −
(

M−1K − Ω2I
)−1

ΩM−1Czds (60)

Substituting Equation (60) into Equation (59), one obtains:

Qzds = 0 (61)

where Q = Ω2M−1C
(

M−1K − Ω2I
)−1

M−1C +
(

M−1K − Ω2I
)

. The frequency equation is:

|Q| = 0 (62)

The natural frequencies of the system can be determined via Equation (62).

2.4.2. Forced Vibration

Considering the excitation of the wave, the coupled Equations (26), (32), (34), (49), (52)
and (56) can be rewritten in the matrix format as follows:

M
..
Zd + C

.
Zd + KZd = Fd (63)

where

Fd =

[
0 0

N
∑

i=1
[ fBs,i sin Ωit + fBc,i cos Ωit]

N
∑

i=1
[ fTs,i sin Ωit + fTc,i cos Ωit] 0 0

]T

,

fBs,i = ABxρgai cos ϕi, fBc,i = ABxρgai sin ϕi
fTs,i = ABTρgai cos(ϕi + φi), fTc,i = ABTρgai sin(ϕi + φi)

(64)

The solution of Equation (63) is assumed:

Zd =
[

x1d x2d x3d x4d y1d y2d
]T

=
N

∑
i=1

(zdc,i cos Ωit + zds,i sin Ωit), (65)

where zdc,i =
[

x1d,c x2d,c x3d,c x4d,c y1d,c y2d,c
]T,

zds,i =
[

x1d,s x2d,s x3d,s x4d,s y1d,s y2d,s
]T. Substituting Equation (65) into Equa-

tion (63), one obtains:

− N
∑

i=1
Ω2

i (zdc,i cos Ωit + zds,i sin Ωit) + M−1C
N
∑

i=1
(−Ωizdc,i sin Ωit + Ωizds,i cos Ωit)

+M−1K
N
∑

i=1
(zdc,i cos Ωit + zds,i sin Ωit) =

N
∑

i=1
(Fs,i sin Ωit + Fc,i cos Ωit)

(66)

Multiplying Equation (66) by cos Ωmt and integrating it from 0 to the period Tm,
2π/Ωm, Equation (66) becomes:

N

∑
i=1

aimzdc,i +
N

∑
i=1

bimzds,i = χcm, m = 1, 2, . . . , N (67)
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where

aim =
[
αim

(
M−1K − Ω2

i I
)
− βimΩiM

−1C
]
, bim =

[
βim

(
M−1K − Ω2

i I
)
− αimΩiM

−1C
]

χcm =
N
∑

i=1
(Fs,iβim + Fc,iαim)

αim =

{ Tm
2 , i = m

Ωi sin(ΩiTm)
(Ωi+Ωm)(Ωi−Ωm)

, i �= m
, βim =

⎧⎪⎨⎪⎩
0, i = m

Ωi(1−cos(ΩiTm))
(Ωi+Ωm)(Ωi−Ωm)

, i �= m

(68)

Multiplying Equation (66) by sin Ωmt and integrating it from 0 to the period Tm,
2π/Ωm, Equation (66) becomes:

N

∑
i=1

cimzdc,i +
N

∑
i=1

dimzds,i = χsm, m = 1, 2, . . . , N (69)

where

cim =
[

βmi

(
M−1K − Ω2

i I
)
− γimΩiM

−1C
]
, dim =

[
γim

(
M−1K − Ω2

i I
)
− βmiΩiM

−1C
]

χsm =
N
∑

i=1
(Fs,iγim + Fc,iβmi)

γim =

{ Tm
2 , i = m
Ωm sin(ΩiTm)

(Ωi+Ωm)(Ωi−Ωm)
, i �= m

(70)

Equations (67) and (69) can be written as:

BZ=F (71)

where

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
a11 a21 · · · aN1
a12 a22 · · · aN2

...
... · · · ...

a1N a2N · · · aNN

⎤⎥⎥⎥⎦
6N×6N

⎡⎢⎢⎢⎣
b11 b21 · · · bN1
b12 b22 · · · bN2

...
... · · · ...

b1N b2N · · · bNN

⎤⎥⎥⎥⎦
6N×6N⎡⎢⎢⎢⎣

c11 c21 · · · cN1
c12 c22 · · · cN2

...
... · · · ...

c1N c2N · · · cNN

⎤⎥⎥⎥⎦
6N×6N

⎡⎢⎢⎢⎣
d11 d21 · · · dN2
d12 d22 · · · dN2

...
... · · · ...

d1N d2N · · · dNN

⎤⎥⎥⎥⎦
6N×6N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
12N×12N

,

Z=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
zdc,1
zdc,2

...
zdc,N

⎤⎥⎥⎥⎦
6N×1⎡⎢⎢⎢⎣

zds,1
zds,2

...
zds,N

⎤⎥⎥⎥⎦
6N×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
12N×1

, F =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
χc1
χc2

...
χcN

⎤⎥⎥⎥⎦
6N×1⎡⎢⎢⎢⎣

χs1
χs2

...
χsN

⎤⎥⎥⎥⎦
6N×1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
12N×1

(72)

The solution of Equation (65) is:
Z=B−1F (73)

Further, one can derive the dynamic tensions of ropes under irregular wave as follows:
The dynamic tension of rope A is:

TAd =
N

∑
i=1

TAdc,i cos Ωit + TAds,i sin Ωit (74)
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where TAdc,i = KAd

(
x1s
LA

x1dc,i +
y1s
LA

y1dc,i

)
, TAds,i = KAd

(
x1s
LA

x1ds,i +
y1s
LA

y1ds,i

)
.

The dynamic tension of rope B is:

TBd =
N

∑
i=1

TBdc,i cos Ωit + TBds,i sin Ωit (75)

where
TBdc,i = KBd

[
x2s−x1s

LB
(x2dc,i − x1dc,i) +

y2s−y1s
LB

(y2dc,i − y1dc,i)
]
,

TBds,i = KBd

[
x2s−x1s

LB
(x2ds,i − x1ds,i) +

y2s−y1s
LB

(y2ds,i − y1ds,i)
]
.

The dynamic tension of rope C is:

TCd =
N

∑
i=1

TCdc,i cos Ωit + TCds,i sin Ωit (76)

where TCdc,i = KCd(x3dc,i − x1dc,i), TCds,i = KCd(x3ds,i − x1ds,i).
The dynamic tension of rope D is:

TDd =
N

∑
i=1

TDdc,i cos Ωit + TDds,i sin Ωit (77)

where TDdc,i = KDd(x4dc,i − x2dc,i), TDds,i = KDd(x4ds,i − x2ds,i).

3. Numerical Results and Discussion

This study investigates the dynamic response of two kinds of mooring system under
the typhoon irregular wave: (1) the diving depth of the turbine LD = 60 m, the diving
depth of the floating platform LC ≥ 60 m and (2) the diving depth of the floating platform
LC = 60 m, the diving depth of the turbine LD ≥ 60 m. Meanwhile, the effects of several
parameters on the dynamic response are investigated.

Firstly, the first kind of mooring system is investigated. Consider the conditions in
Figure 5a,b: (1) the depth of seabed Hbed = 1300 m, (2) the cross-sectional area of pontoon
3 connecting to floating platform ABX = 2.12 m2, (3) the cross-sectional area of pontoon 4
connecting to turbine ABT = 2.12 m2, (4) no buffer spring, (5) the ropes A, B, C and D are
made of some commercial, high-strength PE dyneema; Young’s modulus EPE = 100 GPa,
weight per unit length fg,PE = 16.22 kg/m, diameter DPE = 154 mm, cross-sectional area
APE = 0.0186 m2, fracture strength Tfracture = 759 tons, (6) the static diving depth of the
turbine LD = 60 m, (7) the horizontal distance between the turbine and floating platform
LE = 100 m, (8) the inclined angle of the rope A, θA = 30

◦
, (9) the current velocity V = 1 m/s,

(10) the irregular wave is simulated by six regular waves which are listed in Table 1, (11)
the wave phase angles ϕi, i = 1, 2, . . . , 6 are assumed as

{
30

◦
, 60

◦
, 90

◦
, 120

◦
, 170

◦
, 270

◦}
,

(12) the masses of turbine, floating platform and pontoons M1 = 300 tons, M2 = 838 tons,
M3 = M4 = 250 tons, (13) the cross-sectional area of the floating platform and turbine
AFY = 23 m2 and ATY = 500 m2, (14) the effective damping coefficients CDFy = 0.3 and
CDTy = 8/9, (15) the static axial force to turbine FDTs = 180 tons and (16) the relative
orientation between current and wave α = 60◦.
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(a) 

 
(b) 

Figure 5. Dynamic tensions of ropes and Dynamic displacements of elements under the typhoon
irregular wave. (a) Dynamic tension of the four ropes under the typhoon irregular wave as a function
of the diving length for LE = 100 m; (b) Dynamic displacements of the four elements at resonance for
LC = 66 m.

Figure 5a demonstrates the effect of the diving depth of the floating platform LC on
the maximum dynamic tensions of the four ropes, TA,max, TB,max, TC,max and TD,max under
the typhoon irregular wave when the diving depth of the turbine LD = 60 m. The irregular
wave is simulated by six regular waves which are listed in Table 1. When the depth LC
increases from 60 m, the dynamic tensions of the ropes increase significantly. If LC,res = 66 m , the
resonance happens, and the maximum dynamic tensions TA,max = 2422 tons, TC,max = 7329 tons
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and TD,max = 18,835 tons, which is over that of the fracture strength of rope, Tfracture = 759 tons.
Figure 5b demonstrates the vibration mode at the resonance. It is found that the displacements
x2d and x4d of turbine 2 and pontoon 4 are largest. Therefore, the maximum dynamic tension is
that of rope D, TD,max.

When LC increases further, the dynamic tension decreases sharply. If LC > 80 m, all the
dynamic tensions are significantly less than the fracture strength of rope, Tfracture = 759 tons.
If LC = 80 m, TA,max = 442 tons, TB,max = 27 tons, TC,max = 187 tons, thenTD,max = 478 tons.
The maximum one among the four dynamic tensions is Tmax = TD,max = 478 tons. If LC = 150 m, the
maximum dynamic tension Tmax = TA,max = 367 tons. This is because the natural frequency
changes with the length LC. The excitation frequencies of the irregular wave are different
to the natural frequency of the mooring system. Therefore, the resonance does not exist.
It is found that the greater the diving depth of the floating platform LC, the smaller the
maximum dynamic tension. In other words, the mooring system of the diving depth of the
floating platform LC = 150 m is better than that of LC = 80 m. Because the diving depth of
the floating platform is different to that of turbine, the water flowing through the floating
platform does not interfere with the flow field of the turbine. Moreover, for LC > 80 m, the
dynamic tension TA,max of rope A decreases with the diving depth LC. This is because the
angle θA of rope A decreases with the diving depth LC. The towing force is horizontal due
to the ocean velocity. Meanwhile, the dynamic tension TB,max of rope B increases with the
diving depth LC. It is because the angle θB of rope B increases with the diving depth LC.

Figure 6 presents the relation between the diving depth LC of the floating platform and
the dynamic tensions of ropes under the typhoon irregular wave for the distance LE = 200 m.
Aside from the distance LE =200 m, all other parameters are the same as those of Figure 5. It can
be observed in Figure 6 that, when LE = 200 m, the maximum resonant position LC,res = 80 m is
different to LC,res = 66 m for LE = 100 m in Figure 5. The effect of the horizontal distance between
the turbine and floating platform LE on the dynamic tension with LC = 150 m is negligible.

 

Figure 6. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
diving length LC and the horizontal distance between the turbine and floating platform LE.

Figure 7 shows the effects of the diving depth of the floating platform LC and the
mass of pontoons M3 and M4 on the dynamic tensions of the four ropes, TA,max, TB,max,
TC,max and TD,max under the typhoon irregular wave. In this case, the mass of pontoons
M3 = M4 = 150 tons; other parameters are the same as those of Figure 6. It is found that, if
the mass of pontoons M3 = M4 = 150 tons, the resonance occurs at several diving depths of
the floating platform LC, and the maximum dynamic tensions are over that of the fracture
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strength of rope, Tfracture = 759 tons. In other words, if the weight of the pontoon is too low,
the dynamic displacement of the system is too intense, resulting in the excessive dynamic
tension of the rope.

Figure 7. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
diving length LC and the mass of pontoons M3 and M4.

Further, the second kind of mooring system is investigated. Figure 8 demonstrates
the effect of the diving depth of the floating platform LD and the mass of pontoons M3 and
M4 on the maximum dynamic tensions of the four ropes, TA,max, TB,max, TC,max and TD,max
under the typhoon irregular wave when the diving depth of the turbine LC = 60 m and the
horizontal distance between the turbine and floating platform LE = 100 m. All the other
parameters are the same as those of Figure 5. It is found that there is no resonance. The
dynamic tension increases with the diving depth of the floating platform LD, especially in
the case where M3 = M4 = 150 tons. The maximum tension is that of rope A, TA,max, which
is close or over that of the fracture strength of rope, Tfracture = 759 tons. It is concluded that
this mooring system should not be proposed.

Figure 9 demonstrates the effect of the diving depth of the turbine LD and the mass of
pontoons M3 and M4 on the maximum dynamic tensions of the four ropes, TA,max, TB,max,
TC,max and TD,max under the typhoon irregular wave when the diving depth of the floating
platform LC = 60 m and the horizontal distance between the turbine and floating platform
LE = 200 m. All the other parameters are the same as those in Figure 8. It is found that the
maximum tension of the four ropes is the dynamic tension of rope A, TA,max. If the mass of
pontoons M3 = M4 =150 tons, the maximum tension TA,max decreases with the diving depth of the
turbine LD. However, it is the reverse for the case of the mass of pontoons M3 = M4 = 250 tons.
Moreover, the dynamic tension TA,max, with the mass of pontoons M3 = M4 = 150 tons, is
obviously less than that of the mass of pontoons M3 = M4 = 250 tons.
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Figure 8. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
diving length LD and the mass of pontoons M3 and M4 for LE = 100 m.

Figure 9. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
diving length LD and the mass of pontoons M3 and M4 for LE = 200 m.

On the eastern coast of Taiwan, the average velocity of the Kuroshio at a depth of
150 m is 0.65 m/s, and that at a depth of 30 m is 1.1 m/s [35]. It is well known that the
potential energy of ocean current can be estimated by using the formula η 1

2 ρAV3, where h
is the efficiency, r is the density, A is the operating area and V is the flow velocity. Based on
the formula, the ratio of the potential power generation of the diving depth of the turbine
LD = 30 m to that of LD = 150 m is about 4.85. In other words, the deeper the diving depth
of the turbine LD, the smaller the power generation.
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Figure 10a demonstrates the dynamic displacements of the turbine, floating platform
and pontoons.

 
(a) (b) 

Figure 10. (a) Dynamic displacements of the four elements and (b) dynamic tensions of ropes under
typhoon irregular wave for LC = 60 m, LD = 70 m.

The diving depth of the floating platform LC = 60 m, the diving depth of the turbine
LD = 70 m and the mass of pontoons M3 = M4 = 150 tons. The other parameters are the
same as those in Figure 9. Dynamic displacements are multi-frequency coupled. The
horizontal displacements of the turbine and the floating platform y1d and y2d are very
small, the amplitude is about 0.30 m, the vertical displacements x1d and x3d are large and
the amplitude is about 15.5 m, which is close to the significant wave HS = 15.4 m. The
amplitudes of vertical displacements x2d and x4d are about 15.5 m. The amplitudes of
vertical displacements x1d and x3d are about 9.69 m. The vertical displacements of pontoon
3 and the floating platform directly connected by using rope C are synchronized and similar.
The vertical displacements of pontoon 4 and the turbine directly connected by using rope
D are synchronized and similar.

Figure 10b demonstrates the dynamic tension of the rope. The maximum dynamic
tension TA,max of rope A connecting the floating platform and the mooring foundation is
about 589 tons. The maximum dynamic tension TB,max of rope B connecting the turbine
and the floating platform is about 38 tons. The maximum dynamic tension TC,max of rope C
connecting pontoon 3 and the floating platform is about 322 tons. The maximum dynamic
tension TD,max of rope D connecting pontoon 4 and the turbine is about 75 tons.

Figure 11a demonstrates the dynamic displacements of the turbine, floating platform
and pontoons. The diving depth of the floating platform LC = 150 m, the diving depth of
the turbine LD = 60 m. The other parameters are the same as those in Figure 6. Dynamic
displacements are multi-frequency coupled. The horizontal displacements of the turbine
and the floating platform y1d and y2d are very small, the amplitude is about 0.14 m, the
amplitudes of vertical displacements x1d and x3d are about 8.6 m and the amplitudes of
vertical displacements x2d and x4d are about 9.6 m, which are significantly lower than the
significant wave HS = 15.4 m. The vertical displacements of pontoon 3 and the floating
platform directly connected by using rope C are synchronized and similar. The verti-
cal displacements of pontoon 4 and the turbine directly connected by using rope D are
synchronized and similar.
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(a) (b) 

Figure 11. (a) Dynamic displacements of the four elements and (b) dynamic tensions of ropes under
typhoon irregular wave for LC = 150 m, LD = 60 m.

Figure 11b demonstrates the dynamic tension of rope. The maximum dynamic tension
TA,max of rope A connecting the floating platform and the mooring foundation is about
375 tons. The maximum dynamic tension TB,max of rope B connecting the turbine and
the floating platform is about 58 tons. The maximum dynamic tension TC,max of rope C
connecting pontoon 3 and the floating platform is about 143 tons. The maximum dynamic
tension TD,max of rope D connecting pontoon 4 and the turbine is about 131 tons.

Figure 12 demonstrates the effects of the diving depth of the floating platform LC and
the buffer spring connected in series with ropes C and D on the dynamic tension of the
rope. The diving depth of the turbine LD = 60 m. The effective spring constants of the two
buffer springs are KC,spring = KD,spring = Krope A. The other parameters are the same as those
in Figure 5. Compared with Figure 5, it is found that the dynamic tensions TA,max, TB,max
and TC,max of the ropes A, B and C are significantly reduced at the resonance point, but the
effect on TD,max is not obvious and is still over the fracture strength Tfracture. If the diving
depth of the floating platform LC > 72 m, the effect of the buffer springs on the dynamic
tensions is negligible. It is concluded that the effect of the buffer springs on the dynamic
tensions of this mooring system is slight.

Figure 13 demonstrates the effects of the cross-sectional area of pontoon ABX, APX and
the diving depth of the floating platform LC on the dynamic tensions of the four ropes.
The cross-sectional area of the two pontoons is ABX = APX = 4 m2. The other parameters
are the same as those in Figure 5. Compared with Figure 5, it is found that the dynamic
tensions are significantly increased. At the resonance point, the dynamic tension is over
the fracture strength Tfracture. If the diving depth of the floating platform LC > 85 m, the
dynamic tension is close to the fracture strength Tfracture. It is concluded that the larger the
cross-sectional area of the pontoon, the larger the dynamic tension.
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Figure 12. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
diving length LC and the buffer springs KC,spring, KD,spring.

Figure 13. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
cross-sectional area of the two pontoons ABX, APX and the diving depth of the floating platform LC.

Figure 14 demonstrates the effects of the significant wave height Hs and the peak
period Pw on the dynamic tension TA,max. Based on Equations (14)–(16), the irregular wave
is simulated by six regular waves, i.e., n = 6. The six regular waves share according to
the ratio of energy {2,35,8,4,3,1}. The amplitude ai, frequency f i, the wave number ki and
wave length li can be determined. The diving depths LC = 60 m and LD =150 m. The
horizontal distance between the turbine and floating platform LE = 200 m. Two buffer
springs are connected in series with ropes C and D. The effective spring constants of the
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two buffer springs are KC,spring = KD,spring = Krope A. The other parameters are the same
as those of Figure 5. It is found that the more the significant wave height Hs, the larger
the dynamic tension TA,max. For the peak period Tp = 13.5 s, the dynamic tension TA,max
increases dramatically with the significant wave height Hs. With the increase of the peak
period Tp, the increase rate of the dynamic tension TA,max becomes low.

 

Figure 14. Dynamic tension TA,max under the typhoon irregular wave as a function of the significant
wave height Hs and the peak period Tp.

Figure 15 demonstrates the effect of the relative angle a of the wave and ocean current
on the dynamic tension. The significant wave height Hs = 15 m, and the peak period
Pw = 16.5 s. The other parameters are the same as those of Figure 14. It is observed
that the effect of the relative angle a of the wave and ocean current on the dynamic tension
is significant. TA,max(α = 180◦) and TC,max(α = 180◦) are much larger than TA,max(α = 0◦) and
TC,max(α = 0◦), respectively. Moreover, TD,max(α = 90◦) is significantly larger than TA,max(α = 0◦) and
TA,max(α = 180◦).
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Figure 15. Dynamic tension of the four ropes under the typhoon irregular wave as a function of the
relative angle α.

Based on the frequency Equation (62), the effects of the masses M3, M4 and M2 and the
distance LE and the areas on the natural frequencies are investigated and listed in Table 2.
It is found that the larger the cross-sectional areas of pontoon ABx and ABT, the higher the
natural frequencies of the system. The larger the masses of pontoon M3 and M4, the lower
the natural frequencies of the system. The larger the mass of turbine M2, the lower the
first natural frequency of the system. However, the effect of the mass of turbine M2 on
the second natural frequency of the system is negligible. The larger the distance between
the turbine and the floating platform LE, the higher the second natural frequency of the
system. However, the effect of the distance LE on the first natural frequency of the system
is negligible.

Table 2. The first two natural frequencies f n1 and f n2 as a function of the masses M3, M4 and M2, the
distance LE and the areas ABx, ABT for M1 = 300 tons.

LE
(m)

M3, M4

(tons)

M2

(tons)

ABx = ABT = 2.12 m2 ABx = ABT = 4 m2

fn1 (Hz) fn2 (Hz) fn1 (Hz) fn2 (Hz)

130

250

838 0.0220 0.0703 0.0302 0.0761

535 0.0258 0.0703 0.0355 0.0761

200
838 0.0220 0.0806 0.0302 0.0857

535 0.0258 0.0806 0.0355 0.0857

130
150 535

0.0277 0.0776 0.0379 0.0839

200 0.0277 0.0890 0.0380 0.0946
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4. Conclusions

This paper studies the safe design of a mooring system for an ocean current generator
that is working under the impact of typhoon waves. Two mooring designs are investi-
gated, and one safe and feasible mooring system is proposed. The proposed mooring
design can stabilize the turbine and platform around a certain predetermined water depth,
thereby, maintaining the stability and safety of the ocean current generator. The effects of
several parameters on the dynamic response under irregular wave impact were discovered
as follows:

(1) Considering the first mooring configuration, the diving depth LD of the turbine is
fixed at 60 m. When the diving depth of the floating platform LC =150 m, the dynamic
tension is significantly less than the fracture strength TFracture of rope, and it is far from
the resonance. Moreover, because the diving depth LD of the turbine is far from the
depth LC of the floating platform, the floating platform does not interrupt the turbine
water flow. Because the floating platform is a structure without a rotating mechanism
in it, such as the rotating blade of a turbine, the water-proof at the depth of 150 m
under sea surface is easily constructed. Therefore, this mooring configuration is safe
and feasible;

(2) Considering the second mooring configuration, the diving depth LC of the floating
platform is fixed at 60 m. When the diving depth LD of the floating platform is larger
than the diving depth LC, there is no resonance point, but the dynamic tension TAd,max
of rope A is obviously larger than that of the first method and close to the fracture
strength TFracture. It is found [32] that, for the Kuroshio current on the eastern coast of
Taiwan, the greater the depth under the sea surface, the lower the current flow rate. The
ratio of the potential power generation of the diving depth of the turbine LD = 30 m to
that of LD = 150 m is about 4.85. Moreover, because there are the rotating blades of
the turbine, the water-proof at the higher pressure under sea surface is difficult to
construct. Therefore, the second mooring configuration is not recommended;

(3) The larger the area of pontoons ABX and ATX, the larger the maximum dynamic
tensions, especially for TAd,max;

(4) For the first mooring configuration, if the weight of the pontoon is too low, the
dynamic displacement of the system is too intense, resulting in the excessive dynamic
tension of the rope;

(5) The effect of the buffer springs on the dynamic tensions of the first mooring configu-
ration is slight.

The coupled translational and rotational motions will be studied in another manuscript.
Moreover, the transient response of the system subjected to impact force will be investigated
in the future.
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Nomenclature

ABX, ABT cross-sectional area of pontoons 3 and 4, respectively
ABY, ATY damping area of platform and turbine under current, respectively
ai amplitude of the i-th regular wave
CDFy, CDTy damping coefficient of floating platform and turbine
FB buoyance
FD drag under current
f wave frequency
Hbed depth of seabed
Hs significant wave height
g gravity
K effective spring constant
→
Ki wave vector of the i-th regular wave
k̃i wave number of the i-th regular wave
Li, i = A,B,C,D length of rope i
Li length of rope i
Mi mass of element i
me f f ,x, me f f ,y vertical and horizontal effective mass of rope A, respectively
Pw peak period of wave
→
R coordinate
Ti tension force of rope i
t time variable
V ocean current velocity

xi, i = 1~4
vertical displacements of the floating platform, the turbine
and the pontoons, respectively

xw sea surface elevation
y1, y2 horizontal displacements of the floating platform and the turbine, respectively
α relative angle between the directions of wave and current
ρ density of sea water
Ωi angular frequency of the i-th regular wave
ω angular frequency
ϕi phase angle of the i-th regular wave
φi phase delay of the i-th regular wave
θi angles of rope i
λi length of the i-th regular wave
δi elongation of rope i

Subscript

0~4 mooring foundation, floating platform, turbine and two pontoons, respectively
A, B, C, D Ropes A, B, C and D, respectively
s, d static and dynamic, respectively
PE high-strength PE dyneema rope
p peak
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Abstract: This research addressed a need for technical evaluation of the oceanic scenario of Panama
for the use of Ocean Thermal Energy Conversion (OTEC). Its bathymetry and location can potentially
lead to the exploitation of OTEC, diversifying the energy matrix and helping achieve sustainability.
Nevertheless, site selection for OTEC can be a complex task since it involves various alternatives,
with different quantitative and qualitative criteria, which may conflict in some cases. Optimization
and multiple criteria (MCD) methods have been used lately to address these issues; however, their
use is still limited. Here, Analytic Hierarchical Analysis (AHP) is proposed as a MCD method for site
selection. Six sites of interest were considered as the alternatives for a plant installment. These sites
were chosen, excluding the environmentally and aboriginal protected areas. The quantitative criteria
considered were surface and deep-water temperatures, coastline distance, gross and net efficiency.
Those variables related to the efficiency, such as the water temperatures, can be considered the most
influential, leading to Punta Burica, located on Panama’s Pacific coast, as the best option (96.17%).

Keywords: Ocean Thermal Energy Conversion (OTEC); site selection; multi-criteria decision (MCD);
hierarchy analysis process (AHP); renewable energy

1. Introduction

The sun serves as the main source of energy on the planet. The incident radiation
is absorbed by the ozone in the stratosphere and much by the clouds. About 35% of it
is reflected into space, and then 66% of the remaining energy is absorbed by the Earth’s
surface. Considering that more than two-thirds of the Earth’s surface is hosted by water,
the oceans represent the most prominent solar energy collectors and, thus, the largest global
energy reservoir [1,2].

The most considerable ocean thermal energy is hosted near the Equator [3–5]. Ge-
ographically, Panama is located in Central America, bordering the Caribbean Sea and
the Pacific Ocean, between 7◦ and 10◦ North latitude and 77◦ and 83◦ West longitude.
Therefore, Panama’s ocean scenario displays thermal energy resource potential [6–8]. How-
ever, since Panama has a broad oceanic scenario, knowing its location is not enough to
guarantee the sustainability of implementing marine energy exploitation, such as OTEC
(ocean thermal energy conversion).

OTEC technology uses the temperature difference between warm ocean surface waters
and deeper cold waters. The zones that achieve adequate thermal differences to take
advantage of the oceanic thermal resource are generally close to tropical areas, near the
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Equator, as shown in Figure 1. However, because temperature jumps are around 20 ◦C,
a low efficiency can be reached. Despite this, the global theoretical potential for OTEC
has been estimated at 44,000 TWh/year, making OTEC an attractive alternative to cater to
particular needs of society [9–11].

 
Figure 1. Global oceanic thermal resource and location of Panama (enclosed in the light blue
circle) [12].

A good site selection is a key factor in implementing a sustainable and successful
project that aims to exploit ocean thermal energy, regardless of the targeted objective
or benefit [13]. Therefore, the proper site selection for the implementation and viable
installation involves the analysis of various variables, qualitative and quantitative.

Many criteria can help assess the potential of the thermal resource for a site that can
later be used by OTEC technology addressing sustainability. For instance, this technology’s
efficiency depends on variables such as depth, the temperature of deep cold seawater, warm
sea surface temperatures, and anomalies of warm sea surface temperatures [13,14]. Thus,
site selection can quickly become a multi-criteria decision-making (MCD) problem, and it
generates a conflictive scenario that houses technical, social, economic, environmental, and
legislative criteria [13]. Moreover, studies on this topic implementing the classic methods
of MCD are limited because many of the decisions for selecting OTEC sites are subjective
concerning the criteria of each decision-maker (DM). The accurate decision regarding the
site selection for OTEC systems represents the fundamental basis in the planning process
for the use of ocean thermal energy and sustainability of this technology [15].

The difficulty for a site selection process lies in the number of indicators or the amount
of data available and comparing each set of indicators corresponding to each alternative of
interest, besides granting an assessment that justifies a degree of importance among the
criteria considered. Then, it is paramount first to identify the aim to use the local oceanic
thermal resource. OTEC allows obtaining various benefits from the use of the oceanic
thermal resource [14,16], including different classifications for OTEC plant (On-Shore or
Off-Shore). OTEC technology is used for: electric power generation [17], air condition-
ing [11], industrial refrigeration [6], aquaculture [18], liquid hydrogen production [19] and
desalinated water [19]. Then, the alternatives with the most significant potential within the
oceanography can be selected considering the environmental legislative regulations, for
instance, whether the planned lands belong to the group of areas or regions environmen-
tally protected. After this, appropriate criteria set can be drawn by means that match the
project’s goals of interest.

This problem addresses various variables, some of which are not directly related to
the nature of the oceanic scenario. For instance, some qualitative aspects generate added
value to the implementation of this technology, such as environmental, political, and social
impact [14]. Most studies that have been conducted are related to the analysis of one or
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more of the criteria influencing decision-making for the selection of OTEC sites. These
criteria include temperature gradient, bathymetric characteristics, environmental, social,
and economic impact [16].

Addressing sustainability according to environmental, social, and economic impacts
can be a rather difficult task since the lack of absolute instruments for evaluations or avail-
able data can endanger the precision and reliability of the results. Even though some of
them have been assessed previously in the literature, such as environmental impact assess-
ment and sustainability [14,16], sustainability of society [13,14], energy sustainability [3,20],
economic sustainability [14], sustainability of construction and maintenance [13,21], and
sustainability of the auxiliary condition [14].

These considerations and several variables that categorize the site selection for OTEC
render the site selection a complex study scenario. Furthermore, one must consider the de-
pendence between the relevance given to each of these aspects by specialists or researchers
during the decision-making process and the discrepancy that this can project due to the
degree of knowledge and experience each possesses.

In Panama’s scenario, the lack of legislation and regulations and the lack of information
and specialists can render a complex task for implementing OTEC technology. This research
only includes variables or quantitative indicators justified and validated with software
that use oceanographic data in real-time, such as the World Ocean Atlas and the NOAA
database, compared with the corresponding literature.

The qualitative variables depend on the evaluator’s degree of knowledge, experience,
and specialty. Therefore, it carries the uncertainty corresponding to the sensitivity of human
perception, which generates a more complex scenario in the validation and justification of
the weighting for assessing the importance of these indicators.

2. Materials and Methods

This study aimed to analyze and select potential sites for OTEC exploitation within
the Republic of Panama. A Hierarchical Analysis Method (AHP) was used as a MCD to
analyze the criteria to identify the advantages, disadvantages, applicability, and reliability
of a site within the oceanic territory of Panama. Subsequently, the analysis of this problem
was approached as a particular case of MCD, using the initial process proposed by Thomas
L. Saaty (The Analytic Hierarchy Process, 1980); for the formulation of any case of AHP-
MCD [22,23].

All the possible criteria and sub-criteria and the indicators that address the subject
under study were identified. An exclusion–inclusion criteria model was performed to
address the qualitative criteria. Then, a model was proposed for this case, presenting
a hierarchical structure where all aspects (indicators) relevant to the justification of the
problem under study were considered. Each selected indicator was evaluated and quan-
tified by considering their direct effects on the net production of the system, besides on
guaranteeing the potential of the oceanic thermal resource housed in each alternative; for
this valorization, the Saaty fundamental scale was used.

A comparison of the matrices was performed to justify the assessment or priority
of each indicator at the time of being compared with itself and with the others. These
comparisons represent the importance of the criteria, establishing the most significant
importance to the criterion with the greatest relevance to the subject under study.

Next, the prioritization and synthesis were carried out. In this stage of the AHP, the
different priorities considered for resolving the problem are provided. The priority repre-
sents an abstract unit valid for any scale in which the decision-maker’s preferences consider
appropriate when integrating tangible, intangible, quantitative, and qualitative aspects.

Subsequently, the consistency of the randomly generated matrix of paired compar-
isons was justified by using the method provided by the AHP to estimate the degree of
consistency between the paired opinions provided by decision-makers. Therefore, the
consistency radius, consistency index, and random index are calculated to justify whether
the judgments are inconsistent or have a reasonable level of consistency.
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The radius of consistency is a ratio or quotient in which if its values exceeds 0.10, it
indicates that the judgments are inconsistent; therefore, the original values of the matrix of
paired comparisons should be reconsidered and edited. For the case where CR is less than
0.10, this represents a good and reasonable indication in paired comparisons.

Finally, the prioritization matrix of alternatives is presented. In this, it is possible to
justify and identify the best alternative within the oceanic territory where the OTEC plant
must be installed. In Figure 2, we can see a flowchart corresponding to the methodology
addressed in this research.

Figure 2. The methodology proposed for developing and implementing the AHP-MCD method in
site selection for OTEC.

2.1. The Analytic Hierarchy Process Method (AHP)

The AHP method analyzes and develops complex decision-making problems of mul-
tiple MCD criteria [22]. The AHP is based on identifying all the variables involved in a
problem, linking them according to all possible solutions, and concluding [23]. The AHP
method efficiently and graphically organizes the respective information for any problem
under study [24]. The AHP is a hierarchy with priorities, where these show the overall
preference corresponding to one of the decision alternatives [23].

The AHP method uses direct quantitative allocation scales to prioritize the criteria and
make comparisons between criteria pairs [25]. This step aims to build a vector of priorities
or weights that evaluates the relative importance of the decision-making unit given to each
criterion. Table 1 shows the fundamental scale proposed by Saaty for this process [26].
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Table 1. Saaty’s scale for the absolute numbers corresponding to the priority and importance of these
considering their respective definitions and degree of contribution [22,23,27].

Intensity of
Importance

Definition Description

1 Both criteria and elements are of equal importance. Two activities also contribute to the objective.
2 Between equal and moderately preferable.

3 Weak or moderate importance of one over the other. Experience and judgment slightly favor one activity
over another.

4 Between moderate and strongly preferable.

5 Essential or strong importance of one criterion over
the other.

Experience and judgment strongly favor one activity
over another.

6 Between strong and extremely preferable.

7 Demonstrated importance of one criterion
over another.

One activity is greatly favored over another; their
proven mastery in practice.

8 Between very strong and extremely preferable.

9 Extreme importance. Evidence that favors one activity over another
it is of the highest possible order of affirmation.

Higher reciprocals

If the activity i have assigned one of the above non-zero numbers compared to the activity j, then j has the reciprocal value
compared to i

If the activities are very close

It can be difficult to assign the best value, but compared to other contrasting activities, the size of the small numbers would not be
too noticeable, but they can still indicate the relative importance of the activities.

2.2. Application of the AHP Method
2.2.1. Prioritization

The AHP requires a preference or priority to each alternative decision, considering
the extent to which each criterion contributes. A mathematical procedure called synthesis
summarizes the information and provides a hierarchy of criteria for alternatives in terms of
global preference [23].

2.2.2. Paired Comparisons and Paired Comparison Matrix

The fundamental bases of the AHP are the paired comparisons [23]. The AHP uses
the Saaty table to assess relative preferences when comparing two elements. The matrix of
paired comparisons contains alternative comparisons or criteria. Therefore, if one considers
a matrix A of dimensions n × n, with the relative judgments about the criteria, and aij is
the element (i, j) of A, for i = 1, 2, . . . , n, and j = 1, 2, . . . , n.

Then, one can state that A is a matrix of paired comparisons of n criteria if aij is the
measure of the preference of the criterion in the row i when compared to the criterion in
the column j. When i = j, the value of aij will be equal to 1 since the criterion is being
compared with itself.

A =

⎡⎢⎢⎣
1 a12 · · · a1n

a21 1 · · · a2n
: : : :

an1 an2 · · · 1

⎤⎥⎥⎦ (1)

In addition, it is fulfilled that: aij = aji = 1 that is:

A =

⎡⎢⎢⎣
1 a12 · · · a1n

1/a12 1 · · · a2n
: : : :

1/a1n 1/a2n · · · 1

⎤⎥⎥⎦ (2)
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The complexity of these decisions becomes more significant the greater the scope of
the problem is. This can be addressed by using methodologies that allow structuring the
problem, modeling it, efficiently weighing the criteria relevant to that decision, and then
defining the alternative that best suits them.

2.2.3. Synthesis

The synthesis consists of calculating the priority corresponding to each criterion being
compared. The following is the procedure corresponding to three steps, which provide an
approximation of the synthesized priorities [23]:

- Add the values in each column of the matrix of paired comparisons.
- Divide each element of such a matrix by the total of its column; the resulting matrix is

called the normalized paired comparison matrix.
- Calculate the average of the elements of each row of the relative priorities of the

elements being compared.

2.2.4. Priority Matrix

It summarizes the priorities for each alternative to each criterion. For m criteria and n
alternatives [23]:

Criterion 1 Criterion 2 · · · Criterion m
Alternative 1
Alternative 2

· · ·
Alternative

⎡⎢⎢⎣
P11 P12 · · · P13
P21 P22 · · · P23
· · · · · · · · · · · ·
Pn1 Pn2 · · · Pn3

⎤⎥⎥⎦ (3)

where Pij is the priority of alternative i over criterion j, for i = 1, 2, . . . , n;
y j = 1, 2, . . . , m.

The column vector results from the product of the priority matrix with the priority
vector of the criteria.⎡⎢⎢⎣

P11 P12 · · · P1m
P21 P22 · · · P2m
· · · · · · · · · · · ·
Pn1 Pn2 · · · Pnm

⎤⎥⎥⎦
⎡⎢⎢⎣

P′
1

P′
2

· · ·
P′

m

⎤⎥⎥⎦ =

⎡⎢⎢⎣
Pg1
Pg2
· · ·
Pg3

⎤⎥⎥⎦ (4)

where Pgi is the overall priority (over the overall goal) of the alternative i (i = 1, 2, . . . , n).

2.2.5. Consistency

It refers to the consistency of the judgments expressed by each DM during the stage
of paired comparisons. It is necessary to remember that perfect consistency is tough to
achieve. Therefore, some inconsistency is estimated for any set of paired comparisons after
these judgments. The AHP provides a method for estimating the degree of consistency
between the paired opinions provided by those responsible. If the degree of consistency
is acceptable, the decision process is continued; although, if this is unacceptable, the DM
must reconsider its judgments corresponding to the paired comparisons and then continue
with the analysis.

To determine whether a level of consistency is “reasonable,” it is necessary to establish
a quantifiable measure for the comparison matrix A n × n where n represents the number
of alternatives to compare. If the matrix A is perfectly consistent, it generates a normalized
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matrix A n × n of elements wij (for i, j = 1, 2, . . . , n). Such, all columns are identical, that
is [23]:

w12 = w13 = . . . = w1n = w1; w21 = w23 = . . . = w2n = w2;
wn1 = wn2 = . . . = wnn = wn

N =

⎡⎢⎢⎣
W1 W1 · · · W1
W2 W2 · · · W2

: : : :
Wn Wn · · · Wn

⎤⎥⎥⎦ (5)

From the given definition of A, we have:⎡⎢⎢⎣
1 W1/W2 · · · W1/Wn

W2/W1 1 · · · W2/Wn
: : : :

Wn/W1 Wn/W2 · · · 1

⎤⎥⎥⎦
⎡⎢⎢⎣

W1
W2

:
Wn

⎤⎥⎥⎦ =

⎡⎢⎢⎣
nW1
nW2

:
nWn

⎤⎥⎥⎦ = n

⎡⎢⎢⎣
W1
W2

:
Wn

⎤⎥⎥⎦ (6)

More compactly, we say that A is consistent if and only if:

AW = nW (7)

where W is a column vector of relative weights Wj (j = 1, 2, . . . , n) approximated with
the average of the n elements of the line in the normalized matrix N. The AHP quantifies
the consistency ratio (CR) employing Equation (8), being this the quotient between the
consistency index (CI) of A and the random consistency index.

CR =
CI
IA

(8)

where CI is the consistency index of A and is calculated using Equation (9).

CI =
nmax − 1

N − 1
(9)

IA represents the random consistency index of A; it is the consistency index of a matrix
of paired comparisons generated randomly. This depends on the number of elements that
are compared. However, there are other alternatives to estimate the random consistency
index; some specialists suggest the Equation (10).

IA =
1.98(n − 2)

2
(10)

The Consistency Ratio (CR): represents an indicator of the acceptability of the con-
sistency of the analysis. If CR > 0.10 indicates that judgments are inconsistent; therefore,
it recommends reconsidering and modifying the original values of the matrix of paired
comparisons. However, for the case where RC ≤ 0.10 it represents a reasonable level of con-
sistency in paired comparisons. The consistency ratio can be calculated using Equation (11).

CR =
IC
IA

(11)

2.3. Location of the Study Area

Panama is in the intertropical region near the terrestrial Equator, with coastal limits
in the Caribbean Sea and Pacific oceans (Figure 1). Therefore, Panama’s oceanic territory
reflects significant ocean thermal potential; since its geographical location could allow
benefiting from the use of this resource [5].

The corresponding process to justify the selection of a suitable site objectively and
reliably for the installation of OTEC technology represents a process and analysis of the
ocean scenario of each region. This process is linked to the norms or legislations of
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each nation. Even within the same nation, this analysis procedure could show certain
discrepancies between the variables corresponding to the potential of each site and the
viability of the technology [16,28]. To assess these matters, a set of inclusion-exclusion
criteria was defined based on subjects such as environmentally protected areas, defined by
the Environmental Affairs Ministry of Panama [29], aboriginal protected areas, distance to a
potential population that can make a profit from these technologies, available data, among
others. This process led to the selection of six potential sites. Table 2 below mentions the
six sites of interest within Panama’s ocean scene.

Table 2. Sites of interest to evaluate the ocean thermal energy potential in the Republic of Panama.

Name Coordinate Province Ocean

Punta Burica 82.875◦ W, 7.875◦ N Chiriqui
PacificPunta Mariato 80.875◦ W, 6.875◦ N Veraguas

Chepigana 78.375◦ W, 7.125◦ N Darien

Colon Island 81.875◦ W, 9.625◦ N Bocas del toro
Caribbean Sea
(Atlantic side)

Calovébora 81.125◦ W, 9.375◦ N Veraguas
El porvenir 79.125◦ W, 9.875◦ N Guna Yala

2.4. Criteria for Estimating the Potential and Sustainability of the Oceanic Thermal Resource

Currently, criteria have been identified that justify the potential of the thermal resource
hosted in any site of interest. However, in this research, problems were addressed consider-
ing certain criteria or indicators that justify the ocean thermal potential identified as the
variables that govern decision-making in selecting sites for OTEC from the perspective of
sustainability and environmental impact.

From the literature, it was possible to identify specific global criteria that address
the problem from the literature. This study’s criteria to be considered are warm water
temperatures (Tcw), depth, thermal efficiency, and absolute efficiency. The data was taken
from the monthly statistical mean (2016–2018) using the Ocean Data View (ODV) software
version 5.5.1. In addition, the variables were evaluated regarding anomalies in surface
water temperatures during annual periods; for each case, their respective temperature
jumps, or thermoclines are presented.

Next, Figure 3 shows the diagram corresponding to the problem under study. The
main objective is to guarantee the operationality of OTEC in the oceanic territory of Panama,
sustainably responsible for the environment, and that complies with Panama’s legislation.
In addition, the alternatives of interest and the criteria used in the analysis and development
for the selection were identified.

 

Figure 3. Hierarchical site selection analysis tree for OTEC technology.
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2.5. Sea Surface Temperatures (SST)

The SST is closely related to the operationality of OTEC systems. Within the Rankine
cycle, the evaporating agent of this technology will be the warm seawater in which a
temperature of about 26 ◦C is necessary to reach the expected efficiency [3,30]. Therefore, it
is necessary to evaluate whether the alternatives of interest record these readings.

These data were considered from the World Ocean Atlas 2018 (WOA18) database. This
is a set of climatological fields of SST, salinity, density, cold water temperatures, distances
to coasts, and in situ bathymetry. For this investigation, the scale of 0.25 × 0.25 degrees
of pressure was used. The coordinates corresponding to the meteorological stations have
been identified for each site. Later, these data were synchronized with the ODV software,
and the respective quantitative values were obtained for each criterion to be considered.

In Figure 4, the annual behavior of the surface temperatures corresponding to the
three selected sites in the Panamanian Pacific can be observed, SST ≈ 26 ◦C was considered,
this being a reference as the adequate SST for OTEC systems to show an efficiency actual
acceptable [18,31].

Figure 4. Panama’s Pacific SST for 2018 obtained from World Ocean Atlas in 2018.

The most negligible temperature anomalies for shorter periods were recorded in Punta
Burica. During this period the SST reached values approximately 31 ◦C being higher al
recommended in his research [3,32]. The SST of Punta Mariato did not reach the maximum
temperatures observed in Punta Burica (31 ◦C), but they were very close 30.90 ± 0.01.
This site shows disturbances that are manifested during March, as shown in Figure 5,
corresponding to the annual anomalies of the SST of Panama’s Pacific coast. The Gulf
of Panama experienced changes in its SST of approximately 3.0 ◦C, corresponding to the
purple color and the PODAAC scale.
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Figure 5. Surface temperature anomalies of the oceanic territory in the Pacific of Panama in
March 2019.

The Sea Surface Temperature Anomalies (SSTA) represent the changes experienced by
the SST greater than the temperature unit in a period. These oscillations experienced by
warm surface waters are directly proportional to the operationality of the OTEC technology
in terms of efficiency and net production [33,34].

In the case of Chepigana, greater differences can be observed; this behavior can be re-
lated to the warm current that emerges from the Gulf of Panama through the process called
EKMAN transport [8,35,36], in which due to the displacement of the water masses product
of the winds and the Coriolis effect, the cold deep waters rise and emerge on the surface.
These phenomena manifest themselves during the March reflecting SST ≈ 23 ± 0.001 ◦C.

Since this value was lower than the recommended in the literature [3,15,29], this site
was considered less attractive. Figure 6 shows the anomalies corresponding to the SST of
the Panamanian Caribbean. This scenario shows better stability in STT anomalies than
those observed in the Pacific.

 

Figure 6. Anomalies of the surface temperature of the Oceanic territory in the Caribbean of Panama
in the year 2018. Obtained from World Ocean Atlas in 2018.

348



Energies 2022, 15, 3077

For this case, other indicators or variables should be considered that allow justify-
ing which of the three sites hold the most significant thermal potential considering the
operationality of the OTEC system since this Panamanian Caribbean scenario projects
insignificant discrepancies. Figure 7 shows the SST of the sites with the greatest potential
in the Caribbean and Pacific region of Panama and their respective disturbances and shows
the minimum 25.35 ± 1.07 ◦C and maximum 31.20 ± 1.07 ◦C annual SST values.

Figure 7. Surface temperature anomalies of the territory of Panama in 2018.

As shown in Figure 4, Punta Burica reaches less than 26 ◦C during a short period
during December; however, the temperature remained above this reading from that month.
The difference in these variables between these two sites is not considered from a quantita-
tive point of view. Therefore, it would be necessary to consider other variables to select a
site with the best conditions to implement OTEC technology.

Figure 8 presents the disturbances corresponding to the SST of Punta Burica in the
Pacific of Panama during the years 2016–2018. When comparing the anomalies shown
by the SST between these years, during the period between November 2016 and the
beginning of December 2016, a cooling below 26 ◦C was identified. When evaluating the
remaining disturbances, these reflected temperatures seemed suitable for implementing
OTEC technology.

Figure 8. Disturbances of surface water temperatures (SST) in Punta Burica during the years
2016–2018.
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2.6. Temperatures of Cold Sea Waters (SST) and Depth

The variable temperatures of cold waters of the deep sea are directly linked to depth.
For the operationality of OTEC systems, waters with temperatures of approximately 4–5 ◦C
needed and these are housed at depths on average between 700–1000 m [1,11,37,38]. In
previous research such as OTEC Alternative for the Electric Power Generation in Panama,
we can observe the bathymetric map of Panama and identify where these waters are
housed [5].

In the particular case of implementing this technology in order to generate electric-
ity, pumping systems consume approximately three-quarters of the production of the
design [15,30,39]. Therefore, if the site of interest hosts cold waters at depths greater than
those recommended [1,31], the system will have to overcome a greater hydrostatic force
in the suction line; thus, the consumption by the pumping system will increase, and the
net production of the system will be reduced, which could reduce the sustainability of
the system [1,15,40,41]. Figures 9 and 10 show that the thermoclines for Punta Burica in
the Pacific and El Porvenir in the Caribbean Sea, respectively, can be observed for five
annual periods.

After considering the respective measurements in Figures 9 and 10, it is possible
to justify if there is a directly proportional relationship between the criterion cold water
temperatures and depth. In addition, this relationship is linked to the net production of the
system [15,42].

Figure 10 shows how in the oceanic scenario in Punta Burica, cold waters can be found
at 1200 m. However, these temperatures are housed at a depth greater than 1500 m for the
case corresponding to El Porvenir. For both scenarios, the results projected during the five
annual periods are observed, depicting similar values, which indicates the stability of the
resource during each period that could guarantee the continuous and stable operationality
of OTEC.

Figure 9. Punta Burica Thermocline 82.875◦ W, 7.875◦ N.
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Figure 10. El Porvenir Thermocline 79.125◦ W, 9.875◦ N.

In addition, it can be observed that after reaching 4 ◦C in deep-sea waters achieving
a unit of increase of this criterion per unit length of depth becomes linear; therefore, it is
more complex and less attractive from a production point of view.

These criteria are related to technical, environmental, structural, operational, and
economic aspects, raising the complexity of ensuring the proper selection of a site for OTEC.
Figure 11 reflects the relationship between temperature differential and depth, where
the cold waters of the deep sea are housed. These are used by OTEC technology in its
condensation system.

El Porvenir hosts cold waters at 1000 m, where these waters have measurements of
5.1 ◦C, considering that the lowest sea surface water temperature recorded in the 2018
period was 20.97 ◦C; this site showed a temperature difference of 21.77 ◦C. If the variables
corresponding to Punta Burica are considered and then compared with El Porvenir, it is
observed that proper cold waters that ensure OTEC’s functionality are reached at greater
depths in this site. However, this site shows greater potential in its surface scenario.

Identifying which site is the most suitable for OTEC involves considering other vari-
ables such as the depth of cold water. In El Porvenir it is greater than in Punta Burica,
which affects the amount of energy that the cold-water pump must be supplied to the
condensation system. Both sites comply with the recommendations [3,32].

In Figure 12, the bathymetric variables corresponding to Punta Burica are depicted.
The figures also depict the location of the data collection point, and the corresponding
thermocline can also be observed. The temperature profiles under study are projected and
their variation along with the distance to the coast. A stable scenario is projected for this
site with favorable temperatures for OTEC technology.
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Figure 11. Bathymetric variables corresponding to El Porvenir 79.125◦ W, 9.875◦ N.

Figure 12. Bathymetric variables corresponding to Punta Burica.
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2.7. Thermal and Absolute Efficiency

For thermal performance, two criteria are considered in this study: thermal efficiency
and absolute efficiency. In the case of OTEC efficiency, whether the energy resource can be
used or not depends largely on the efficiency of OTEC, which can be estimated by the ideal
Rankine cycle, by the Equation (12) [30,43]:

η =
TW − TC
2(TW)

(12)

where η: ORC efficiency. TW : Absolute warm water temperatures at a depth of 20 m. TC:
Absolute coldwater temperature at a depth of 700–1000 m. It is considered that certain
losses induce the reduction of the production of electrical energy. This a gross OTEC
efficiency (∂, in%) [14,44] can be described as:

∂ = ηt
ΔT

2(TW)
= ηt

(Tw − Tc)

2(TW)
(13)

where ∂: gross efficiency of the OTEC system. ηt: efficiency of the turbogenerator or turbine.

3. Application of the AHP Method

3.1. Thermal and Absolute Efficiency

Implementing OTEC technology currently faces various challenges in its low efficien-
cies and absence of legislation that regulates its implementation. However, there is another
issue of interest for the sustainable implementation of OTEC. The appropriate selection
for the installation of an OTEC plant aims to guarantee its sustainable operationality. This
theme addresses environmental aspects, operational sustainability, legislation, and the Sus-
tainable Development Goals (SDGs), which represent quantitative and qualitative aspects
that directly affect the justification for selecting the OTEC site.

After evaluating the oceanic scenario of Panama, considering three sites of the Pana-
manian Caribbean and the Panamanian Pacific, the following research question arises:

What is the most appropriate site for the installation of the OTEC plant?
This topic was categorized as a particular case study MCD-AHP. Therefore, the con-

siderations involving the problem under study were identified:

- Technical analysis of the thermal potential that is hosted in each site of interest was
proposed; these sites are the alternatives in our AHP.

- Only quantitative variables were considered.
- The quantitative variables were evaluated in three annual periods corresponding by

using ODV software.
- Different depths shall be considered for the above measurements.
- Decision-making was carried out considering state of the art.
- The SAATY table was used to establish the quantitative importance of each indicator

and alternative.
- Qualitative variables for this case were not considered.
- Only the criteria were considered; the sub-criterion for this case is not considered due

to the lack of information in our panorama.

In Table 3, the alternatives for OTEC installation were considered with their respective
criteria. These were identified, accounting for the previous review where specific global
criteria that address the problem were identified; in addition, the values were justified
using ODV.
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Table 3. Corresponding criteria for each site are considered as an alternative for the installation of
OTEC in Panama.

Alternatives.

Criteria or Indicators

Sea Surface
Temperatures (◦C)

Cold Water Temperatures
(◦C @ 900 m)

Distance to
Coastline (km)

Thermal
Efficiency (%)

Gross
Efficiency (%)

Punta Burica (S1) 29.09 ± 1.07 5.18 ± 0.10 32.069 ± 0.10 0.0396 0.3699
Punta Mariato(S2) 28.07 ± 0.99 5.16 ± 0.10 30.900 ± 0.10 0.0384 0.3679
Chepigana (S3) 27.71 ± 1.20 5.02 ± 0.10 30.000 ± 0.10 0.0377 0.3685
Colon Island (S4) 28.42 ± 0.94 5.48 ± 0.10 30.150 ± 0.10 0.0381 0.3632
Colovébora (S5) 28.22 ± 0.97 6.55 ± 0.10 30.450 ± 0.10 0.0360 0.3456
El Porvenir (S6) 28.20 ± 0.80 5.54 ± 0.10 29.700 ± 0.10 0.0376 0.3616

3.2. Prioritization

Table 4 shows the priorities corresponding to each criterion identified and considered
in the MCD-AHP for the appropriate selection of the site. The quantitative value assigned
to each criterion was justified using the Saaty table, and the priority of each of these is
based on its relevance in the operationality of the system addressed in state-of-the-art [45].

Table 4. Hierarchy of the criteria is considered an alternative for installing OTEC in Panama for
each site.

Warm Water
Temperature (◦C)

Cold Water Temperatures (◦C
@ 900 m)

Distance to
Coast (km)

Thermal
Efficiency (%)

Gross
Efficiency (%)

1 3 4 2 3

The first criterion considered represents the TSS. This criterion evaluates the consis-
tency of energy generation taking advantage of the oceanic thermal resource since it allows
measuring the temperature difference between warm surface waters and cold waters of the
deep sea. In Table 4, this criterion was assigned the value of 1 because during the process
of developing the matrix of comparison of criteria, regardless of the value assigned for
it at the time of being compared, it will be compared with itself, therefore, it represents
equality [13,46].

Coldwater temperatures represent the second criterion; this allows us to assess the
temperature differentials between sea waters. It was therefore considered moderately
preferable (3). When analyzing ec.1, it is evident that the value of the OTEC efficiency
is proportional to the increase in the temperature difference between surface and deep
waters [47]. In addition, there is a sub-criterion linked to this, representing the distance
or depth where the cold waters of the deep sea are housed. This criterion depends on the
increase in the hydrostatic load in the suction line and, therefore, the power needed for the
condensation circuit pump, consequently the OTEC plant’s net production.

The third indicator or criterion is the distances to coastlines, the magnitude of this
criterion is directly proportional to the thermal energy housed per unit area. Therefore,
it was considered between moderate and strongly preferable (4). This indicator allows
estimating the operational consistency of OTEC [14,16]. In addition, this criterion represents
a cost in the design of an Offshore flat, since it demands cables to transport the energy
resource produced to the supply network located on land, it is important to mention that
for this type of installation, it is necessary to contemplate the energy losses per unit length
in the energy transport cable and the costs generated by the transport of personnel.

Thermal efficiency represents the fourth indicator. It is related to the thermal potential
housed in the area of interest, as OTEC shows low efficiencies for this indicator, it was
assigned a value of (2) that represents between equal and moderately preferable. In
addition, this indicator allows to evaluate the consistency of the operationality of the OTEC
plant [16,21].
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Gross efficiency represents the fifth indicator. This allows us to consider the losses in
OTEC production since it contemplates for this analysis the efficiency of the turbine [31,44].
For this case, it was assigned a weighting of 3, which is moderately preferable with respect
to the other criteria.

Note that this process arises from quantitative values of each variable of interest in
each alternative. After this, we proceed to carry out a priority establishment analysis, where
this process is clearly subjective to the knowledge and experience of decision-makers and
finally identify the importance of each criterion.

3.3. Paired Comparisons and Paired Comparison Matrix

In Table 5 the matrix of the results of the paired comparison can be observed.

Table 5. Paired criteria comparison matrix.

CRITERIA
Warm Water

Temperature (◦C)
Cold Water Temperatures

(◦C @ 900 m)
Distance to
Coast (km)

Thermal
Efficiency (%)

Gross
Efficiency (%)

Water temperature quality (◦C) 1 3 4 2 3
Cold water temperatures

(◦C @ 900 mts) 1/3 1 4 1/2 3

Distance to coast (km) 1/4 1/4 1 1/4 1/4
Thermal efficiency (%) 1/2 2 4 1 2

Gross efficiency (%) 1/3 1/3 4 1/2 1

3.4. Synthesis

In Table 6 are the results corresponding to the synthesis or normalized matrix. These
data represent the result corresponding to the procedure for establishing the approximation
of the priorities of each alternative.

Table 6. Synthesis matrix used to calculate the weighting vector from the criteria comparison matrix.

Standardized Matrix Weighting

0.41379 0.45570 0.23529 0.47059 0.32432 0.3799
0.13793 0.15190 0.23529 0.11765 0.32432 0.1934
0.10345 0.03797 0.05882 0.05882 0.02703 0.0572
0.20690 0.30380 0.23529 0.23529 0.21622 0.2395
0.13793 0.05063 0.23529 0.11765 0.10811 0.1299

3.5. Priority Matrix and Consistency

Table 7 presents the overall priority corresponding to each decision alternative that is
summarized in the column vector.

Table 7. Random consistency indices corresponding to the sample size.

Number of Items to be Compared 1 2 3 4 5 6 7 8 9 10

Random Consistency Index (IA) 0 0 0.58 0.89 1.11 1.24 1.32 1.40 1.45 1.49

4. Results

4.1. Prioritization Warm Water Temperatures (◦C)

Considering the TSS criterion, Figure 13 shows the prioritization of this indicator with
respect to each alternative under study. From the results obtained, we can say that the best
alternative identified under this consideration is site number one (Punta Burica).
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Figure 13. Prioritization percentages for the criterion: Temperatures of warm sea waters correspond-
ing to each alternative.

The TSS is directly linked to the thermal efficiency of the OTEC system since the
efficiency of the OTEC system is dependent on the temperature of warm waters, as shown
in Equation (1). Therefore, the sustainability in operation of an OTEC Plant is intimately
linked to the disturbances experienced by TSS.

Punta Burica showed the highest percentage of prioritization, 33.35% with respect
to the other sites or alternatives, whereas site three (Chepigana) achieved the minimum
value of 10.92% for this comparison. These data attained an error rate of approximately 8%,
which provided reliability in the results for the prioritization of SST.

4.2. Prioritization Distance to the Coastline (km)

The distance to coast criterion denotes a determining variable in site selection since
considerable lengths of power lines are needed to transport the energy produced by OTEC
to the grid on land.

This criterion can also be categorized as one of the techno-economic aspects of OTEC
since it considers maintenance costs, energy transport lines, and continuous transport of
labor personnel, the higher this variable, the greater these preserves will be directly linked.

Figure 14 depicts the results corresponding to the distance to coast criterion priority,
site one (Punta Burica). This shows the minimum percentage of 10.19% concerning the
other five study sites because it is more distant from the site where the cold waters of the
deep sea are housed. For this case, site six (El Porvenir) shows the highest hierarchy with a
32.88% prioritization, which tells us that only considering this criterion, our best alternative
to implement OTEC would be site six.

Figure 14. Prioritization percentages for the criterion: Distance to the coastline (km), corresponding
for each alternative.
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4.3. Thermal Efficiency Prioritization (%)

OTEC efficiency represents an indicator closely linked to the potential of the oceanic
thermal resource as an energy resource. This can be estimated using the ideal Rankine cycle
using Equation (12).

When considering the criterion or thermal efficiency indicator, site one (Punta Burica)
shows the highest hierarchy with 23.91% regarding the other remaining sites under study.
Although, the difference of this indicator is minimally considered to the rest of the alter-
natives. Figure 15 shows that site six (El Porvenir) is the one that presents the minimum
percentage of 11.17% of hierarchy for this criterion.

Figure 15. Prioritization percentages for the criterion: Thermal Efficiency (%), corresponding for
each alternative.

When considering only this criterion, our less favorable alternative to installing an
efficient OTEC system would be El Porvenir, and the most propitious site would be Punta
Burica, with a prioritization percentage of 23.92%, note that for this case, the error percent-
age is approximately 4%, which projects us a greater reliability in the results obtained.

4.4. Prioritization Gross Efficiency (%)

This indicator considers the turbine’s efficiency, which induces certain losses due to the
continuous use of this element, reducing the production of electrical energy. The analysis
corresponding to this can be seen in Figure 16. As for the evaluation corresponding to the
gross efficiency criterion, considering all the alternatives, the picture is similar for the case
of thermal efficiency, where site one (Punta Burica) presents the highest hierarchy with a
percentage of 25.083% and site three with the minimum registered of 7.067%. These results
reflect an error rate of approximately 4%, giving us reliability of 96% when considering this
criterion individually.

 

Figure 16. Prioritization percentages for the criterion: Gross efficiency (%), corresponding for
each alternative.
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4.5. Prioritization Deep Sea Cold Water Temperatures (◦C)

Finally, considering the temperature criterion of cold water of deep-sea being these pri-
mordial for the condensation system of the OTEC plant. The temperatures of these waters
are intimately linked to thermal efficiency, gross system efficiency and OTEC net power.

Achieving cold water masses from the deep sea directly affects the condensation
system. If these are housed at greater depths, the greater the losses to be overcome in the
suction line. Therefore, the power and consumption corresponding to this pumping system
will increase proportionally.

Figure 17 shows this panorama corresponding to the prioritization of this indicator,
where Punta Burica and site two (Punta Mariato) present the highest percentages of hier-
archy, 24.55%, and 22.76%, respectively, both located in the Pacific Oceanic scenario. Site
three (Chepigana), which is located in the Gulf of Panama, registers a minimum of 6.38%.
For this case, the results show the reliability of approximately 95%.

Figure 17. Prioritization percentages for the criterion: Coldwater temperatures (◦C) corresponding
for each alternative.

The Caribbean sites: Isla Colón, Calovébora, and El Provenir, have hierarchies of
15.751%, 10.285%, and 12.018%, respectively. The Caribbean scenario has warm and cold-
water temperatures more stable during annual periods; however, the necessary cold waters
are more distant from the coasts or mainland.

4.6. Hierarchical Prioritization

Figure 18 presents a summary of the prioritization percentages for each of the criteria
studied in decision-making regarding the selection of the most favorable site for the use
of the oceanic thermal resource in Panama. Here, it can be identified the prioritization of
each corresponding criterion for each alternative; for some of these, the distance to the
coastline criterion has greater prioritization. However, in other alternatives, warm water
temperatures adopt the prioritization to the others.

Figure 18. Prioritization percentages corresponding to each respective criterion of each alternative
for the use of Panama’s oceanic thermal resource.
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Then, when using the MCD-AHP method to evaluate this issue, Punta Burica performs
as the best alternative for using the oceanic thermal resource through the sustainable
implementation of OTEC technologies.

It is important to mention that this alternative turns out to be the most appropriate of
the six without considering the added value induced by the qualitative variables. That is
because there are currently no legislations that allow us to estimate this value in terms of
social and environmental impact.

4.7. Prioritization of Alternatives (Standardized Matrix)

Figure 19 shows the percentages corresponding to the prioritization of our alternatives
with a Critical Radius of 0.054, which is satisfactory, considering the AHP model, which
also justifies the consistency in the paired comparisons made during our analysis. Punta
Burica represents the best technical alternative for installing and executing an OTEC plant
in the open sea.

Figure 19. Alternatives according to the prioritization or importance of each of the categories with
respect to the others.

5. Discussion

After addressing the AHP and identifying the multiple criteria for decision making
(MCD), Punta Burica in the Gulf of Chiriquí in the Pacific of Panama is justified as the best
alternative (96.19%) for the sustainable installation of an OTEC plant. According to the
criteria selected as indicators, this site performs the best in four of the five, apart from the
distance to the coastline.

Each criterion selected was justified under considerations of standards, legislation,
and research corresponding to other countries where this technology is currently imple-
mented to use the oceanic thermal resource. Therefore, the use of this resource will urgently
demand the development of legislation that regulate the implementation of these tech-
nologies in Panamanian territory; in addition, these would allow the development of a
new MCD analysis for site selection where the subjective variables corresponding to the
environmental and social impact that was not included for this analysis will be included
since this information in Panama does not exist. When considering the techno-economic,
social, scientific, commercial, and environmental panorama corresponding to this theme,
the analysis should be carried out considering the variables of a qualitative nature. These
represent an added cost; thus, the site selected in this study as the most appropriate for the
installation and execution of this technology could be affected.

Analyzing TSS in this study proved that the Panamanian oceanic territory presents a
stable annual resource, in which the minimum temperature stated in the literature (26 ◦C),
was achieved for most of the period analyzed. The latter is of great importance because it
provides a notion of sustainability and continuity in energy production. Furthermore, one
can note that the criteria selected are well linked to the actual efficiency and production;
thus, their effects on each site are pretty similar.
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Panama has an oceanic territory with great thermal potential. Its location in the in-
tertropical zone near the terrestrial Equator, with coastal limits in the Caribbean Sea and the
Pacific Ocean, categorizes it as part of the 98 nations with the greatest potential for thermal
energy in its oceanography. Its location in the intertropical zone near the terrestrial Equator,
with coastal limits in the Caribbean Sea and the Pacific Ocean, categorizes it as part of the
98 nations with the greatest potential for thermal energy in its oceanography. However, the
lack of data, research and specialists in this scientific area limits the implementation of this
technology within its territory. In addition, there is currently no legislation that promotes
and regulate the implementation of this technology.

As future work, it is proposed to use census data to measure the impact on the nearest
population to each potential site as an indicator of performance and the effect it could have
on marine life. In addition, with the site selection made, it is intended to carry out a model
and development of a 100 MW system in Punta Burica based on its meteorological data.
Although for this case, some issues such as turbine efficiency, pipes roughness, heat losses,
pressure drops, and other phenomena must be considered. This analysis could give us
an estimate of the performance of an OTEC plant under these conditions, considering the
inherent restrictions.
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Abstract: On-site development of wave energy resources is a promising way to overcome power-
shortage problems on islands. It is necessary to select suitable islands to deploy wave power plants,
which are influenced by multiple factors related to resources, technology, economy, society, and
environment. This study develops a two-stage decision framework to identify feasible islands
and determine priority order based on geographic information systems (GIS) and multicriteria
decision-making (MCDM). In the exclusion stage, unfeasible marine areas are excluded based on
exclusion criteria and feasible island alternatives are identified. In the evaluation stage, alternatives
are evaluated by evaluation criteria using the combined weighting method and the technique for
order of preference by similarity to ideal solution (TOPSIS)-grey relation analysis (GRA) method.
As the combined weighting method is based on the fuzzy group decision-making (GDM)-analytic
hierarchy process (AHP) and the entropy method, it can effectively reduce subjective deviation. The
proposed framework is applied in Shandong Province. It identifies 13 inhabited islands feasible for
constructing wave power plants, among which Daguan, South Changshan, and Xiaoguan are the
optimal ones. Sensitivity analysis is performed to verify the feasibility of the proposed framework.
The results show that it is effective and could provide reference for practical engineering.

Keywords: site selection; GIS; MCDM; wave power plants; island alternatives

1. Introduction

Against the background of rising environmental concerns and the depletion of fossil
energy reserves, renewable energy resources are expected to be an important part of the
world’s future energy supply [1–3]. Marine energy, as a type of renewable energy with
wide distribution, abundant reserves, and broad development prospects, has received
considerable attention in many coastal countries around the world [4,5]. Wave energy is
one of the major forms of marine energy, with strong predictability, high stability, and
significantly higher density than other marine-energy sources [6,7]. Research has shown
that the world’s available wave energy could reach 2 billion kW, equivalent to twice the
current total power generation [8]. At present, the harnessing and exploitation of wave
energy in China is still in the research and development stage. To promote wave energy
development, there has been an urgent push for research on selecting satisfactory wave
power plant sites. Appropriate site selection is the prerequisite for wave energy industri-
alization, and it directly affects electricity-generation capacity and future socioeconomic
benefits [9,10].

At present, the harnessing and exploitation of wave energy is often applied on islands
that are far from the shore [11,12]. Because of the limitations of power-grid access, a large
number of inhabited islands currently face power-shortage problems, which has placed
great constraints on local economic development and population growth [13,14]. With
island development becoming more and more important, the construction of reliable and
affordable island power systems has become an urgent task [15,16]. The local development
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and utilization of wave energy resources around inhabited islands will be a promising
path [17]. Considering the high construction costs of wave power plants, it is necessary
to select feasible islands and determine their prioritization for the deployment of wave
power plants.

Selecting a wave power plant site involves multiple factors related to resources, tech-
nology, economy, society, and environment; it is usually regarded as a complex multi-criteria
decision-making (MCDM) problem. Applying MCDM to site-selection decision-making
can support dealing with multiple, often conflicting criteria in a structured way, allowing
different preferences to be considered. Another excellent tool, geographic information
systems (GIS), can help decision-makers carry out the collection, storage, management,
calculation, analysis, and visualization of geo-referenced data [18]. In previous studies
of renewable-energy site selection, GIS has been frequently combined with MCDM to
form decision-support tools to exclude unsuitable sites based on restrictions or to calculate
site-suitability indexes based on the established criteria system [19–22].

Moreover, some scholars try to carry out research from multi-objective planning, and
the most widely used method is data envelopment analysis (DEA) [23]. DEA is a method-
ology based on linear programming to measure the relative efficiency of homogenous
decision-making units (DMUs) with multiple inputs and multiple outputs [24,25]. Wang
et al. (2022) proposed a combined method based on DEA, Grey Analytic Hierarchy Pro-
cess (G-AHP), and Grey Technique for Order Preference by Similarity to Ideal Solution
(G-TOPSIS) for solar PV power plants site selection, in which DEA was used in the first
phase to select high-efficiency locations based on various measurable criteria [26]. Pambudi
et al. (2019) presented a hierarchical fuzzy data envelopment analysis model for identifying
suitable locations for the construction of wind farms in the Indonesian archipelago [27].
However, in the evaluation process, DEA focuses on economic cost and power generation
efficiency, and can only perform quantitative analysis [28,29]. On the other hand, each
DMU obtains the weights from the most favorable aspect, and it will cause these weights to
be different with different DMUs so that the characteristics of each DMU lack comparability,
and the results obtained in this way may be not reliable.

In terms of energy sources, previous studies of site selection have mainly focused
on solar, onshore wind, and offshore wind power; few, however, have investigated wave
power. To the best knowledge of the authors, there has been no research on site selection
for wave power plants for islands in the existing literature. This is likely because the
harnessing and exploitation of solar and wind energy have entered the development stage
in terms of industrialization and practical use, and wave energy is still in the research
and development stage, or the early stage of industrialization. Therefore, research on site
selection for wave energy is of great significance for making progress in the industrialization
of renewable energy.

A few studies investigating wave power plant site selection have been conducted in
various areas. Ghosh et al. (2016) employed analytic hierarchy process (AHP) to obtain
evaluation criteria weights and then used an artificial neural network to determine a suit-
ability index for wave-energy-conversion device site selection in the UK and Jamaica [30].
Abaei et al. (2017) developed a new site-selection decision method to estimate the expected
utility of different sites for wave power plants in Tasmania; the approach was based on a
Bayesian network model and could be extended to influence diagrams [31]. Vasileiou et al.
(2017) used GIS and AHP to obtain evaluation criteria weights and employed weighted
linear combination (WLC) to determine suitable areas for hybrid offshore wind and wave
energy systems in Greece [32]. Gradden et al. (2016) proposed a GIS-based approach for the
site selection of hybrid wind and wave energy platforms along the Atlantic-facing coasts
of Europe [33]. Shao et al. (2020) employed GIS, AHP, and WLC methods to calculate a
suitability index and drew a suitability map for constructing wave energy power stations in
Qingdao, China [34]. Nobre et al. (2009) proposed a framework based on a combination of
reclassification and weighting procedures in a GIS environment. In that framework, expert
experience and WLC were applied to determine suitability for wave farm deployment in
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an area off the southwest coast of Portugal [35]. Flocard et al. (2016) determined crite-
ria weights based on expert experience and obtained a suitability index for wave energy
converter site selection using WLC [36].

The literature review reveals that a few studies have undertaken large-scale site
selection for wave power plants based on a combination of GIS and MCDM methods.
Those studies have primarily been limited to obtaining regional suitability indexes or
classes for wave development. It appears, however, that no studies have considered
small-scale site selection to determine the priority order of feasible site alternatives. Yet,
large-scale and small-scale site selection are both essential components of research on
site-selection decision-making. Moreover, in previous studies, criteria weighting and
alternatives evaluation have been regarded as two core and troublesome stages that affect
the decision results. Some researchers have done effective work on these two stages;
nevertheless, certain problems remain to be solved, as outlined below.

(1) In published studies, AHP is the most common weighting method [37]. As a subjec-
tive weighting method, AHP relies on experts’ subjective judgment to give a comparative
matrix and determine criteria weights. However, the process has difficulty on avoiding
subjective deviations caused by factors such as insufficient expert knowledge or experience,
which affect the reliability of the weighting results.

To reduce subjective deviations and improve reliability, some researchers have at-
tempted to improve traditional AHP by integrating it with other approaches. Integrating
fuzzy theory with AHP can determine criteria weights by considering fuzzy linguistic vari-
ables from decision-makers. Sánchez-Lozano et al. expressed expert-group opinions using
triangular fuzzy numbers (TFNs) and then used them in the AHP method [38]. Ayodele
et al. proposed interval type-2 fuzzy AHP, which reduces uncertainty in decision-making
processes [39,40]. A few researchers have combined subjective and objective weighting
methods to determine criteria weights; this approach can not only consider subjective
expert judgment but also reflect information in the data itself [41].

(2) Currently, the alternative evaluation methods in wave energy site selection research
are mainly limited to WLC. WLC is a classical, simple, straightforward MCDM method.
In recent years, it has been popularized and applied to many decision-making problems.
However, it has also been criticized because its mathematical model is not sufficiently clear.
Accordingly, many MCDM methods have been proposed and employed. Among them,
TOPSIS (technique for order preference by similarity to an ideal solution), which has a clear
mathematical model, is generally considered to be the most scientific and convenient one.
Currently, this method has been used in several studies of solar energy site selection and
wind energy site selection, but never been used in the field of wave energy site selection.

Sánchez-Lozano et al., used traditional TOPSIS to assess alternatives for solar power
plants [42]. Several researchers used fuzzy TOPSIS to evaluate alternatives [43–47]. Fang
et al. proposed an extended TOPSIS method to rank the order of photovoltaic power
plant sites [43]. Sánchez-Lozano employed two different MCDM methods, TOPSIS and
Elimination and Choice Expressing the Reality TRI (ELECTRE-TRI), to evaluate and classify
suitable locations for solar farms; that study also examined the differences and similarities
between the two methods [44].

Despite the popularity and application of TOPSIS, it still has some limitations and
needs to be improved. In alternative evaluation, the classical TOPSIS method only considers
the distances to the best and worst ideals while ignoring other dimensions.

This study develops a two-stage decision framework based on GIS and MCDM for wave
power plant site selection for islands, and applies it in Shandong, China. The framework
solves the aforementioned problems and its innovation lies in the following aspects:

(1) It includes both large-scale site selection and small-scale site selection. The first
stage aims to exclude unfeasible marine areas and identity island alternatives for
constructing wave power plants. The second stage aims to evaluate island alternatives
to determine priority order.
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(2) A combined weighting method is proposed to determine criteria weights, based on a
combination of subjective and objective weighting methods. The subjective weighting
method consists of fuzzy theory, AHP, and group decision-making (GDM). The
objective weighting method employs the entropy method, which handles information
from an objective standpoint. The proposed weighting method avoids subjective bias
and improves the accuracy of the results; meanwhile, it overcomes the shortcomings
of single subjective or objective weighting methods.

(3) An integrated TOPSIS-GRA (grey relation analysis) approach is proposed for alterna-
tive evaluation of wave power plant locations. In this approach, the distance used in
the TOPSIS method is employed to represent the position similarity between alter-
natives. The grey relational grade used in GRA is mainly employed to describe the
shape similarity between alternatives.

The rest of this paper is organized as follows. Section 2 establishes a criteria system for
site selection, including exclusion and evaluation criteria. Section 3 presents the decision
framework for site selection and introduces GIS, the combined weighting method, and
TOPSIS-GRA. Section 4 presents a case study of Shandong Province to identify the suitable
islands for the siting of wave power plants; sensitivity analysis is performed as well. Finally,
the conclusions and outlook are presented in Section 5.

2. Criteria System

The site selection of wave power plants for islands is influenced by plenty of factors.
After studying much research on site selection decision making and consulting experts,
exclusion and evaluation criteria for wave power plant site selection are confirmed as
follows; detailed data sources are provided in Section 4.1.

2.1. Exclusion Criteria

To exclude islands unsuitable for wave energy development, exclusion criteria are
established based on the existing literature, the actual situation of the islands, and expert
opinions. These criteria take technical, economic, social, and environmental factors into
consideration.

2.1.1. Marine Ecological Red Line

To maintain marine ecological health and security, China has designated important
marine ecological function areas as key control areas; these are called “marine ecological
red line” (MERL). All development activities that might affect ecosystems are prohibited or
restricted in MERL areas [48]. Considering these restrictions and environmental factors,
areas covered by MERL are excluded for wave energy development.

2.1.2. Wave Power Density

Wave power density (WPD) is an important technical criterion for evaluating wave
energy resources considering both wave height and wave period. As an exclusion criterion,
the lowest WPD value should meet the technical feasibility requirements of wave-energy-
generation devices.

2.1.3. Water Depth

For economic and technical reasons, water depth (WD) imposes many space restric-
tions on wave power plants site selection. The type and installation method of wave energy
generation devices and cost-related issues (e.g., wiring, operating, and maintenance costs)
are all affected by WD [49,50].

2.2. Evaluation Criteria

To determine the preference order of islands, 14 evaluation criteria related to resource,
natural, economic, social and environmental factors are identified to evaluate island alter-
natives. Table 1 presents the classifications of evaluation criteria.
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Table 1. Evaluation criteria.

First-Level Criteria Second-Level Criteria Benefit/Cost Qualitative/Quantitative

Resource criteria
Wave power density (WPD)

(kW/m) B Quantitative

Wave height (WH) (m) B Quantitative

Natural criteria

Seabed geology (SG) B Qualitative
Water depth (WD) (m) C Quantitative
Coastal erosion (CE) C Qualitative

Geological disaster (GD) C Qualitative

Economic criteria
Distance from the shore (DS) (m) C Quantitative
Distance from the port (DP) (m) C Quantitative

Population served (PS) B Quantitative

Social/environmental criteria

Fishing potential (FP) C Qualitative
Tourism potential (TP) C Qualitative
Shipping density (SD) C Qualitative

Policy encouragement (PE) B Qualitative
Electricity demand (ED) B Qualitative

2.2.1. Resource Criteria

Resource conditions are critical for the economic viability and technical feasibility of
wave power plants. WPD and wave height are both benefit criteria, and they are important
resource criteria for wave energy resource evaluation [32–36]. These two criteria are used
to describe how much wave energy is available for wave-energy generation at a site. The
greater the WPD and wave height, the more suitable it is for wave energy development.

2.2.2. Natural Criteria

Natural criteria affect the construction and operation of wave power plants for islands,
including WD, seabed geology, coastal erosion, and geological disaster. Seabed geology is a
benefit criterion, while WD, coastal erosion, and geological disaster are cost criteria. WD
limits the type and placement of wave energy generation devices. Installing wave energy
generation devices in areas with a large WD will increase foundation costs and technical
difficulties [30,32,33]. Seabed geology affects the installation of energy generation devices
and submarine cables [49,51,52]. It is very valuable for selecting a suitable seabed geology
for installing wave energy generation devices. After that, a developer can determine the
appropriate slope, installation location, and connection route to the coast for installation.
Coastal erosion indicates the soil erosion of a near-shore beach zone [30,52,53]. Installing
wave energy generation devices around areas with severe coastal erosion will increase the
difficulty of construction and reduce the stability of power generation. Geological disaster
refers to the frequency of geological disasters around the island; areas with a high frequency
of geological disaster are not suitable for constructing wave-energy power plants [52].

2.2.3. Economic Criteria

Economic criteria affect the construction and operation costs of wave power plants.
They include distance from the shore, distance from the port, and population served.
Distance from the shore and distance from the port are cost criteria, and population served
is a benefit criterion. Distance from the shore is related to operation and maintenance
costs; being far from the shore increases the cost of maintaining wave energy generation
devices [32–34]. Distance from the port affects construction and installation costs; areas
close to ports are better for constructing wave power plants because the related costs will
be comparatively low [32,33,35,36]. Population served refers to the population of the island
served by the wave power plant [32]. It reflects the number of potential energy consumers;
the larger the population served, the more urgent the power demand of the island.
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2.2.4. Social/Environmental Criteria

Wave power plants may affect social benefits and environmental conditions around
islands. Social/environmental criteria include fishing potential, tourism potential, shipping
density, policy encouragement, and electricity demand. Fishing potential, tourism potential,
and shipping density are cost criteria; policy encouragement and electricity demand are
benefit criteria. Areas with high fishing potential and tourism potential are less suitable for
wave energy development. Constructing wave power plants in areas with good fishing
potential will affect the normal economic activities of island residents [36,54] Meanwhile,
wave-energy-generation devices also cause visual and noise disturbances for tourists,
which will affect the economic benefits of local tourism [30,55,56]. The deployment of
wave-energy-generation devices should not disturb primary shipping routes since the
probability of collision with the devices will increase [30,32,33,36]. Policy encouragement
is important for achieving a successful, long-lasting wave power plant since a reliable
institutional policy framework can promote constructing wave power plants [47,57,58].
The island population, infrastructure construction, distance from the shore, and current
energy supply situation determine the island’s power demand [59–61]. The greater the
demand for power, the more urgent the need for construction.

After quantifying the above qualitative criteria through reclassification, vector nor-
malization (VN) is further employed to normalize all criteria values. The purpose of
normalization is to eliminate differences between attributes in dimensionality and order
of magnitude. Normalization can affect the decision result by affecting the diversity of
attribute data (DAD) [62]. VN does not change DAD and is considered to be the best
normalization method for TOPSIS. The formula for VN is

x∗ij =
xij√

∑m
i=1 x2

ij

, (i = 1, . . . , m, j = 1, . . . , n). (1)

where xij represents the attribute value of ith alternative against jth criterion, x∗ij represents
the normalized attribute value, m represents the number of alternatives, and n represents
the number of criteria.

3. Methodology

3.1. Decision Framework for Site Selection

The decision-making process for site selection consists of two stages: exclusion stage
and evaluation stage. Figure 1 shows the decision-making framework.

Stage 1: Exclusion stage

This stage aims to exclude unfeasible marine areas and identify feasible islands
through exclusion criteria sets. GIS is introduced in this stage to handle spatial data.
In this study, GIS datasets for MERL, WPD, WD are established, each dataset can generate
a thematic map. By superimposing these maps, unfeasible marine areas and feasible island
alternatives are identified.

Stage 2: Evaluation stage

To rank island alternatives, MCDM methods are employed in this stage. After iden-
tifying feasible islands in the study area, the island alternatives are evaluated based on
14 evaluation criteria using the combined weighting method and TOPSIS-GRA. Criteria
weights are obtained by the combined weighting method, including fuzzy GDM-AHP
and entropy method. After obtaining the criteria weights, TOPSIS-GRA is used to rank
the islands.
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Figure 1. Decision-making framework for site selection.

3.2. GIS

GIS is an information system used to deal with data, maps, and spatial information [63].
GIS tools can support planning and decision making in site-selection problems [64–67].
In this study, GIS is used to exclude unfeasible marine areas by three exclusion criteria
related to economic, technical, and social constraints. Inverse distance weighted (IDW)
interpolation and Euclidean distance in GIS are used to obtain 100 m × 100 m raster datasets
of WPD, WD. After obtaining the raster data of the exclusion criteria, the Boolean overlay
operation is employed in the overlay analysis in GIS to exclude unfeasible areas. After that,
islands feasible for constructing wave power plants are identified for subsequent study.

3.3. Combined Weighting Method

In total, 4 first-level criteria and 14 s-level criteria are set for site selection. Fuzzy
GDM-AHP is used for the determination of first-level criteria weights. The entropy method
is utilized to determine second-level criteria weights.

3.3.1. Fuzzy GDM-AHP

AHP is a well-known MCDM method invented by Saaty as a decision-making tool;
it is widely used for its simple calculation process and straightforward theory [68]. Tradi-
tional AHP has some shortcomings, such as subjective deviations, insufficient reliability,
and an inability to reflect human thinking processes. To overcome these shortcomings,
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fuzzy set theory and GDM theory are introduced into AHP to determine the first-level
criteria weights.

Fuzzy set theory was introduced by Zadeh to deal with vague, imprecise, and un-
certain problems [69]. Fuzzy decision-making is a rational decision-making method that
considers human subjectivity. In a fuzzy environment, linguistic variables are transformed
into TFNs, which take the ambiguity and uncertainty of expert judgment into account [70].
By integrating TFNs into AHP, decision-making processes can be described more accurately.

Expert judgment is the most important part of the AHP method. To reduce the bias of
individual expert evaluation and make the evaluation results more objective, GDM theory
is introduced into the calculation of evaluation criteria weights [71]. By selecting experts
from different fields and empowering them according to their importance, the advantages
of expert judgment can be maximized, and the accuracy and reliability of results can be
improved [72].

The process of calculating evaluation criteria weights through fuzzy GDM-AHP is as
follows [73]:

(1) Establish a fuzzy pairwise comparison matrix:

Let F = [ckv]n×n be the matrix for n criteria against the goal. ckv is a fuzzy set
representing the relative importance of criterion k over v. Then, assume ckv = 1

cvk
.

Figure 2 shows the possible assessment values of ckv in the pairwise comparison
matrix, represented as TFNs [74].

Figure 2. Degree of influence and corresponding TFNs for expert assessment.

(2) Synthesize judgements using GDM:

There are t experts forming an expert set E = {E1, E2, ··, Et}; the weights of experts are

{e1, e2, · · · , et}. Let c(t)kv =
(

l(t)kv , m(t)
kv , u(t)

kv

)
be a TFN representing the relative importance of

ck over cv judged by DMt. After GDM, let ckv = (lkv, mkv, ukv) be the aggregated relative
importance of ck over cv judged by all experts. ckv can be calculated as follows:

lkv = l(1)kv
e1 l(2)kv

e2 · · · l(t)kv
et ; (2)

mkv = m(1)
kv

e1 m(2)
kv

e2 · · · m(t)
kv

et ; (3)

ukv = u(1)
kv

e1 u(2)
kv

e2 · · · u(t)
kv

et . (4)

(3) Calculate the fuzzy weights of the criteria:
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The geometric normalized average method can be used to calculate the fuzzy weights
of criteria. Where the values are fuzzy, not crisp, the weight vector will be achieved through
the following formula:

(wlk, wmk, wuk) =
(∏n

v=1(lkv, mkv, ukv))
1/n

∑n
k=1 (∏

n
v=1(lkv, mkv, ukv))

1/n , (5)

where (wlk, wmk, wuk) is the fuzzy weight of the k-th criterion.

(4) Defuzzify the fuzzy weights:

Fuzzy sets are difficult to compare directly because they are partially ordered rather
than linear or strictly ordered crisp values. So, we defuzzify the obtained weights to
calculate the crisp value of each criterion weight as follows:

wFCk =
wlk + 4wmk + wuk

6
. (6)

where wFCk is the crisp weight of the k-th first-level criterion.

3.3.2. Entropy Method

The entropy method is used to calculate criteria weights according to the size and
difference degree of the value of the sample data [75,76]. The larger the entropy, the smaller
the influence of the evaluation criterion on decision-making; that is, the weight of the
criterion is smaller. The process for calculating the weight of the evaluation criteria by the
entropy method is as follows:

(1) Normalize the decision matrix:

Different criteria can be of different scales. A given decision matrix should first be
transformed into a dimensionless space via

pij =
xij

∑m
i=1 xij

(i = 1, 2, · · ·, m; j = 1, 2, · · ·, n), (7)

where pij is the probability of the j-th criteria in the i-th alternative.

(2) Calculate the entropy of the j-th criteria:

Ej = −K ∑m
i=1 pij ln pij, (8)

K =
1

ln m
, (9)

where Ej is the entropy of the j-th criteria, and K is the coefficient.

(3) Calculation of objective weights:

wSCj =
1 − Ej

∑n
j=1

(
1 − Ej

) . (10)

where wSCj is the weight of the j-th second-level criterion.

3.3.3. Combined Algorithm

To obtain the criteria weights for site selection, a combined weighting algorithm is
proposed, which is to solve the weights of the first- and second-level criteria respectively.
The first-level criteria weights are calculated by fuzzy GDM-AHP, the second-level criteria
weights are calculated by the entropy method, and the combined weight is calculated by
the following:

w∗
Cj = wFCk·wSCj(k). (11)
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where w∗
Cj is the combined weight of the j-th criterion, wFCk is the weight of the k-th first-

level criterion, and wSCj(k) is the weight of the j-th second-level criterion under the k-th
first-level criterion.

3.4. TOPSIS-GRA

This study proposes a novel hybrid method integrating TOPSIS and GRA to obtain
the optimal site for a wave power plant.

TOPSIS method, first developed by Hwang and Yoon [77], is commonly used for
addressing the rank issue. The basic idea of TOPSIS is that the best decision is the one that
is closest to the ideal situation and farthest from the non-ideal situation. Although TOPSIS
is widely used in many fields, it has some shortcomings. TOPSIS introduces two reference
points and ranks alternatives by comparing the distances from alternatives to these points.
It can express the position similarity between alternatives, but it does not consider the shape
similarity between the alternatives. The GRA method was originally developed by Deng
and is suitable for making decisions in multiple-attribute situations [78]. The limitation
of TOPSIS can be overcome by the grey relation coefficient of the GRA model [79,80]. The
combination of TOPSIS and GRA measures the relations among alternatives based on the
degree of similarity or difference in both the position and shape of the alternatives.

The process for TOPSIS-GRA is as follows:

(1) Calculate the weighted normalized decision matrix:

vij = w∗
Cj·x∗ij(i = 1, 2, · · ·, m; j = 1, 2, · · ·, n), (12)

V =
(
vij

)
m×n =

⎡⎢⎢⎢⎣
v11 v12 . . . v1n
v21 v22 . . . v2n

...
...

. . .
...

vm1 vm2 . . . vmn

⎤⎥⎥⎥⎦, (13)

where vij denotes the weighted normalized criterion value of the j-th criterion in the i-th
alternative.

(2) Determine the positive ideal solutions (A+) and negative ideal solutions (A−):

A+ =
{

v+1 , . . . , v+n
}
=

{(
max

i
vij, j ∈ J

)(
min

i
vij, j ∈ J′

)}
, (i = 1, . . . , m), (14)

A− =
{

v−1 , . . . , v−n
}
=

{(
min

i
vij, j ∈ J

)(
max

i
vij, j ∈ J′

)}
, (i = 1, . . . , m

)
, (15)

where J and J′ refer to the benefit criteria set and cost criteria set, respectively.

(3) Calculate the Euclidean distance d+i and d−i of each alternative from positive ideal
solutions (PIS) and negative ideal solutions (NIS):

d+i =

√
∑n

j=1

(
vij − v+j

)2
, (i = 1, . . . , m), (16)

d−i =

√
∑n

j=1

(
vij − v−j

)2
, (i = 1, . . . , m), (17)

where d+i is the distance from alternative i to PIS, and d−i is the distance from alternative i
to NIS.
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(4) Calculate the grey relational coefficients:

Based on the weighted normalized decision matrix, the grey relational coefficient
between the i-th alternative and the PIS with respect to the j-th criterion is calculated as
follows:

r+ij =

min
i

min
j

∣∣∣vij − v+j
∣∣∣ + ρ

max
i

max
j

∣∣∣vij − v+j
∣∣∣∣∣∣vij − v+j

∣∣∣ + ρ
max

i
max

j

∣∣∣vij − v+j
∣∣∣ , (18)

R+ =
[
r+ij

]
m×n

, (19)

where ρ is the distinguishing coefficient, and R+ is the grey relational coefficient matrix
with PIS. In this study, the distinguishing coefficient is set as 0.5.

Similarly, the grey relational coefficient between the i-th alternative and the NIS with
respect to the j-th criterion can be obtained as follows:

r−ij =

min
i

min
j

∣∣∣vij − v−j
∣∣∣ + ρ

max
i

max
j

∣∣∣vij − v−j
∣∣∣∣∣∣vij − v−j

∣∣∣ + ρ
max

i
max

j

∣∣∣vij − v−j
∣∣∣ , (20)

R− =
[
r−ij

]
m×n

, (21)

where R− is the grey relational coefficient matrix with NIS.

(5) Calculate the grey relational grade:

The grey relational grade is used for the overall evaluation of alternatives depending
on all criteria. It is defined as the average value of relational coefficients at different criteria.
For the i-th alternative, the grey relational grades from PIS and NIS are given as follows:

g+i =
1
n ∑n

j=1 r+ij ; (22)

g−i =
1
n ∑n

j=1 r−ij . (23)

(6) Calculate a new relational grade:

Normalize the Euclidean distances and grey relational grades obtained from Equations
(5) and (7), as follows:

D+
i =

d+i
maxd+i

, D−
i =

d−i
maxd−i

, G+
i =

g+i
maxg+i

, G−
i =

g−i
maxg−i

; (24)

S+
i = αD−

i + βG+
i ; (25)

S−
i = αD+

i + βG−
i . (26)

Among them, the larger the values of D−
i and G+

i , the closer the alternative is to the
positive ideal solution in position and shape. The larger the values of D+

i and G−
i , the

closer the alternative is to the negative ideal solution in position and shape. In the above
formulas, α and β are the weights of position and shape, respectively, in the calculation of
the similarity degree of the alternative and ideal solutions, reflecting the decision-maker’s
preference for position and shape factors. In this study, α and β are both set as 0.5.

The new relational grade is as follows:

Zi =
S+

i
S+

i + S−
i

. (27)
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(7) Rank alternatives according to the values of Zi:

The order of alternatives is ranked according to the value of relative closeness to each
of the alternatives. A greater value of Zi indicates a higher priority in the alternatives.

4. Case Study

4.1. Study Area

In the “Marine Renewable Energy Development Plan” in China, Shandong Province
is positioned as a key area for marine renewable energy development [51,58,81]. It borders
the Bohai Sea and the Yellow Sea, with a coastline of approximately 3345.41 km, rich in
wave energy resources. It has a developed marine economy, and there is a huge demand for
energy due to busy marine activities along the coast. At the same time, Shandong Province
has gathered many powerful marine science research institutes and related enterprises
in China, which is an important condition for the development and utilization of wave
energy [82].

Shandong Province has jurisdiction over 589 islands, among which 32 are inhabited.
Given the distance from the mainland, the economic activities of the inhabited islands
are severely restricted by power dilemmas [83]. In addition, traditional power-generation
modes are costly and cause serious pollution. Clean wave energy can be easily obtained
around islands, which will not cause pollution and can greatly alleviate the power-shortage
problems in the islands [84].

This study investigated site selection for wave power plants for the inhabited islands
of Shandong Province. Based on locations and development conditions, the latitude and
longitude of the study area (Figure 3) are selected from 34◦24′ N to 38◦58′ N and 117◦34′ E
to 123◦37′ E. Considering the requirements for the accuracy of the results, the evaluation
units in the study area are divided into 100 m × 100 m grids. Table 2 shows the data
description and source of each criterion.

Figure 3. Study area.
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Table 2. Data descriptions and sources of criteria.

Criterion Data Description Data Resource

Marine ecological red line Vector data
Yellow Sea and Bohai Sea Marine Ecological Red

Line Delineation Plan, released by Shandong
Provincial People’s Government

Wave power density
Average wave power density of

Shandong Province in 39 years; 100 m
×100 m grid data (kW/m)

General Bathymetric Chart of the Oceans
(GEBCO) and European Center for Medium

Weather Forecast (ECMWF)

Wave height
Average wave height of Shandong

Province in 39 years; 100 m ×100 m grid
data (m)

General Bathymetric Chart of the Oceans
(GEBCO) and European Center for Medium

Weather Forecast (ECMWF)

Seabed geology Score 1–9; the higher the score, the better
the seabed geology

China Offshore Ocean Atlas (submarine
topography and landforms)

Water depth 100 m ×100 m grid data (m) General Bathymetric Chart of the Oceans
(GEBCO)

Coastal erosion Score 1–9; the higher the score, the
greater the degree of coastal erosion China Island History (Shandong Volume)

Geological disaster Score 1–9; the higher the score, the greater
the frequency of geological disaster China Island History (Shandong Volume)

Distance from the shore 100 m × 100 m grid data (m) Shortest Euclidean distance to the land coastline
in ArcGIS

Distance from the port (m)
Shortest Euclidean distance to the major ports

(obtained from the Transportation Department of
Shandong Province) in ArcGIS

Population served Amount of island population Statistical Yearbooks released by the government

Fishing potential Score 1–9; the higher the score, the
greater the fishing potential

Marine Ecological Environmental Protection
Plan, released by the Ecological Environment

Department of Shandong Province

Tourism potential Score 1–9; the higher the score, the
greater the tourism potential

Marine Ecological Environmental Protection
Plan, released by the Ecological Environment

Department of Shandong Province

Shipping density Score 1–9; the higher the score, the higher
the shipping density

Marine Ecological Environmental Protection
Plan, released by the Ecological Environment

Department of Shandong Province

Policy encouragement Score 1–9; the higher the score, the
greater the policy encouragement

Shandong Province Island Protection Plan,
released by the Department of Oceans and

Fisheries of Shandong Province

Electricity demand Score 1–9; the higher the score, the
greater the electricity demand

China Island History (Shandong Volume) and
Statistical Yearbook released by the government

4.2. Exclusion of Unfeasible Areas

In this study, unfeasible marine areas are excluded by three exclusion criteria. The
MERL of Shandong Province includes 10 types of areas: marine nature reserves; special
marine protected areas; important estuarine ecosystems; important coastal wetlands; impor-
tant fishery waters; special protected islands; natural landscape and historical and cultural
heritage areas; important coastal tourist areas; important sandy shorelines; and sand source
protected sea area [85,86]. All of these areas should be excluded. The Simulating Waves
Nearshore (SWAN) model is used to simulate the wave field, and the 39-year average WPD
distribution in the study area could be obtained by calculation [87,88]. WPD data are point
feature data with an accuracy of 1′ × 1′. Considering the existing wave-energy-generation
devices and the data for Shandong Province, marine areas with a WPD lower than 1 kW/m
are regarded as undeveloped sea areas [87]. WD data are point-feature data with an accu-
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racy of 0.1◦ × 0.1◦. Considering currently available technology and installation types, areas
with a WD greater than 50 m are excluded. The exclusion range of each criterion is shown
in Table 3.

Table 3. Exclusion range of each criterion.

Exclusion Criteria Exclusion Range

Marine ecological red line All
Wave power density <1 kW/m

Water depth >50 m

ArcGIS software is used for overlay analysis. The thematic map of unfeasible areas
is obtained by superimposing the respective maps of these three criteria. Figure 4 shows
a different thematic map for each exclusion criterion. Figure 5 shows the unfeasible and
feasible marine areas determined by the combination of the three maps.

Figure 4. Unfeasible areas based on the three exclusion criteria.
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Figure 5. Unfeasible areas and feasible areas.

4.3. Feasible Islands Identification and Data Acquisition

After excluding the unfeasible parts of the study area, thirteen inhabited islands that
can feasibly develop wave energy are identified: South Changshan, North Changshan,
Temple, Daheishan, Xiaoheishan, Jiming, Nanhuang, East Little Qingdao, Zhucha, Muguan,
Daguan, Xiaoguan, and Zhaitang, which constitute alternative set A = {A1, A2, · · · A13}.
A1, A2, A3, A4, A5 are located in the northern part of Yantai. A6, A7, A8 belong to Weihai,
and the other five islands are located in the east and south of Qingdao. Figure 6 shows the
distribution of the thirteen island alternatives for constructing wave power plants.

 

Figure 6. Thirteen island alternatives for constructing wave power plants.
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Through data investigation, on-site observation, and numerical simulation, the at
tribute values of the evaluation criteria of each alternative are obtained, as shown in
Table 4.

Table 4. Attribute value matrix.

Alternatives Island WPD WH SG WD CE GD DS DP PS FP TP SD PE ED

A1 South Changshan 1.0402 0.7734 4 11.1637 5 6 5884.52 9428.9 24400 8 8 8 8 7
A2 North Changshan 1.1703 0.8282 4 12.4547 5 7 6288.24 1839.7 3300 7 7 6 8 7
A3 Temple 1.0698 0.7727 4 11.33 4 3 5637.07 1561.9 1700 8 7 7 6 6
A4 Daheishan 1.1477 0.8261 3 12.1661 6 5 5440.56 2064.25 1500 7 7 6 6 6
A5 Xiaoheishan 1.1491 0.8213 3 12.4229 7 3 5801.7 2144.13 270 7 7 6 8 5
A6 Jiming 1.2674 0.8411 3 24.3263 4 3 3161.31 412.32 200 4 5 7 4 3
A7 Nanhuang 1.3127 0.6818 6 6.9741 3 6 9395.83 98.77 520 6 4 5 4 2

A8
East Little
Qingdao 1.2463 0.5634 6 7.4281 3 6 10,623.75 211.82 300 5 4 4 4 3

A9 Zhucha 1.7929 0.7446 5 18.0511 5 4 1979.26 400.12 560 4 4 2 7 4
A10 Muguan 1.2549 0.5589 4 11.2361 5 3 3434.31 138.52 180 7 4 8 5 2
A11 Daguan 2.2626 0.7583 4 11.1103 6 4 5200.64 975.35 120 3 5 5 7 3
A12 Xiaoguan 2.0068 0.6483 4 5.8069 6 5 5179.35 936.13 100 3 6 5 7 2
A13 Zhaitang 1.6374 0.7475 6 15.8693 4 3 5216.56 130.14 1100 4 4 4 8 4

4.4. Determination of Criteria Weights

The evaluation criteria weights are determined by the combined weighting method.
First-level criteria weights can be solved based on the fuzzy GDM-AHP method. Second-
level criteria weights are calculated based on the entropy method.

(1) Determination of first-level criteria weights

The first-level criteria weights are calculated by Equations (2)–(4). Matrices of pairwise
comparisons are created based on five experts in the fields of economics, marine energy
technology, and the social sciences, using a fuzzy scale from (1,1,1) to (8,9,9). Expert weights
are specified as (0.3, 0.3, 0.2, 0.1, 0.1). Appendix A shows the fuzzy pairwise comparison
matrix generated by the five experts. Table 5 shows the fuzzy values of the first-level
criteria weights. Through defuzzification and normalization, the weights calculated by
Equation (6) are (0.4896, 0.1779, 0.1286, 0.2038).

Table 5. Fuzzy values of the first-level criteria weights.

w1 (0.2772, 0.4966, 0.8208)
w2 (0.1102, 0.1740, 0.3148)
w3 (0.0735, 0.1305, 0.2146)
w4 (0.1217, 0.1990, 0.3663)

The calculation results show that resource criteria account for almost 50% of the
weight. It means resource criteria are the most important and should be considered more
in the site-selection process. Resource criteria have always been the most important criteria
in decision making for renewable energy power plant site selection [23,25,28,29]. The
weight of social/environmental criteria is the second largest at 20.38%, indicating that the
external conditions of social/environmental criteria can restrict or promote site selection
to a certain extent. The weights of natural criteria and economic criteria are 17.79% and
12.86%, respectively, indicating slightly less importance.

(2) Determination of second-level criteria weights

The second-level criteria weights are calculated by Equations (7)–(10). Figure 7 shows
the calculation results. From the calculation results, it can be seen that the weight of WPD
under resource criteria is much larger than that of WH, indicating that WPD has a greater
impact on site selection. The weight of PS under economic criteria accounts for 70.69%,
indicating its high importance among economic criteria.
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Figure 7. Weights of second-level criteria.

(3) Determination of combined criteria weights

Figure 8 shows the combined weights based on Equation (11). According to the
calculation results, the weight of WPD is the largest at 39.14%. As a resource criterion, WPD
plays a vital role in the process of site selection. The criteria weights of WD and population
served are close to 10%, indicating that these two criteria also have a relatively large impact
on site selection. At the same time, the weights of other criteria are relatively small, and the
impact on overall decision making is relatively small, but their role in the process of site
selection should not be ignored.

Figure 8. Criteria weights.

4.5. Evaluation of Feasible Islands

The 13 identified inhabited islands of Shandong Province are evaluated and ranked
using TOPSIS-GRA to determine the precedence sequences for development. Table 6 shows
the final results and rankings of the 13 islands, obtained on the basis of Section 3.4.

Based on the complete assessment results obtained by the proposed decision frame-
work, the top five optimal islands are Daguan, South Changshan, Xiaoguan, Zhucha, and
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Zhaitang, respectively. Daguan is found to be the best site for establishing a wave power
plant owing to its optimal wave energy conditions and good other features. The National
Ocean Technology Center established a hybrid solar–wind–wave independent power sys-
tem on Daguan in 2010 [89]. To some extent, this also shows that the resources and social
environmental conditions of Daguan are suitable for wave energy development.

Table 6. Ranking of site alternatives.

Rank d+
i d−i r+

i r−i Zi Alternatives Island

1 0.7638 1.0000 1.0000 0.9409 0.5399 A11 Daguan
2 0.7596 1.0000 1.0000 0.9779 0.5351 A1 South Changshan
3 0.7866 0.8272 0.9727 0.9560 0.5081 A12 Xiaoguan
4 0.7809 0.6613 0.9820 0.8871 0.4963 A9 Zhucha
5 0.8273 0.5627 0.9852 0.9256 0.4689 A13 Zhaitang
6 0.9291 0.4041 0.9554 0.9696 0.4173 A7 Nanhuang
7 0.9278 0.3442 0.9495 0.9247 0.4112 A2 North Changshan
8 0.9859 0.3803 0.9553 0.9738 0.4053 A8 East Little Qingdao
9 0.9688 0.3311 0.9313 0.9982 0.3909 A10 Muguan

10 0.9989 0.3096 0.9409 0.9780 0.3875 A3 Temple
11 0.9729 0.2994 0.9387 0.9940 0.3863 A4 Daheishan
12 0.9732 0.2990 0.9373 0.9921 0.3861 A6 Jiming
13 1.0000 0.2905 0.9401 1.0000 0.3809 A5 Xiaoheishan

South Changshan ranks second. It has the largest population served and the best
social and environmental conditions. Given the large number of residents, the island is in
urgent need of developing wave power plants to alleviate power pressures. Xiaoguan has
the second-largest WPD and the smallest WD, leading it to the third place. Ranking fourth,
Zhucha has the smallest distance to ports, and it performs relatively well for WPD and
wave height. Finally, Zhaitang ranks fifth, performing best for distance to the shore and
performing relatively well for WPD and population served.

4.6. Sensitivity Analysis

In decision making, various uncertain issues affect decision accuracy, such as the different
risk attitudes of DMs, different weights of evaluation criteria, and different MCDM methods
for the final ranking. Hence, it is necessary to test the sensitivity of the ranking results.

4.6.1. Varying Expert Weights

A sensitivity analysis based on equal expert weights is performed, as shown in Figure 9.
The results obtained from equal expert weights are very similar to the original results. It is
worth noting that the top nine islands remain unchanged, and only two islands have changed
in development order. Therefore, the ranking results remain stable for variable expert weights.

 

Figure 9. Ranking results of the sensitivity analysis.
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4.6.2. Varying Criteria Weights

Because the criteria weights affect the final results, equal criteria weights are set to test
its impact on the decision results. Figure 9 shows the final rankings. With the adjustment of
the criteria weights, the ranking results change accordingly. The rankings of all alternatives
fluctuate within five ranks. A1 performed best in population served; when the criteria
weights are equal, it ranks first. A11, A1, A9, and A13 still perform fairly well, ranking
among the top five. A5 is still last with equal criteria weights. When criteria weights
are equal, the order of islands will inevitably change since resource conditions are the
decisive criteria for site selection. A significant reduction in resource condition criteria will
inevitably change the ranking results, reflecting the characteristics of sensitivity. Therefore,
when the importance of criteria is quite different, it is necessary to find a suitable algorithm
to solve the criteria weights.

4.6.3. Varying the Ranking Method

Different MCDM methods have different calculation principles, and the obtained
ranking results might also be different. TOPSIS is used to rank islands to test the universality
of the results. Figure 9 shows that the ranking of islands is generally stable, and the top six
optimal islands remain unchanged. The results under TOPSIS change only four alternatives;
A2, A8, A4, and A6 are changed in the development order. This comparative analysis
demonstrates the practicability of the proposed model.

5. Conclusions

To address the problems of wave-power-plant site selection for islands in China, this
study proposed a two-stage decision framework, including both large- and small-scale site
selection, based on a combination of GIS, fuzzy GDM-AHP, entropy method and GRA-
TOPSIS. This approach enabled us to identify feasible islands and determine priority order.
The main contributions of this study were as follows:

• While the combined weighting method was used to obtain criteria weights, the sub-
jective bias, which was the shortcoming of single subjective weighting method, was
largely reduced. The loss of decision information was reduced by employing TFNs
to represent the attitudes of experts; in addition, a combination of GDM theory and
entropy method made decision making more reliable and reduced the ambiguity in
actual problems.

• TOPSIS and GRA were combined to rank island alternatives, considering both po-
sition similarity and shape similarity between alternatives. As TOPSIS-GRA used
the grey correlation degree, as well as distances from the alternatives to PIS and NIS,
to construct a new relative closeness for ranking alternatives, the decision-making
accuracy was improved.

• The proposed framework was applied in Shandong Province. A total of 13 feasible
inhabited islands were identified for constructing wave power plants. The top five
optimal islands were Daguan, South Changshan, Xiaoguan, Zhucha, and Zhaitang,
in order. These results could provide a reference for decision-makers to build wave
power plants. Sensitivity analysis was employed by varying the expert weights,
criteria weights, and ranking methods. The results demonstrated that the proposed
framework was effective and feasible.

The proposed methodology framework can be generally applied to other energy
sources by changing the criteria system. Future research on wave power plants site selection
can be conducted as follows: first, attribute values can be used in the fuzzy environment to
improve the precision of the results. Second, while the fuzzy sets in this paper are TFNs,
the trapezoidal fuzzy numbers, intuitionistic fuzzy sets and interval hesitant fuzzy sets can
be used in subsequent research to improve the flexibility of fuzzy sets in dealing with fuzzy
and uncertain problems.
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Appendix A

Table A1. Fuzzy pairwise comparison matrix of expert 1 (Weight: 0.3).

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1, 1, 1) (1, 2, 3) (3, 4, 5) (1, 2, 3)
C2 (1/3, 1/2, 1) (1, 1, 1) (1, 1, 2) (1, 1, 2)
C3 (1/5, 1/4, 1/3) (1/2, 1, 1) (1, 1, 1) (1/3, 1/2, 1)
C4 (1/3, 1/2, 1) (1/2, 1, 1) (1, 2, 3) (1, 1, 1)

Table A2. Fuzzy pairwise comparison matrix of expert 2 (Weight: 0.3).

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1, 1, 1) (2, 3, 4) (2, 3, 4) (2, 3, 4)
C2 (1/4, 1/3, 1/2) (1, 1, 1) (1, 1, 2) (1/2, 1, 1)
C3 (1/4, 1/3, 1/2) (1/2, 1, 1) (1, 1, 1) (1/4, 1/3 1)
C4 (1/4, 1/3, 1/2) (1, 1, 2) (2, 3, 4) (1, 1, 1)

Table A3. Fuzzy pairwise comparison matrix of expert 3 (Weight: 0.2).

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1, 1, 1) (2, 3, 4) (3, 4, 5) (2, 3, 4)
C2 (1/4, 1/3, 1/2) (1, 1, 1) (1, 2, 3) (1, 1, 1)
C3 (1/5, 1/4, 1/3) (1/3, 1/2, 1) (1, 1, 1) (1/2, 1, 1)
C4 (1/4, 1/3, 1/2) (1, 1, 1) (1, 1, 2) (1, 1, 1)

Table A4. Fuzzy pairwise comparison matrix of expert 4 (Weight: 0.1).

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1, 1, 1) (3, 4, 5) (3, 4, 5) (1, 2, 3)
C2 (1/5, 1/4, 1/3) (1, 1, 1) (1, 1, 1) (1/2, 1, 1)
C3 (1/5, 1/4, 1/3) (1, 1, 1) (1, 1, 1) (1/2, 1, 1)
C4 (1/3, 1/2, 1) (1, 1, 2) (1, 1, 2) (1, 1, 1)
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Table A5. Fuzzy pairwise comparison matrix of expert 5 (Weight: 0.1).

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1, 1, 1) (3, 4, 5) (3, 4, 5) (3, 4, 5)
C2 (1/5, 1/4, 1/3) (1, 1, 1) (1, 1, 2) (1/2, 1, 1)
C3 (1/5, 1/4, 1/3) (1/2, 1, 1) (1, 1, 1) (1/3, 1/2, 1)
C4 (1/5, 1/4, 1/3) (1, 1, 2) (1, 2, 3) (1, 1, 1)

Table A6. Fuzzy pairwise comparison matrix by GDM.

Resource Criteria (C1) Natural Criteria (C2) Economic Criteria (C3) Social/Environmental Criteria (C4)

C1 (1.0000, 1.0000, 1.0000) (1.7617, 2.8137, 3.8367) (2.6564, 3.6693, 4.6762) (1.5784, 2.6253, 3.6457)
C2 (0.2606, 0.3554, 0.5676) (1.0000, 1.0000, 1.0000) (1.0000, 1.1487, 2.0237) (0.7071, 1.0000, 1.2311)
C3 (0.2138, 0.2725, 0.3764) (0.4941, 0.8706, 1.0000) (1.0000, 1.0000, 1.0000) (0.3453, 0.5451, 0.8123)
C4 (0.2743, 0.3809, 0.6335) (0.8123, 1.0000, 1.4142) (1.2311, 1.8346, 2.8958) (1.0000, 1.0000, 1.0000)
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Abstract: The world has a target of achieving 100% renewable energy by the end of the century.
This paper presents a case study to establish a new floating photovoltaic park (FPV) in Egyptian
dams. In Egypt, two hydroelectric dams, namely High Dam and Aswan Reservoir, together produce
2.65 GW in the Upper-Egypt region. The addition of 5 MW FPV for each dam is simulated using
the Helioscope software application. A comparison between the performance of the dams with and
without adding the FPV is presented in terms of the evaporation rate and total produced energy. A
comparison between different types of FPV, namely polycrystalline, thin film and mono-crystalline
in the two dams are also presented. The results show that installing FPV in the Egyptian dams
will drive the dams to better performance in terms of carbon dioxide reduction, water-saving from
reducing evaporation and increasing hydropower generation.

Keywords: water–energy nexus; floating photovoltaic; high dam; Aswan Reservoir

1. Introduction

The penetration level of renewable energies worldwide is continually increasing,
and by the end of 2020, the net cumulative capacity added by the renewable energy
system was 261 GW [1]. Due to the stochastic nature of sustainable energy technologies
in terms of variability and reliability, not enough installed capacity of renewables is yet
established worldwide to measure the impacts of each renewable energy technology in
terms of construction footprints, environmental consequences, socio-economic studies
and the reliability of those technologies over the years [2]. With the increase in renewable
energy shares in different locations, all the previous impacts will be clearer until the world
reaches fully sustainable power generation. Hydropower, wind turbines and photovoltaic
technology are the three highest renewable energy technologies in terms of installed
capacity. In the last 10 years, the installed capacity of photovoltaic technology has had a
noticeable continuous increase and now, the cumulative photovoltaic power generation
capacity is 707.5 GW. The solar PV system held the highest newly added renewable energy
sources in 2020 with a capacity of 127 GW, which is 14.41% more than the wind energy
system. The installed capacity of hydro power plants worldwide is 1150 GW, which
represents 16% of the world generated electricity [3]. Particularly in Egypt, the government
is focusing on increasing the penetration level of renewable energies to face the continuous
increase in electricity demand [4]. Egypt has two hydro power stations with a total installed
capacity of 2.65 GW, which was representative of all the renewable energy technologies of
the Egyptian grid until the end of the last century. Egypt is rich with solar energy potential;
the amount of solar energy incidence per square meter varies between 5 and 8 kWh per
day with a duration of 3000–4000 h per year [5]. The Egyptian maximum demand in 2019
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reached 32 GW, while the maximum penetration level of renewable energies in Egypt in
2020 was 10% [3].

The Upper-Egypt region has a target of 100% renewable energy operation with its
two dams and the world’s largest photovoltaic park. The total generation of the region is
4.45 GW, in which 59% of the renewable power is generated from the hydropower plants of
High Dam and Aswan Reservoir. However, several factors obstruct the maintenance of the
capacity of the hydropower generation source. In 2011, Ethiopia started the construction of
the Grand Ethiopian Renaissance Dam (GERD) on the Blue Nile in a place named Guba,
approximately 60 km from Sudan. GERD will badly affect the High Dam (HD) and Aswan
Reservoir (AR) in Egypt in terms of hydropower generation and the Nile water level. The
hydropower is projected to decrease by 20–30% [6]. The Nile water level is anticipated
to decrease by 0.4–0.75 m [7]. Additionally, the irradiation periods in the location of the
reservoir increases the evaporation rate drastically, which results in poor power generation
during high power demand periods. Therefore, to maintain the level of the reservoir by
mitigating the evaporation rate, various countries experimented with a potential covering
system. This covering system will reduce the action of wind and irradiation on the water
surface, thereby reducing the rate of evaporation using monomolecular films, floating
devices, suspended shading covers, and wind retarding devices [8,9]. One such covering
system using PV panels can effectively shadow the reservoir from sunlight while gener-
ating power. This newly emerged solar technology, named a floating PV system, gained
widespread global attention due to higher efficiency than a ground and roof-mounted PV
system [10–12]. A water evaporative cooling mechanism and lower soiling loss improves
the PV efficiency up to 30% according to a study in Indonesia, which has a climate similar
to that of Egypt [13]. Several numerical and experimental analyses on the FPV system in
minimizing water loss from evaporation while generating power have been carried out,
with impressive results [14–17]. Apart from mounting FPV systems on lakes and ponds
with the purpose of drinking and irrigation, it is efficient for installation on reservoirs with
hydroelectric power plants [18]. The major advantage in hybridizing FPV on HEPP is the
already available grid connection and water saved from evaporation can be effectively
directed to hydropower generation [19,20]. Experimental results show the efficient yield
from solar and hydropower in implementing this hybrid system [19–23]

Thus, FPV-HEPP integration has high potential, especially in countries with high
temperatures such as Egypt, in addressing the water–energy demand. The use of FPV will
secure the operation of this region as a 100% sustainable region and importing sustainable
energy to other regions in the Egyptian grid.

The main contributions of this paper are:

- The numerical analysis of the FPV system and its benefits if added to Aswan Reservoir
and High Dam.

- The comparison between the three types of PV modules, mono-crystalline, polycrys-
talline, and thin film, to be used in an FPV installed above Aswan Reservoir and High
Dam.

- A water-saving effect study when the FPV is added to Aswan Reservoir and High
Dam, considering what the hydropower can generate from the saved water in the
presence of FPV.

- The environmental impacts of adding an FPV to both Dams.

The present study analyzes the potential of the FPV system upon implementation in
the major hydropower reserves of Egypt: High Dam and Aswan Reservoir. The paper is
organized as follows: Section 2 is an overview of the FPV, while Section 3 illustrates the
need to reduce evaporation in High Dam and Aswan Reservoir. Section 4 illustrates the
electrical performance of the two dams, while Section 5 presents the numerical analysis of
the FPV in High Dam and Section 6 presents the numerical analysis of the FPV in Aswan
Reservoir. Section 7 illustrates the FPV from the view of cost, carbon dioxide emissions
and water–energy nexus. Sections 8 and 9 illustrate the results, discussion and conclusion,
respectively.
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2. Overview of FPV System

Photovoltaics are now the fastest growing source of generating electricity worldwide.
There are different methods to install PV systems in different infrastructures. The most
famous mounting methods are:

1. Roof-top photovoltaic;
2. Canal photovoltaic;
3. Off-shore photovoltaic;
4. On-shore photovoltaic;
5. Agri-photovoltaics;
6. Floating photovoltaic (FPV).

In 2007, the first FPV system was installed with 20 kW capacity in Japan [24]. At
present, they are installed in many locations worldwide, with a total installed capacity
of 1.10 GW according to the World Bank report in 2019 [25]. Compared to ground or
roof-mounted PV systems, water-mounted PV systems are proved to have very good
performance among different countries and conditions. The main advantages of FPV
systems are the absence of land acquisition, increased efficiency, less soiling and shading
losses, the maintenance of water quality, the prevention of algal blooms, automatic water
evaporative cooling and saving water from evaporation [26–31]. The most famous FPV
stations worldwide are:

1. Coal mining subsidence area of Huainan City, China with of 60 MW capacity;
2. Yamakura solar power plant in Japan has an installed capacity of 13.70 MW;
3. Pei County in China has an installed capacity of 9.98 MW;
4. Umenoki in Japan has an installed capacity of 7.55 MW;
5. Jining GCL in China has an installed capacity of 6.78 MW;
6. Hirotani Ike Floating Solar Plant in Japan has an installed capacity of 6.80 MW;
7. Queen Elizabeth II Reservoir in the UK has an installed capacity of 6.34 MW;
8. Cheongpung Lake in South Korea has an installed capacity of 3 MW;
9. Otae Province in South Korea has an installed capacity of 3 MW.

There are remarkable benefits from floating PV technologies, which are:

• Inverting underutilized bodies of water into money-making ponds.
• Zero costs when it comes to land acquisition.
• Lower grid connection costs and enhanced accessibility to the existing infrastructure.
• Increased output and operational efficiency as a result of the water’s inherent cooling

nature when evaporated.
• Reduction in algae growth.
• Improved plant load factor (PLF).

The structural components involved in the FPV system are floating platforms, cables,
mooring and an anchoring mechanism, as shown in Figure 1. Floating platforms are the
supporting structure with enough buoyancy to float itself with the installed PV array.
Pontoon-based floating structures made up of high density polyethylene (HDPE), is the
most commonly used floating structure [27]. Apart from that, metal-based structures with
steel pipes are also used to support the PV array on water [28,29]. In order to ensure the
stability of the floating structure from the action of waves and wind currents, a proper
anchoring mechanism should be implemented. Based on the soil type and water level
of the reservoir, the floating structure is anchored. Anchors made up of concrete blocks
are placed on the bottom of the water body and connected to the edges of the PV array
through mooring lines. [27,29]. Based on the position of the FPV array, anchoring on the
embankment of the reservoir or on the nearby land area is possible [13,20,21,32]. Mooring
lines ensure the flexibility and stability of the FPV system during severe wind and waves.
Elastic mooring lines are used to make the FPV structure more flexible during a drift in
water level during monsoon and empty reservoir conditions [30]. The power generated
from the PV array installed on the floating structure is connected to the substation through
underwater cables. Based on the distance of the substation from the FPV array, the inverter
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station is either placed on the ground or on a separate floating platform near the PV array
to reduce the resistive losses [20–22,29,33]. Consequently, to increase the overall efficiency
of the system, a cleaning and tracking mechanism can be implemented. In the present
study, a pontoon-based floating PV, and a bottom anchoring system with elastic mooring
lines is considered.

 
Figure 1. Key design elements for power generation through FPV system.

3. Need for Reducing Evaporation Rate

Egypt is situated in the north-eastern part of Africa that experiences hot desert climatic
conditions all year round. The daytime temperatures in the geographical location are
extremely hot, with temperature levels greater than 45 ◦C, and the annual average sunshine
hours is more than 3500 h. With very good irradiation levels, Egypt experiences a high
number of patent evolutions in the energy generation, transmission and distribution sector,
in which solar PV technology from the renewable energy sources play a major role [7,8].
Additionally, these high radiation levels increase the rate of evaporation, which leads to
water scarcity conditions.

The entire population of Egypt depends on the Nile River as the major water source
to satisfy the irrigation, domestic and industrial water needs. A significant number of
dams and canals were constructed in the early 1950s to preserve and consume the water
during dry summer seasons. As mentioned above, this clear, bright and sunny year-
round season elevates the evaporation rate of open water storage surfaces. Thus, an
increase in evaporation rate increases the water loss, and the purpose of the water storage
system is affected. Additionally, the drift in the water head level of the reservoir affects
the continuous power generation through hydroelectric power plants. Various covering
systems are practiced, reducing the impacts of radiation and temperature on a reservoir
with a large surface area. Floating PV panels are an effective covering system in mitigating
the evaporation rate while generating power. Additionally, with high radiation and
sunlight hours of the region, the conventional PV system experiences issues of overheating
of the panels by the formation of hotspots which experience the over proportional heating
of solar cells in comparison with other cells of the module. These issues are eliminated
by the water evaporative cooling of panels by placing PV panels on the water surface;
thus, the generated power is more highly efficient than the rooftop and ground-mounted
PV systems. Further, the FPV system with an equivalent capacity of the hydroelectric
power plant has the potential to provide intermittent operation, ensuring a continuous
power supply.

Potential Evapotranspiration Estimation

Initially, in order to calculate the amount of water saved by the FPV as it covers
surface, it is necessary to estimate the annual water loss (liters/year) through potential
evapotranspiration (PET) from the reservoir [30]. Many conventional methodologies
are in practice to estimate the PET at different times of year based on the geographical
conditions of the location [30]. The calculation needs the data of radiation with duration,
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temperature (surface, air, wet-bulb and dew point), wind velocity, latitude, and latent
heat of vaporization, humidity, pressure and albedo over a period of time. Evaporation
estimation techniques are mainly categorized into pan evaporation, the water budget
method, the mass transfer method, and the water and energy balance method [30,33].

The Penman–Monteith method of estimating the evaporation rate is the most com-
monly used methodology, as it is highly recommended for its accuracy. The calculation
needs the daily meteorological data of temperature, relative humidity, wind speed and
irradiation incident on the horizontal surface with the geographical information including
latitude and altitude above the sea level of the particular location. This meteorological data
for Aswan High Dam and Aswan Reservoir for the period of 10 years (2010–2019) were
obtained from the NASA website to calculate the annual water loss through PET [18].

These two dams also have a specific installed capacity and currently operate as
the source of hydroelectric power projects. Since water is the direct source of power
generation in HEPP, the rate of evaporation directly affects the power production, which
is the major reason for selecting these dams for the location of the FPV system to balance
the water–energy nexus. The evaporation rate is calculated using the Penman method by
Equation (1) [33].

ETo =
0.408 Δ (Rn − G) + γ 900

T+273 u2 (es − ea)

Δ + γ(1 + 0.34)u2

(
mm day−1

)
(1)

where ETo is the reference evapotranspiration
(

mm day−1
)

, Δ is the slope of the vapor

pressure curve
(

kPa ◦C−1
)

, u2 is the wind speed at 2-m height
(
ms−1), Rn is the net

radiation
(

MJ m−2day−1
)

. G is the soil heat flux density
(

MJ m−2day−1
)

, es is the satu-
ration vapor pressure (kPa), ea is the actual pressure (kPa), γ is the psychometric constant(

kPa◦C−1
)

and T is the mean daily air temperature at 2 m height (◦C).
From the calculated results, Figure 2 shows the sum of the monthly potential evapora-

tion rate (mm), which is calculated from 2000 to 2019, that has a higher level of PET half of
the year, with July being the peak [34]. Additionally, from the trend line of Figure 3a, it
is observed that the cumulative rate of PET is increasing every year and Figure 3b shows
the annual water loss of the reservoir through evaporation. This gives a major concern in
regard to mitigating the loss of available freshwater resources through evaporation. Over
the selected period, Figure 4 shows the month-wise sum of PET values. In the months
of June and July, the water loss through evaporation is higher than others, with values
reaching more than 200 mm.

Figure 2. Evaporation rate in Egyptian dams among years in mm/day.
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(a) 

 

(b) 

Figure 3. (a) Annual average of potential evaporation rate per day (b) annual water loss through
evaporation (mm).

Figure 4. Sum of monthly potential evaporation rate over the period of (2000–2019).

4. Electrical Performance of FPV System in Egyptian Reservoirs

High Dam construction work was started in 1960, finished in 1971 and the operational
head storage was reached 1976, and was the world’s largest dam at that time. The dam has
12 generating units with equal capacities; the total capacity of the power plant is 2.10 GW,
and it was built to ensure water supply during dry seasons, as stated by its engineer. Its
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secondary and tertiary goals were to increase power production in Egypt and with it,
drive industrialization. Now, it represents 5–6% of the total generated electricity of Egypt.
Aswan Reservoir was built at the beginning of the 20th century and now it has a full
capacity of 0.55 GW; it was built to feed the Aswan governorate with electricity before
Egypt established a national power system [4,7].

The electrical performance of the floating photovoltaic system (FPV) is analyzed
on the water surface of Aswan High Dam and Aswan Reservoir using monocrystalline,
polycrystalline and thin film type PV panels. The model, type, dimensions, standard test
conditions (STCs) nominal operating cell temperature (NOCT), and electrical performance
of these PV panels used in the study is presented in Appendix A. Further, the floating
platform is simulated in two different orientation and tracking mechanisms. To avoid
variation in the electrical output of the system, the power output capacities of the three
types of PV panels are selected in the same range. For all these analyses, the area covered
by the FPV is kept constant in Aswan High Dam, while in Aswan Reservoir, the installed
capacity is considered as constant. The floating platform for the present study is assumed
to be a pontoon based on the dimension mentioned in the previous experiments [33]. Each
pontoon occupies a pair of PV panels tilted at an angle of 25 degrees and placed at a
distance of 0.15 m apart from each other. The pontoons are interconnected in a way to form
the FPV array, providing 0.50 m distance between each row in an FPV array to provide
catwalks. These catwalks are necessary for maintenance and the water evaporative cooling
of the PV panels. The edges of the complete floating desk are coupled to the anchors,
which are either placed on the embankment of the reservoir or in the bottom of the water
in the form of concrete blocks surface through mooring lines [27,29]. Previous studies have
focused in detail on this developing solar technology [27,33–35]. The present study will
focus more on hybrid power production and its associated environmental and economic
benefits.

5. High Dam

The reservoir area of Aswan High Dam receives an average annual global horizontal
irradiance (GHI) of 2301.50 kWh/m2, and the plane of array (POA) irradiance differs
according to the type of panel used. Figure 5 shows the FPV location on the Aswan High
Dam that is decided based on the ease of grid connection and undulated water surface
for effective mooring. In this study, 50,000 m2 of the total reservoir area is covered by the
floating platform to install PV panels. The experiment to analyze the variation in the power
generation capacity for portrait and landscape orientation in the presence and absence of a
tracking mechanism is conducted and listed in Tables 1 and 2.

 

Figure 5. Location FPV system on Aswan High Dam covering 50,000 m2.
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Table 1. Electrical performance of FPV system for various panel types and orientation of High Dam (constant area 50,000 m2).

S.No Mounting
Type of PV

Panel
Orientation

POA
Irradiance
(kWh/m2)

PV Power
(MWp)

PV Energy
(GWh/year)

PR (%)
Specific

Yield
(kWhp/kWp)

1.
Fixed

Mount (β =
25◦)

Poly
crystalline

Portrait 2491.1 5.18 9.77 75.7 1884.8
Landscape 2491.1 4.75 9.34 78.8 1963.2

Mono
crystalline

Portrait 2491.1 4.90 9.08 74.3 1850.5
Landscape 2491.1 4.50 8.72 77.8 1937.1

Thin Film
Portrait 2494.9 6.30 11.93 75.8 1892.0

Landscape 2494.9 5.87 11.71 80.0 1995.9

2.
Single-axis

tracking

Poly
crystalline

Portrait 2616.6 4.94 10.28 79.6 2081.5
Landscape 2732.2 4.55 9.87 79.3 2166.4

Mono
crystalline

Portrait 2612.1 4.67 9.58 78.5 2049.5
Landscape 2727.6 4.31 9.18 78.1 2130.5

Thin Film
Portrait 2582.8 6.00 12.70 82.0 2118.0

Landscape 2683.8 5.60 12.30 81.8 2196.1

Table 2. Electrical performance of FPV system for various panel types and orientation of High Dam (constant area 50,000 m2).

S.No Mounting
Type of PV

Panel
Orientation Modules TOF (%) SAF (%)

Operating
Temperature

(◦C)

Inverter AC
Nameplate

(MW)

1.
Fixed

Mount (β =
25◦)

Poly
crystalline

Portrait 21,602 99.7 93.7 41.2 4.16
Landscape 19,812 99.7 97.8 41.7 3.83

Mono
crystalline

Portrait 20,872 99.7 93.4 41.2 3.95
Landscape 19,148 99.7 97.8 41.7 3.61

Thin Film
Portrait 15,010 99.9 91.4 41.0 5.05

Landscape 13,973 99.9 96.5 41.6 4.72

2.
Single-axis

tracking

Poly
crystalline

Portrait 18,339 104.7 98.6 42.5 3.97
Landscape 18,975 107.4 98.4 43.0 3.66

Mono
crystalline

Portrait 19,890 104.6 98.7 42.5 3.75
Landscape 18,339 109.2 98.3 43.0 3.46

Thin Film
Portrait 14,279 103.4 98.8 42.3 4.81

Landscape 13,339 107.4 98.4 42.8 4.50

5.1. FPV with Fixed Tracking System

For a fixed type tracking system, the tilt angle (β) of the PV panel is analyzed from 0 to
89 degrees and it is found that the maximum plane of array (POA) irradiation is obtained
at an angle of 25 degrees. At this angle, the obtained POA irradiance is 2491.11 kWh/m2

for crystalline type PV panels, and 2494.91 kWh/m2 for thin film PV panels.

5.1.1. Crystalline PV Panels

By covering the water surface area of 50,000 m2 with 21,602 polycrystalline modules
in portrait orientation, results from the installed capacity are obtained as 5.18 MW with
an annual yield of 9.72 GWh. Compared to portrait orientation, placing the PV panels in
landscape orientation in the same area results in a decrease in the installed capacity and
the energy yield of the FPV system by 9.05% and 4.14%, respectively, with a decrease in
the number of modules and inverter requirement. For the given nameplate DC capacity,
the performance of the FPV system is predicted by the performance ratio (PR), which is
calculated using Equation (2) [16].

PR =
EG

POUT × IPOA
ISTC

(2)
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where, EG represents the total energy supplied to the grid (kWh), POUT is the total power
output from the FPV system (kW), IPOA is the plane of array irradiance (kW/m2), and ISTC
is the irradiance at standard test conditions (ISTC = 1000 W/m2).

Similarly, the specific yield capacity is the ratio of the amount of energy generated to
the nameplate DC capacity of the FPV system. These two values are found to be lower in the
portrait orientation than the landscape-oriented panels. Meanwhile, using monocrystalline
modules the nameplate DC capacity is obtained as 4.75 MW with 20,872 panels while
placing them vertically and 19,812 panels in the horizontal direction. The total FPV system
yields 9.08 GWh per year and 8.72 GWh per year in the vertical and horizontal direction,
respectively. The energy yield, PR and specific yield of the system using monocrystalline
panels is lesser than polycrystalline panels.

5.1.2. Thin Film PV Panel

The electrical and mechanical properties of the thin film solar structure are different
from the mono- and poly-crystalline solar modules [33]. This change in properties is
reflected in its performance while placing it on the reservoirs in the present study. The
POA irradiance of the FPV array consisting of thin film solar cells is 2494.9 kW/m2. In
vertically oriented thin film cells, the installed capacity of the entire array is 22% and 29%
higher than poly and mono crystalline panels, respectively. Similarly, compared to their
counterparts, the energy yield is increased by 22 and 34%. Eventually, the performance
ratio and the specific yield capacity of the system with thin film PV modules experience a
higher rise than the crystalline panels in both orientations.

5.2. FPV with Single Axis Tracking System

Single- and dual-axis tracking systems are used to maximize the power output by
focusing the PV panel normally to the direction of the irradiation in its availability. The
dual-axis type of tracking system is slightly difficult to implement in FPV systems, which
is still under analysis. In this study, single-axis tracking or east–west tracking of the FPV
system is analyzed for crystalline and thin film type of PV panels placed horizontally and
vertically. In the fixed tracking system, the modules are south-oriented, while in single
axis tracking system the azimuth angle of the modules is changed to feasibly rotate the
panels east to west. This change in the position of the PV panels decreases the number of
panels occupied in the area and eventually, the installed capacity of the system. However,
with the decreased installed capacity, it is observed that the output of the system in all
six cases is considerably increased while implementing the tracking mechanism. Figure 6
shows the comparison POA irradiance level on the system with and without the tracking
mechanism with reference to the global horizontal irradiation (GHI) levels in the reservoir.
The irradiance levels are the data obtained from the polycrystalline module placed in
portrait orientation.

 
Figure 6. Plane of array (POA) irradiance variation with and without tracking system.
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5.3. Losses and Irradiation Utilization Factor

Reducing losses in the PV system is a significant challenge to address. In the FPV
system, the soiling losses due to dust particles ranges from 1% to 3%, while in the land-
based PV system it is 2% to 5%. Additionally, the optimum temperature of the PV panel is
maintained by the automatic water evaporative cooling mechanism, while a land-based
PV system requires separate water or air-based cooling systems. In the present study, with
both types of orientation as listed in Table 3, the temperature loss is less slightly lesser in
polycrystalline PV modules.

Table 3. Losses in the FPV system.

S.No Mounting
Type of PV

Panel
Orientation

Inverter Loss
(%)

Shading
Loss (%)

Irradiance
Loss (%)

Temperature
Loss (%)

1.
Fixed Mount

(β = 25◦)

Poly
crystalline

Portrait 1.9 6.3 0.2 10.2
Landscape 2.0 2.2 0.2 10.2

Mono
crystalline

Portrait 2.5 6.6 0.2 11.2
Landscape 2.3 2.2 0.1 11.3

Thin Film
Portrait 2.0 8.6 0.7 8.4

Landscape 2.1 3.5 0.6 8.5

2.
Single-axis

tracking

Poly
crystalline

Portrait 2.0 1.4 0.1 10.7
Landscape 1.9 1.7 0.0 10.8

Mono
crystalline

Portrait 2.4 1.3 0.1 11.7
Landscape 2.5 1.7 0.0 11.8

Thin Film
Portrait 2.1 1.2 0.5 8.8

Landscape 2.1 1.6 0.4 8.9

Eventually, shading losses due to near shading objects, including trees and buildings,
and far shading objects including mountains and embankment of the reservoir can highly
impact the total DC output of the PV system. In the present study, it is found to be higher
in the portrait mode of panel arrangement than in the landscape condition. The increase in
the shading losses of about 34% while placing the PV panels vertically is mainly due to
shades from the top end of front row panels on the bottom edges of the subsequent row
of panels. This increase in the shading loss is the key reason for the reduction in the tilt
orientation factor (TOF) and solar access factor (SAF) [35].

6. Aswan Reservoir

A similar but slightly different numerical analysis of the floating PV system is per-
formed on covering Aswan Reservoir. Figure 7 shows the FPV location on Aswan Reservoir
that is decided based on the ease of grid connection and undulated water surface for ef-
fective mooring. In this study, the system set to have equal DC power capacity in portrait
as well as landscape orientation with the percentage of area covering the total reservoir
varied eventually. The electrical performance of the FPV system on Aswan Reservoir of
5 MW installed capacity with various orientations and tracking mechanism is simulated,
and the results are listed in Tables 4 and 5. The annual GHI of Aswan Reservoir is the
same as Aswan High Dam, while varied POA irradiance, annual energy generated from
the installed FPV capacity with their PR and specific yield is listed. For a fixed FPV system,
the optimal tilt angle of the module is kept as 25◦, with the floating platform design similar
to the aforementioned study.
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Figure 7. Location of FPV on the Aswan Reservoir of 5MW capacity.

Table 4. Electrical performance of FPV system for various panel types and orientation of Aswan Reservoir—5 MW capacity.

S.No Mounting
Type of PV

Panel
Orientation Area (m2)

POA
Irradiance
(kWh/m2)

PV Energy
(GWh/year)

PR (%)
Specific

Yield
(kWhp/kWp)

1.
Fixed

Mount (β =
25◦)

Poly
crystalline

Portrait 45,103.62 2491.1 9.569 76.8 1913.8
Landscape 52,142.54 2491.1 9.934 79.8 1968.8

Mono
crystalline

Portrait 54,677.37 2491.1 9.527 76.5 1905.4
Landscape 61,594.18 2491.1 9.729 78.1 1945.9

Thin Film
Portrait 42,288.17 2494.9 9.777 78.4 1955.5

Landscape 46,725.92 2494.9 10.13 81.2 2026.7

2.
Single-axis

tracking

Poly
crystalline

Portrait 54,171.21 2678.4 10.65 79.5 2129.5
Landscape 60,782.67 2800.7 11.09 79.2 2217.5

Mono
crystalline

Portrait 57,322.46 2632.6 10.5 78.3 2093.8
Landscape 64,078.02 2796.3 10.91 78.0 2182.0

Thin Film
Portrait 44,342.92 2639.5 10.81 81.9 2161.9

Landscape 49,455.60 2753.1 1.26 81.8 2251.2

Table 5. Electrical performance of FPV system for various panel types and orientation of Aswan Reservoir—5 MW capacity.

S.No Mounting
Type of PV

Panel
Orientation

No.of
Modules

TOF (%) SAF (%)

Operating
Tempera-

ture
(◦C)

Inverter
Capacity

(MW)

Water
Saving

(m3)

1.
Fixed

Mount (β
= 25◦)

Poly
crystalline

Portrait 15,625 99.7 94.6 41.3 4.02 123,812.00
Landscape 15,625 99.7 98.6 41.8 4.02 143,134.25

Mono
crystalline

Portrait 21,276 99.7 94.5 41.6 4.02 150,092.50
Landscape 21,276 99.7 98.6 41.8 4.02 169,079.53

Thin Film
Portrait 11,904 99.8 94.5 41.3 4.02 116,083.45

Landscape 11,904 99.8 98.0 41.8 4.02 128,265.31

2.
Single-

axis
tracking

Poly
crystalline

Portrait 20,833 107.2 98.5 42.8 4.02 148,703.07
Landscape 20,833 112.1 98.0 43.4 4.02 166,851.90

Mono
crystalline

Portrait 21,276 106.9 98.6 42.8 4.02 157,353.57
Landscape 21,276 111.9 98.1 43.3 4.02 175,897.84

Thin Film
Portrait 11,904 105.6 98.6 42.6 4.02 121,723.84

Landscape 11,904 110.2 98.2 43.1 4.02 135,758.44
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In all types of PV panels, the area required to install the PV modules in landscape
orientation is higher than the portrait orientation. The reservoir area covered by the FPV
system results minimum in portrait orientated thin film PV modules and maximum in
landscape-oriented mono-crystalline modules. However, with the equivalent number
of modules in both orientation type, the annual energy generated from the horizontally
oriented crystalline array results higher. This higher energy yield from the FPV system in
landscape orientation irrespective of their panel type is mainly due to the reduced shading
losses (See Table 6). The amount of water saved per year by the FPV covering system is
calculated by the actual annual evaporation rate when the reservoir is uncovered. The
volume of water prevented from evaporation varies with respect to the area covered in
each type of FPV system, as given in Table 5. The inverter nameplate is selected by keeping
the constant DC to AC ratio as 1.24 and the total number of inverters required, and their
associated losses are calculated. The major losses in the FPV system affecting the energy
generated are irradiance, shading and temperature loss. Shading losses in the PV modules
are comparatively high in the fixed mount tracking system in comparison to the single axis
tracking system. The position of the floating platform is fixed on the reservoir with zero
or fewer impacts of short and long-distance shadows such as hills, trees, and dam walls.
However, the shading losses due to the adjacent panels even at optimum tilt angle are
unavoidable. In contrast, the temperature losses in the system with a tracking mechanism
experiences higher levels than the system without a tracking mechanism. The continuous
exposure to the irradiation from the sunlight in order to enhance the energy yield results in
an increase in the operating temperature of the PV cell and the module. However, the water
evaporative cooling of the FPV modules boosts the energy generated from the system.

Table 6. Losses in the FPV system in Aswan Reservoir.

Sl.No Mounting
Type of PV

Panel
Orientation

Inverter Loss
(%)

Shading
Loss (%)

Irradiance
Loss (%)

Temperature
Loss (%)

1. Fixed Mount

Poly
crystalline

Portrait 2.0 5.4 0.2 9.7
Landscape 2.0 1.4 0.1 9.8

Mono crystalline Portrait 2.4 3.7 0.1 11.2
Landscape 2.4 1.4 0.1 11.3

Thin Film
Portrait 2.1 5.5 0.6 8.4

Landscape 2.1 2.0 0.6 8.5

2.
Single-axis

tracking

Poly
crystalline

Portrait 2.0 1.5 0.1 10.7
Landscape 2.0 2.0 0.0 10.8

Mono crystalline Portrait 2.5 1.5 0.0 11.8
Landscape 2.5 1.9 0.0 11.9

Thin Film
Portrait 2.1 1.4 0.4 8.9

Landscape 2.1 1.8 0.3 9.0

7. Proposed System Analysis

7.1. Cost Analysis

In the past ten years, solar PV technology experienced a tremendous decrease in
the levelized cost of energy (LCOE) every year which in turn increases its total installed
capacity as well as the employment technology globally [36]. The cost breakup of the
FPV system (see Table 7) is similar to the conventional PV system, with the additional
cost requirement of complete transportation and installation of a floating structure which
includes pontoons, mooring cables, anchors, screws and tensors.

In the year 2019, the global weighted average LCOE and the total installation cost of
solar photovoltaic technology was 0.068 USD/kWh and 995 USD/kW, respectively, which
is 13.1% and 17.6% lower compared to its value in the previous year [36]. This fall in the
average LCOE as well as in the installation cost is experienced every year due to the newly
commissioned utility-scale renewable energy power of solar PV technology. The capacity
factor of the solar PV system is defined as the weighted average capacity factor (CF) of the
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solar PV system, which gained a step ahead every year: it was 18% in the year 2019, which
is 23.3% higher in the last ten years range [36].

Table 7. Floating PV system cost component of different PV panels.

S.No Category Cost Component
Crystalline

(2019 USD/kW)
Thin Film

(2019 USD/kW)

1. Module and inverter
Modules 557.01 360.57
Inverters 89.8 89.8

2. BoS

Racking and mounting 108.5 108.5
Grid connection 53.4 53.4
Cabling/wiring 47.8 47.8

Safety and security 22.7 22.7
Monitoring and control 25.3 25.3

3. Installation
Mechanical installation 46.1 46.1
Electrical installation 31.4 31.4

Inspection 3.3 3.3

4. Soft costs

Margin 104.0 104.0
Financing costs 60.6 60.6
System design 79.5 79.5

Permitting 58.1 58.1
Incentive application 18.8 18.8
Costumer acquisition 14.8 14.8

5. Floating structure

Pontoons 1583.35 -
Moorings 178.76 178.76

Installations 608.61 608.61
Project Management 93.56 93.56

Annual O & M 2.26 1.58

7.2. Carbon Dioxide Analysis

The prime consideration in switching to renewables from fossil fuel is to reduce carbon
emission. From 1970 to 2017, Egypt experienced 422 Mt of CO2 emission, which is a 72.95%
increase, mainly through coal and oil. In Egypt, the replaced renewable energy generation
system avoided 7.14 million tons of CO2 emission, particularly through hydro and solar
technology [36].

To assess the environmental benefits of the FPV system, the equivalent carbon dioxide
emissions involved directly and indirectly in the manufacturing, installation and delivery
of the entire FPV system is analyzed first. As per the report of climate transparency in the
year 2018 on the country-specific electricity factors, the CO2 emission per kWh of generated
power in Africa was 0.9609 kg. Thus, the CO2 emission avoided for power generating
capacity of the present study is calculated and listed in Table 8. The CO2 savings from the
solar energy production from the FPV fixed mount system and FPV system with single-axis
tracking in portrait orientation in all three types of PV panels are calculated for a service
life of 20 years, considering the specific carbon emission rate to be 0.9609 kg CO2/kWh
for Aswan High Dam and Aswan Reservoir with HEPP of 2.1 GW cumulative power
generation capacity.

Table 8. CO2 saving from fixed mount and single axis tracking FPV systems.

FPV System
FPV Energy
(MWh/Year)

CO2 Saving from
Solar Energy

Production (Tons)

CO2 Saving from
Reduction in
Evaporation

(Tons)

Total CO2 Saving
(Tons)

Fixed mount 1934 38,680.00 410.61 39,090.61
Single-axis

tracking 2193 43,860.00 410.61 44,270.61
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As the FPV system also has the added advantage of the reduction in water loss
through evaporation, the reduction in carbon emission due to evaporation mitigation is
also calculated, and the results are listed in Table 8. Besides this, the potential net/loss
CO2 by reducing the water evaporation must also be taken into account. The specific
energy (kWh/m3) is a potential energy use indicator of the embodied energy associated
with water provision and storage in the irrigation reservoir and it is expressed as a ratio of
energy consumption to water volume supplied [37]. The average value of specific electricity
capacity (SEC) varies for different water sources [38], for the recycled water stored in the
reservoir closer to the field location is an average of 0.5 kWh/m3 [38]. Therefore, the energy
saving from the reduction in water evaporation is straightforwardly calculated for the
lifetime of the project. The amount of water saved by covering Aswan High Dam and
Aswan Reservoir is 42,731.56 m3/year. The energy saving from the reduction in water
evaporation over the lifetime of 20 years is 427315.6 kWh, with a reduction of 410.61 t CO2.
Taking this into account, the total potential CO2 saving by the FPV systems with tracking
are estimated as 44,270.61 t CO2 and it is 11.70% higher than the fixed mount FPV system.

7.3. Water–Energy Nexus Analysis

The water–energy nexus regulation is the notorious advantage of FPV, i.e., mitigating
the potential water loss through evaporation while generating highly efficient power from
the renewable energy source. This saved water without being lost from evaporation can
be effectively used for the purpose of hydroelectric generation, irrigation or drinking. By
directing the amount of water saved from evaporation for hydropower generation, the
FPV covering system acts as a virtual battery and increases the energy yield from the
hydro plants of the installed reservoir [18,30,33]. Thus, the cumulative renewable energy
generation of the nation increases.

The installed hydropower generation capacity of the Aswan High Dam is 2100 MW,
which produces 10,042 GWh annually. In the present study, by covering the 0.5 km2 area
of Aswan High Dam water surface, the annual water saving is about 137,252.86 m3, i.e.,
0.1 million cubic meter (MCM) that increases by 63.56 MWh of hydropower production per
year. Similarly, Aswan Reservoir has an installed hydropower plant of 592 MW capacity,
and the average water saving by the FPV system increases by 21.76 MWh of hydropower
annually.

8. Discussion on the Limitations of the Study

The present study analyzes the performance of the FPV system in reducing evapora-
tion and hybrid power generation upon implementation in the HEPP reservoir. Being the
first-ever study to analyze the FPV system in Egypt, the installed capacity of the system is
limited to 5 MW to make it feasible for large scale analysis and real-time implementation.
FPV projects covering entire reservoir areas in Agost, Spain and Silver Lake, USA results in
a reduction in evaporation rate by 75% and 90%, respectively [21,39]. However, it is not ad-
visable to cover the entire reservoir to completely eliminate the evaporation rate [40]. This
is because the complete shading of the water surface with an FPV covering system affects
the water quality and biodiversity [10,23,40]. As a trade-off, considering the water–energy
demand, it is advisable to cover less than 40% of the entire surface of the water body [40].
In the present analysis, an average of 5000 m2 is required for installing an FPV system of
5 MW capacity. In such a case, covering 4% of the HD reservoir area of (5250 km2) by an
FPV system tends to have an equal capacity as the hydroelectric power plant of 2.1 GW
and it is possible to provide intermittent operation.

In the present study, the position of the FPV system is considered based on eliminating
near and far shadows and area, which tends not to have the complete dry condition.
However, proper mooring analysis on the water depth and soil type is essential to ensure
the stability of the system. The FPV structure of the present study is considered as a single
large structure and the cost of the mooring and anchoring system is calculated accordingly;
however, for operational safety and maintenance, the existing system is divided into
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small capacities. The system is analyzed only for a single-axis tracking mechanism to
obtain a high energy yield. This is because dual-axis tracking on an FPV system is still
challenging to implement due to the continuous action of mild waves [10]. Besides focusing
the PV panel toward a high irradiation point, the tracking mechanism has to endure the
persistent disturbances of the floating from the action of waves. In both sensor-based and
astronomically calculated tracking types, inappropriate controller designs fail to find the
brightest spot in the sky. This hunting condition of the tracking device extracts more power
from the motor. Considering this condition, the single-axis tracking mechanism is cost
effective and efficient for the floating PV system [41].

The power generation capacity and environmental benefits such as carbon footprint
and evaporation mitigation are analyzed and implemented worldwide. The progress of
the present study is to mainly focus on the panel interconnection topologies and multilevel
inverter connection. Being in the initial stage of development, research on the FPV system
related to standards of the structural components used and their impacts on the water
quality on large scale implementation is needed. Besides lakes, reservoirs and hydropower
plants, the future of the FPV is on the offshore platform [27,28,42]. Thin film PV modules
are the growing technology that is suitable for potential FPV implementation in marine
regions. However, the harsh marine environment is still slowing down the offshore FPV
implementation and experimental studies [10,28].

9. Conclusions

The paper shows the possibilities of establishing FPV in Egyptian dams in terms of
High Dam and Aswan Reservoir. The study shows that installing FPV will lead to an
increase in the power generation of the hybrid hydro PV system to an annual increase of
up to 11.9 GWh for High Dam and 11.3 GWh for Aswan Reservoir. The hybrid system will
lead to water saving by 0.1 MCM for both dams. Three alternatives are presented to select
the type of the FPV in terms of mono-crystalline, polycrystalline, and thin film; the results
show that polycrystalline is the best solution in Egypt for FPV. The study also proposed two
different scenarios to mount FPV in terms of fixed mounting and single-axis tracking and
the results show that single-axis tracking achieved a higher energy rate by 4.96%. Using
FPV and a hydro hybrid system achieved carbon dioxide reduction by 44,270.61 tons.
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Nomenclature

AC Alternating current
AR Aswan Reservoir
CF Capacity factor
DC Direct current
FPV Floating photovoltaic
HD High Dam
HEPP Hydroelectric power plant
GERD Grand Ethiopian Renaissance Dam
GHI Global Horizontal Irradiance
LCOE Levelized Cost of Energy
MCM Million Cubic Meter
Mt Metric Ton
NOCT Nominal operating cell temperature
PET Potential Evapotranspiration
POA Plane of Array
PR Performance ratio
PV photovoltaic
RES Renewable Energy Sources
SAF solar access factor
SEC Specific electricity consumption
STC Standard test conditions
TOF tilt orientation factor
β Tilt angle

Appendix A. Electrical Specifications of PV Panels

Table A1. Panel types and description.

S.No Parameters Poly Crystalline Mono Crystalline Thin Film

1. Manufacturer Canadian Solar Solar World First Solar
2. Model Name CS6P-240P SW 235 FS-6420 December 2017
3. Power output capacity (W) 240 235 420
4. Dimensions (mm) 1638 × 982 × 40 1001 × 1675 × 31 2009 × 1232 × 49
5. Weight (kg) 20 21.2 36

6. Temperature coefficient at
maximum power (/◦C) −0.43 −0.45 −0.35

7. Temperature coefficient open
circuit voltage (/◦C) −0.34 −0.33 −0.28

8. Temperature coefficient short
circuit voltage (/◦C) +0.065 +0.042 +0.04

9. Operating temperature (◦C) −40 to +85 −40 to +90 −40 to +85
10. Module efficiency (%) 14.61 13.12 17
11. Power tolerance (W) ±5 ±3 ±5
12. Standard Test Conditions (STC)—Irradiance of 1000 W/m2, Temperature 25 ◦C & air mass AM1.5
13. peak power of PV module (W) 240 235 420
14. maximum power voltage (V) 29.9 30.3 180.4
15. maximum power current (A) 8.03 7.77 2.33
16. open circuit voltage (V) 37 37.5 218.5
17. short circuit current (A) 8.53 8.19 2.54
18. Nominal operating cell temperature (NOCT)—Irradiance of 800 W/m2 and ambient temperature of 20 ◦C
19. Peak power of PV module (W) 170 170.9 317.2
20. Voltage at maximum power (V) 27.0 27.5 168.7
21. Current at maximum power (A) 6.18 6.22 1.88
22. open circuit voltage (V) 33.8 34.0 206.3
23. Short circuit current (A) 6.76 6.6 2.04
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Abstract: In this paper, a novel model based on the boundary element method (BEM) is presented for
the hydrodynamic analysis of floating twin-hull structures carrying photovoltaic panels, supporting
the study of wave responses and their effects on power performance in variable bathymetry regions.
The analysis is restricted to two spatial dimensions for simplicity. The method is free of any mild-
slope assumptions. A boundary integral representation is applied for the near field in the vicinity
of the floating body, which involved simple (Rankine) sources, while the far field is modeled using
complete (normal-mode) series expansions that are derived using separation of variables in the
constant depth half-strips on either side of the middle, non-uniform domain, where the depth
exhibited a general variation, overcoming a mild bottom-slope assumption. The numerical solution
is obtained by means of a low-order panel method. Numerical results are presented concerning
twin-hull floating bodies of simple geometry lying over uniform and sloping seabeds. With the
aid of systematic comparisons, the effects of the bottom slope and curvature on the hydrodynamic
characteristics (hydrodynamic coefficients and responses) of the floating bodies are illustrated and
discussed. Finally, the effects of waves on the floating PV performance are presented, indicating
significant variations of the performance index ranging from 0 to 15% depending on the sea state.

Keywords: hydrodynamic analysis; floating bodies; general bathymetry; BEM

1. Introduction

The energy yield of floating photovoltaics (FPVs) is in the spotlight, as offshore
photovoltaic (PV) installations present significant advantages over corresponding onshore
ones (see [1,2]). These, among others, include the ample surface available for arrangements
in farms, the nearshore/coastal regions and the open sea, including locations that are
already licensed for offshore wind parks (in the area between wind turbines), as well as the
potential of hybridization with offshore wind energy. The development of offshore FPV
parks is particularly important for southern European regions, e.g., in the Mediterranean
Sea, since solar radiation in southern latitudes is relatively high, nearly 150–200% greater
than that of the Atlantic Sea Ocean, the North Sea and Baltic Sea regions [3], while wind
and wave potentials are comparatively low. Furthermore, offshore PV installations present
increased efficiency due to the cooling effects of water and wind, which are triggered by the
interaction of airflow with the solar panels [4]. It is worth mentioning here that, according
to a recent report from DNV GL, it is expected that offshore FPVs will reach maturity by
2030 (see also DNVGL-RP-0584-Edition 2021-03).

On the other hand, although several solar farms have been developed on closed water
basins, such as lakes, reservoirs and dams, implementing installations in the open sea is
a challenging task, as their interaction with several environmental factors is not yet fully
understood [5]. In the offshore and nearshore region, safety and viability require the design
and construction of resilient FPV structures that can withstand the harsh marine envi-
ronment. Regarding the deployment of floating structures of relatively large dimensions

Energies 2021, 14, 5979. https://doi.org/10.3390/en14185979 https://www.mdpi.com/journal/energies
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in nearshore and coastal areas, it is also expected that bathymetric variations will have
significant effects on their responses under wave loads, which also affect the performance
of the power output due to oscillatory motions of the structure and the panels arranged on
the deck. Stability requirements, in conjunction with a lightweight structure with a center
of gravity at a relatively increased height above the keel, led to the consideration of a twin
hull structure with a more complicated response pattern and resonance characteristics.
In this study, a hydrodynamic model is developed to predict the dynamic responses of a
floating structure supporting photovoltaic panels on a deck while being subject to wave
loads. For the treatment of complicated resonance phenomena, as well as the effects of
finite and possibly variable bathymetry, which characterizes nearshore and coastal regions,
a general model based on boundary element methods (BEM) is developed, which is capable
of modeling the involved phenomena. The model is then systematically applied in selected
examples to produce preliminary results, which are illustrative of the effect of dynamic
motions on the energy efficiency of a floating unit.

The interaction of free surface gravity waves with floating bodies at intermediate
depths in areas that are characterized by non-uniform seabed topographies is a mathemati-
cally interesting problem, which can be used to analyze a wide range of applications, such
as the design and performance evaluation of ships and other floating structures operating
in nearshore areas. Theoretical aspects of the problem of small-amplitude water waves
propagating in a finite water depth and their interaction with floating and/or submerged
bodies have been presented under various geometric assumptions by many authors [6–8]
regarding the existence of trapped modes in a channel with obstructions. Furthermore,
shallow-water conditions are frequently encountered in marine applications. When floating
structures or docks are moored in shallow-water areas, accurate predictions of the motions
induced by the prevailing sea state are needed, not only for optimizing the mooring system,
depending on the stability needs of each configuration, but also for ensuring that the
under-keel clearance remains sufficient for the structure to avoid grounding in extreme (for
the area under study) weather and sea conditions. In many applications, the water depth
is assumed to be constant, which is practically valid in cases where there are small depth
variations or the floating body’s dimensions are small compared to the bottom variation
length. However, in applications involving the utilization of floating bodies in coastal
waters, the variations of bathymetry may cause significant effects on the hydrodynamic
behavior of ships and structures, especially concerning the wave-induced responses. Under
the assumption of slowly varying bathymetry, mild-slope model have been developed
for the analysis of wave-induced floating body motion [9]. To treat environments that are
characterized by steeper bathymetric variations, e.g., near the coast or the entrances of
ports and harbors, extended models are required (see, e.g., Ohyama and Tsuchida [10]).

In the present work, a novel method based on BEM is used for the hydrodynamic
analysis of twin-hull floating structures with PV systems; the method is capable of treating
the effects of varying bathymetry without any mild-slope assumptions. In particular, a
low-order panel based on linear wave theory is developed and verified. Following the
hybrid formulation by Yeung [11], the present method utilizes the simplicity of Rankine
sources, in conjunction with appropriate representations of the wavefield in the exterior
semi-infinite domain, as presented by Nestegard and Sclavounos [12] for 2D radiation
problems in deep water and by Drimer and Agnon [13] in the case of finite water depth.
The far field is modeled using complete (normal-mode) series expansions, which are
derived using separation of variables in the two constant-depth half-strips separating the
variable bathymetry region from the regions of wave incidence and wave transmission (see
Figure 1). Numerical results are presented concerning twin-hull floating bodies of simple
geometry over uniform and sloping seabeds. With the aid of systematic comparisons, the
effects of bottom slope on the hydrodynamic characteristics (hydrodynamic coefficients and
responses) are presented and discussed. Finally, results are presented regarding the effect
of wave-induced motions on floating PV performance, indicating significant variations in
the performance index ranging from 0 to 15%, depending on the sea state.
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Figure 1. Geometric configuration of the 2D problem.

2. Mathematical Formulation

The 2D problem concerning the hydrodynamic behavior of a twin hull floating body
of arbitrary cross-section in a coastal–marine environment is considered, as illustrated in
Figure 1. A Cartesian coordinate system x = (x1, x2, x3) is introduced, with the origin
placed at the mean water level, coinciding with the structure’s center of flotation, with the
x3-axis pointing upwards. The configuration is considered unchanged in the x1-direction
and, therefore, the analysis is limited to the x2x3 plane, modeling a two-dimensional
cross-section.

The environment comprises a water layer bounded by the free surface at x3 = 0 and
the rigid bottom at depth h = h(x2). It is assumed that h = h(x2) exhibited a general
variation, i.e., the corresponding bathymetry is defined by parallel, straight contours
lying between two regions of constant but different water depths: h = ha in the region
of wave incidence and h = hb in the region of transmission. The fluid is assumed to be
homogeneous, inviscid and incompressible and its motion irrotational with a small width.
The wavefield in the region is excited by a harmonic incident field, with propagation
direction normal to the depth contours (along the x2-axis). Without loss of generality, a left-
incident wave field is assumed (see Figure 1). Thus, in the context of linearized wave theory,
the fluid motion is fully described by the 2D wave potential Φ(x2, x3; t), with the velocity
field being equal to v(x, t) = ∇Φ(x, t). Assuming that the free-surface elevation and the
wave velocities are small, the potential function Φ(x2, x3; t) satisfies the linearized wave
equations (see, e.g., [14,15]). Under these assumptions, the wavefield is time-harmonic and
its potential function can be represented by the time-independent (normalized) complex
potential function ϕ as:

Φ(x2, x3; t) = Re
{
− igA

ω
ϕ(x2, x3; μ) · exp(−iω t)

}
, (1)

where H = 2A is the incident wave height, g is the acceleration of gravity, μ = ω2/g is the
frequency parameter and i =

√−1. The free surface elevation is obtained in terms of the
wave potential at x3 = 0 as follows:

η(x2; t) = − 1
g

∂Φ(x2, 0 ; t)
∂t

. (2)

In addition to the physical boundaries (floating body, free surface, seabed), we further
introduce two vertical interfaces on either side of the body, serving as incidence/radiation/
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transmission boundaries. Therefore, the boundary ∂D of the two-dimensional domain
D, occupied by the fluid, is decomposed into eight subsections ∂Di, i = 1, 2, . . . , 8, as
illustrated in Figure 1, so that D is enclosed by the curve ∂D = ∪8

i=1∂Di, with ∂D1 and ∂D3
being the right- and left-hand sides, respectively, of the twin-hull’s wetted surface. The
sections of ∂D numbered 2, 4 and 8 correspond to the water-free surface, while ∂D6 is the
impermeable seabed. Finally, the wave incidence occurs via ∂D5, which also serves, along
with ∂D7, as a radiation interface for the diffracted field due to the presence of the (fixed)
body, as well as the radiation fields that develop due to the wave-induced body’s motions.

Apart from the non-uniform domain D containing the floating body, the total flow
field is considered to be of infinite length and, therefore, also comprises the uniform
semi-infinite subdomains DL and DR, where the depth is constant and equal to ha and hb,
respectively. Hence, the function h = h(x2) is of the form:

h(x2) =

⎧⎨⎩
ha, x2 ≤ a
h(x2), a < x2 < b
hb, x2 ≥ b

(3)

The function ϕ = ϕ(x2, x3; μ) appearing in Equation (1) is the normalized potential in
the frequency domain, which will hereafter be simply written as ϕ(x2, x3). Using standard
floating body hydrodynamic theory [15,16], the potential is decomposed as follows:

ϕ(x2, x3) = ϕp(x2, x3) +
μ

A

4

∑
k=2

ξk ϕk(x2, x3) (4)

where ϕp(x2, x3) = ϕI(x2, x3) + ϕD(x2, x3) is the propagating field, with ϕI(x2, x3) being
the incident field, which corresponds to the solution of the wave propagation problem
across the non-uniform subdomain in the absence of the floating structure and ϕD(x2, x3)
being the diffraction potential, which accounts for the presence of the body, fixed in
its mean position. Moreover, the functions ϕk(x2, x3), k = 2, 3, 4, denote the radiation
potentials associated with the motion of the twin-hull structure, corresponding to its three
degrees of freedom (DOF), i.e., the linear transverse motion (sway: k = 2), the linear vertical
motion (heave: k = 3) and the rotation about the longitudinal (x1) axis (roll: k = 4). Finally,
ξk, k = 2, 3, 4, stand for the complex amplitudes of the corresponding wave-induced
motions.

The sub-problems, whose solutions provide the potential functions ϕk(x2, x3), k = p,
2,3,4, in the variable bathymetry region, were formulated as radiation-type problems in
the bounded subdomain D, with the aid of the following general representations of the
wave potential ϕ(x2, x3) in the left- and right-side semi-infinite strips DL and DR, which
are obtained using separation of variables (see, e.g., [17]):

ϕ
(L)
p (x) =

[
exp

(
ik(L)

0 x2

)
+ C(L)

0 exp
(
−ik(L)

0 x2

)]
Z(L)

0 (x3)+

+
∞
∑

n=1
C(L)

n exp
[
k(L)

n (x2 − a)
]

Z(L)
n (x3), x ∈ DL

(5a)

ϕ
(L)
k (x) = C(L)

0 exp
(
−ik(L)

0 x2

)
Z(L)

0 (x3)+

+
∞
∑

n=1
C(L)

n exp
[
k(L)

n (x2 − a)
]

Z(L)
n (x3), x ∈ DL, k = 2, 3, 4

(5b)

ϕ
(R)
k (x) = C(R)

0 exp
(

ik(R)
0 x2

)
Z(R)

0 (x3)

+
∞
∑

n=1
C(R)

n Z(R)
n (x3) exp

[
k(R)

n (b − x2)
]
, x ∈ DR, k = p, 2, 3, 4

(5c)

The first term (n = 0) in the series Equations (5) is the propagating mode, while the
remaining ones (n = 1, 2, . . .) are the evanescent modes with C(i)

n (n = 0, 1, 2, . . .) being
the corresponding coefficients. The first term of ϕ

(L)
p (x) is further separated into a unit-
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amplitude mode propagating toward D, playing the role of the incident field, and the
additional mode C(L)

0 exp(−ik(L)
0 x2)Z(L)

0 (x3), propagating toward −∞ in the x2-direction,
which is the reflected field coming from the diffraction potential ϕD(x). In the above expan-

sions, the functions
{

Z(i)
n

}∞

n=0
are defined as Z(i)

n = cosh
[
k(i)n

(
z + h(i)

)]
/ cosh

(
k(i)n h(i)

)
and are obtained using separation of variables via the vertical Sturm–Liouville problem, to
which Laplace’s equation reduces in the constant depth strips {DL| − ha < x3 < 0, x2 < a}
and {DR| − hb < x3 < 0, x2 > b}. The corresponding eigenvalues k(i)0 and

{
k(i)n

}∞

n=1
are

respectively obtained as the real root and the imaginary roots of the dispersion relation:
ω2 = k(i)g · tanh

(
k(i)h(i)

)
, i = L, R, where g denotes the acceleration due to gravity. The

completeness of the expansions derives from the standard theory of regular eigenvalue
problems (see, e.g., [18]). Based on the above representations, the hydrodynamic prob-
lems concerning the propagating and radiation potentials ϕk(x2, x3) were formulated as
radiation-type problems, satisfying the following systems of equations, boundary condi-
tions and matching conditions for k = p, 2, 3, 4:

∂2 ϕk(x2, x3)

∂x22 +
∂2 ϕk(x2, x3)

∂x32 = 0, x ∈ D|(Domain o f Transmission) (6a)

∂ϕk(x)

∂n
− μϕk(x) = 0, μ =

ω2

g
, x ∈ (∂D2 ∪ ∂D4 ∪ ∂D8)|(Free Sur f ace) (6b)

∂ϕk(x)

∂n
= 0, x ∈ ∂D6|(Seabed) (6c)

∂ϕk(x)

∂n
= Nk(x), x ∈ (∂D1 ∪ ∂D3)|(Wetted Sur f ace) (6d)

∂ϕk(x)

∂n
− TL

[
ϕ
(L)
k (x)

]
= Qk, x ∈ ∂D5|(Incidence /Reflection /Radiation) (6e)

∂ϕk(x)

∂n
− TR

[
ϕ
(R)
k (x)

]
= 0, x ∈ ∂D7|(Radiation) (6f)

The above boundary sections are also illustrated in Figure 1. Moreover, in
Equations (6a)–(6f), n = (0, n2, n3) denotes the unit normal vector to the boundary ∂D,
directed to its exterior. The boundary data Nk, k = 2, 3, 4 appearing on the right-hand side
of Equation (6d) are defined by the components of the generalized normal vector on the
wetted surface boundary section ∂D1 ∪ ∂D3: N2 = n2, N3 = n3 and N4 = x2n3 − x3n2, and
constitute the (unit-amplitude) excitations of the system in Equation (6a)–(6f) for each k. Np
is set to 0 so that the solution of the propagating field is obtained by treating the floating
body as an impermeable, immobile solid boundary. Finally, the operators TL

[
ϕ
(L)
k (x)

]
and

TR

[
ϕ
(R)
k (x)

]
are appropriate Dirichlet-to-Neumann (DtN) maps (see, e.g., [19]), ensuring

the complete matching of the fields ϕk(x), k = p, 2, 3, 4, on the vertical interfaces ∂D5
and ∂D7, respectively. These operators are derived from Equations (5a)–(5c), exploiting
the completeness properties of the vertical bases

{
Z(i)

n (z), n = 0, 1, 2, . . .
}

, i = L, R. More
details are provided in Appendix A.

3. The BEM for Floating Twin-ull Structures

3.1. The Incidence, Diffraction and Radiation Problems

The corresponding problems of the propagating and radiation potentials ϕk(x),
k = p, 2, 3, 4, given as Equations (6) were treated by means of boundary integral equation
formulations that are based on the single-layer potential (see, e.g., [20]). Accordingly, the
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following integral representations are introduced for ϕk(x), k = p, 2, 3, 4, in the bounded
subdomain D:

ϕk(x) =
∫

∂D

σk
(
x′

)
G

(
x′, x

)
d�(x′

)
, x = (x2, x3) ∈ D, x′ ∈ ∂D, k = p, 2, 3, 4 (7)

where G(x′, x) = ln|x′ − x|/2π is the Green’s function of the Laplace equation in 2D free-
space; σk(x

′) is a source/sink strength distribution, defined on the boundary of the bounded
subdomain D for each of the four subproblems; and d�(x′) denotes the differential element
along the boundary ∂D (see, e.g., [21,22]). Based on the properties of the single-layer
distributions, the corresponding normal derivatives of the functions ϕk(x), k = p, 2, 3, 4,
on the boundary ∂D are given by (see, e.g., [21]):

∂ϕk(x)

∂n
= −σk(x)

2
+

∫
∂D

σk
(
x′

)∂G(x′, x)

∂n
d�(x′

)
,

(
x, x′

) ∈ ∂D. (8)

Using the above in Equations (6b)–(6f), we obtain a system of boundary integral
equations, with support on the different sections of ∂D for the determination of the corre-
sponding unknown source distribution σk(x), x ∈ ∂D, k = p, 2, 3, 4, for each of the potential
functions ϕk(x), k = p, 2, 3, 4. The final system read as follows for k = p, 2, 3, 4:

− σk(x)
2 +

∫
∂D

σk(x
′) ∂G(x′ ,x)

∂n d�(x′)+

−μ
∫

∂D
σk(x

′)G(x′, x)d�(x′) = 0, x ∈ (∂D2 ∪ ∂D4 ∪ ∂D8), x′ ∈ ∂D,
(9a)

− σk(x)

2
+

∫
∂D

σk
(
x′

)∂G(x′, x)

∂n
d�

(
x′

)
= 0, x ∈ ∂D6, x′ ∈ ∂D, (9b)

− σk(x)

2
+

∫
∂D

σk
(
x′

)∂G(x′, x)

∂n
d�

(
x′

)
= Nk(x), x ∈ (∂D1 ∪ ∂D3), x′ ∈ ∂D, (9c)

− σk(x)
2 +

∫
∂D

σk(x
′) ∂G(x′ ,x)

∂n d�(x′)+

−TL

[ ∫
∂D

σk(x
′)G(x′, x)d�(x′)

]
= Qk, x ∈ ∂D5, x′ ∈ ∂D,

(9d)

− σk(x)
2 +

∫
∂D

σk(x
′) ∂G(x′ ,x)

∂n d�(x′)+

−TR

[ ∫
∂D

σk(x
′)G(x′, x)d�(x′)

]
= 0, x ∈ ∂D7, x′ ∈ ∂D,

(9e)

From the above systems’ solutions σk, k = p, 2, 3, 4, the corresponding potential
functions ϕk(x), k = p, 2, 3, 4 and all quantities associated with them were calculated using
Equations (7) and (8) in the bounded subdomain D. The solutions of the system consisting
of Equations (9a)–(9e) are obtained numerically by means of a low-order boundary element
method based on simple (Rankine) sources (see also [23]). The geometry of the different
sections of ∂D is approximated using linear segments on which the source distribution is
taken to be piecewise constant. In this case, the boundary integrals in Equations (9a)–(9e)
associated with each element’s contribution can be analytically calculated (see, e.g., [24])
and the systems of boundary integral equations reduce to an equal number of algebraic

systems, whose unknowns are the vectors
{

σk j

}M

j=1
, k = p, 2, 3, 4 with M being the number

of linear boundary elements used to approximate the geometry of ∂D.
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3.2. Equations of Motion

The total hydrodynamic loads (forces and moment) on the twin-hull structure consist
of the Froude-Krylov loads, which are solely due to the undisturbed incident field ϕI(x),
the diffraction loads caused by the pressure field generated by the presence of the fixed
floating body and the radiation loads due to the pressure fields of the wavefields “radiated”
by the oscillating body. Based on the calculated propagating potential ϕp(x)(consisting
of the incident and diffraction potentials), the summation of the Froude-Krylov and the
diffraction-induced hydrodynamic forces, as well as the corresponding moment (Fk,
k = 2, 3, 4), are calculated using surface integration, as follows:

Fk = iωρ
∫

∂D1∪∂D3

ϕP(x) · Nk(x)d�(x), k = 2, 3, 4, x ∈ (∂D1 ∪ ∂D3) (10)

where ρ denotes the fluid (water) density and Nk, k = 2, 3, 4, is the generalized normal
vector on the wetted surface (also defined in Section 2). Moreover, from the radiation
potentials ϕk(x), k = 2, 3, 4, the hydrodynamic coefficients are calculated using:

ω2 Akl + iωBkl = iωρΠk l , l, k = 2, 3, 4, where (11a)

Πkl =
∫

∂D1∪∂D3

ϕl(x)Nk(x)d�(x), l, k = 2, 3, 4, x ∈ (∂D1 ∪ ∂D3) (11b)

In the above expressions, A(3×3) is the (symmetric) matrix of the added inertial
coefficients, which, for each frequency, corresponded to the proportion of the radiation
loads in phase with the structure’s acceleration (in the frequency domain). B(3×3) is the
corresponding matrix of hydrodynamic damping coefficients, which consists of the part
of the radiation loads in phase with the structure’s velocity. Details about the definitions
of the hydrodynamic forces and coefficients, as well as the system of equations of motion,
can be found in [15] or in ship hydrodynamics textbooks (see, e.g., [16,24]). The latter
quantities allow us to formulate and solve the equations of motion of the floating body in
the inhomogeneous domain. The general form of the equations of motion in the frequency
domain for the 2D twin-hull structure considered is:{

−ω2[M + A(ω)]− iω B(ω) + C
}

ξ = F (12)

where C is the hydrostatic restoring forces and moments acting on the structure.
Due to the symmetry of the body with respect to the vertical axis x3, the component

N3 of the generalized normal vector is symmetric, while the components Nk, k = 2, 4, are
antisymmetric. Assuming that the seabed profile variations do not significantly alter the
radiation potentials ϕk(x), k = 2, 3, 4, near the floating structure, the potential function
ϕ3(x) is also symmetric and the functions ϕk(x), k = 2, 4 are antisymmetric. This fact
implies that Π32 = Π34 = 0 and Π23 = Π42 = 0. Therefore, the dynamic equations of
motion relating to the oscillations of the body are simplified in the following form, where
the heaving motion (ξ3) is decoupled from the sway and roll motions (ξ2, ξ4) of the twin
hull: [

−ω2(M + A22)− iωB22

]
ξ2 −

(
ω2 A24 + iωB24

)
ξ4 = F2, (13a)[

−ω2(M + A33)− iωB33 + 2ρgB(H)

]
ξ3 = F3, (13b)(

−ω2 A42 − iωB42

)
ξ2 +

[
−ω2(I44 + A44)− iωB44 + Mg · GM

]
ξ4 = F4, (13c)

where B(H) is the breadth of each individual hull and GM denotes the metacentric height.
The total mass equals M = ρ · ∇, referring to unit length in the transverse direction (kg/m),
where ρ denotes the fluid’s density and ∇ is the displacement volume of the structure.
Moreover, due to the symmetry of the floating structure, its center of buoyancy (B) is
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located on the vertical line x2 = 0 and its x3 coordinate is calculated as the center of area of
the submerged volume’s cross-section. The center of gravity (G) is also located at x2 = 0
due to symmetry of the configuration and its x3 coordinate is considered to be located
at the waterplane (x3 = 0). A total radius of gyration per unit length in the transverse
direction of RG =

(
B(T) − B(H)

)
/2 is considered about the longitudinal axis (x1), where

B(T) is the total breadth of the twin-hull structure and, therefore, I44 = M(RG)
2. The

metacentric radius was evaluated as BM = I/∇, where I is the second moment of area of
the waterplane, calculated using applying Steiner’s theorem as:

I = 2

[(
B(H)

3

12

)
+ B(H) ·

( B(T) − B(H)

2

)2
]

, (14)

which also refers to the unit length in the transverse direction (x1). Finally, the metacentric
height was calculated as GM = KB + BM − KG, where K is a reference point with coordi-
nates (0, x3). The above equations can also be modified to include other external forces,
as e.g., mooring forces or spring terms (see, e.g., Section 3.5 of [25]). The solution of the
above system (13) provides us with the complex amplitudes of the corresponding motions
of the twin hull: ξk, k = 2, 3, 4. Then, the total wave potential is obtained using Equation
(4), from which the hydrodynamic pressure is obtained using Bernoulli’s theorem. The
wave loads on the floating structure are calculated using pressure integration on the wetted
surface ∂D1 ∪ ∂D3.

4. Numerical Results

4.1. Comparison with Other Methods and Verification

The results obtained by the previously described numerical model are here compared
to previous research for verification purposes. The results concern a twin-hull floating
structure whose individual hulls are cylindrical, with a draft equal to the radius, which
results in wetted surfaces whose cross-section shapes are semicircles. Numerical results
regarding the above configuration were presented by Ohcusu [26] in 1969 and Rhee [27] in
1982 concerning the amplitude ratio of the radiated fields’ wave height away from the body
divided by the amplitude of the forced oscillation that excites the field itself in calm water.

Figure 2 illustrates the aforementioned ratio regarding the heave and sway motions
in the case of unit amplitude of the twin-hull structure. The wetted surface of each hull is
semicircle of radius R in the x2x3 plane, while each of the two semicircles’ centers are at a
distance P from the origin, following the notation of Rhee [27]. Therefore, the two centers
are at a distance 2P apart and the configuration is defined so that 2P/R = 3. The results
concern the radiation fields that propagate in deep water, which is achieved in the present
numerical model by setting the depth as a constant and equal to half the wavelength,
for each simulated frequency, as calculated from the dispersion relation for deep-water
(λ = 2πg/ω2).

Figure 2. Amplitude ratios for heave and sway for a twin-hull floating structure with semicircle hull
cross-sections (2P/R = 3, h/R = ∞).
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The domain extends to three wavelengths away from the floating body in both direc-
tions and the free surface elevation is evaluated by the discrete BEM model at the last free
surface boundary element away from the structure (adjacent to the first boundary element
of the radiation boundary). The amplitude ratios of Figure 2 are presented as functions of
the non-dimensional frequency parameter ω2R/g.

Indicative results are illustrated in Figure 3 concerning wave fields generated by unit-
amplitude forced oscillations of the twin hull in sway and heave, with the non-dimensional
frequency parameter ω2R/g set to 1. The amplitude ratios are equal to 0.992 and 0.520 for
sway and heave, respectively, as also shown in Figure 2.

Figure 3. Sway and heave radiation fields for 2P/R = 3, h = λ/2 and ω2R/g = 1. (a,b) Real
and imaginary part of the normalized sway field ϕ2(x) and corresponding free-surface elevation.
(c,d) Real and imaginary part of the normalized heave field ϕ3(x) and corresponding free-surface
elevation.

An identical twin-hull structure was studied by Dabssi et al. [28] in 2008 regarding
its hydrodynamic coefficients. Figure 3 illustrates the added mass and damping of the
floating structure in heave (ξ3). The added mass (A33) has been divided by the structure’s
mass, while the damping coefficient for heave (B33) has been divided by the mass times
the angular frequency ω so that all presented quantities are non-dimensional. It is noted
that the displacement in this case does not need to be numerically calculated since it equals
the sum of volumes of two half-cylinders of radius R that were considered to extend to unit
length in the transverse direction (x1) and therefore is equal to πR2. The results of Figure 4
concern the heaving motion of the twin-hull in a finite water depth h, where h/R = 2. The
calculated data sets are presented as functions of the non-dimensional wavenumber kR.

Figure 4. Added mass and damping coefficient of heave, for a twin-hull floating structure of
semicircle hull cross sections (2P/R = 3, h/R = 2).

4.2. Hydrodynamic Analysis of Floating Twin-Hull Structure in Waves

The effect of sloping seabed environments on the hydrodynamic characteristics of a
twin hull is here illustrated by considering the case of a structure of non-dimensional total
breadth equal to B(T)/h = 2/3, with the non-dimensional breadth and draft of each hull set
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to B(H)/h = T/h = 1/10, where h denotes the mean water depth of the inhomogeneous
domain D. The individual hulls that make up the twin-hull layout were modeled via the
cross-section of a Wigley hull at x1 = 0, which is given by the analytical relation:

x2 = ∓B(H)

2
·
[

1 −
( x3

T

)2
]

. (15)

The configuration is considered to be located in an inhomogeneous region (see
Figures 5 and 6). The center of gravity was selected to coincide with the center of flotation.
The center of buoyancy (B), which is calculated as the center of area of the submerged vol-
ume’s cross-section, is located at (x2 = 0, x3 = −0.375 · T) and, thus, the non-dimensional
metacentric height of this layout is GM/h = 1.179.

Figure 5. Outline of the modeled configuration and basic dimensions.

Figure 6. (a) Floating body and domains of transmission (B(T)/h = 2/3, B(H)/h = T/h = 1/10).
(b) Hydrodynamic forces F̃k, k = 2, 3. (c,d) RAOs in sway and heave motions, respectively.
(e,f) Hydrodynamic coefficients A22, B22 and A33, B33, respectively. All quantities were plotted vs.
the non-dimensional wavelength λ/h, where h denotes the average water depth.
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Numerical results are presented in Figures 6 and 7 concerning the hydrodynamic
behavior of this floating structure in constant depth and over two linear shoals characterized
by (constant) bottom slopes of 10 and 20%, respectively (see Figure 6a). The shoaling
environments were achieved using a linear depth reduction of 2h/3 and 4h/3, respectively,
over a depth variation distance of 10B(T), with the mean water depth of all three domains
of transmission being equal to h. The results concerning the homogeneous domain were
plotted using solid lines, while the results concerning the inhomogeneous transmission
domains with bottom slopes of 10 and 20% were plotted using dashed lines and dotted
lines, respectively.

Figure 7. (a) RAO in roll motion. (b) Hydrodynamic moment F̃4. (c,d) Hydrodynamic coefficients
A44, B44 and A24, B24, respectively. All quantities are plotted vs. the non-dimensional wavelength
λ/h, where h denotes the average water depth.

In particular, Figure 6b illustrates the normalized hydrodynamic forces as functions
of the non-dimensional wavelength λ/h for all three considered domains of transmission,
where λ = 2π/k0 is the wavelength corresponding to the mean water depth h, as obtained
through application of the dispersion relation: ω2 = k0g · tanh (k0h). The normalization
used for the hydrodynamic forces is F̃k = Fk/ρghA, k = 2, 3, where A is the incident wave
amplitude.

Figure 6c,d depict the twin hull’s response amplitude operators (RAOs) associated
with its two linear motions, i.e., sway (ξ2) and heave (ξ3). The body’s linear responses
were normalized as RAOk = ξ̃k = |ξk|/A, k = 2, 3. Finally, in Figure 6e,f corresponding
results concerning the hydrodynamic coefficients are presented. The matrix A(3×3) of
added inertial coefficients and the matrix B(3×3) of hydrodynamic damping coefficients
were normalized as:

~
A =

A

ρ

⎛⎝ h−2 h−2 h−3

h−2 h−2 h−3

h−3 h−3 h−4

⎞⎠,
~
B =

√
h
g
· B

ρ

⎛⎝ h−2 h−2 h−3

h−2 h−2 h−3

h−3 h−3 h−4

⎞⎠. (16)

Figure 7a illustrates the twin hull’s RAO associated with the angular motion, i.e., roll
(ξ4). The body angular response is normalized as RAO4 = ξ̃4 = |ξ4|/kA, with k being the
wavenumber corresponding to the mean water depth h. The corresponding normalized
hydrodynamic moment F̃4 = F4/ρgh2 A is shown in Figure 7b. Figure 7c depicts the
diagonal elements (A44, B44) of the added inertia and damping matrices. Moreover, the
(non-diagonal) elements of the symmetric added inertia and hydrodynamic damping
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matrices are shown in Figure 7d. All results are plotted as functions of the non-dimensional
wavelength λ/h.

Finally, indicative results regarding the total induced wavefields are depicted in
Figure 8 for non-dimensional wavelength equal to λ/h = 2.4. In particular, Figure 8a
illustrates the real part of the total potential ϕ(x); see Equation (4) for the three considered
cases of 0, 10 and 20% bottom slope (see Figure 6a) in the general vicinity of the floating
twin-hull structure. Figure 8b depicts the imaginary parts of the corresponding potential
functions. The configuration was made dimensional by setting h = 30 m and an incident
field of amplitude A = 1.5 m has been considered. The alterations to the wavefields
due to the non-uniform topography profiles are clearly seen, as the equipotential lines
intersect each seabed boundary section perpendicularly, which implies the satisfaction of
the impermeability boundary condition.

Figure 8. (a) Real and (b) Imaginary Part of the total complex wave potential and corresponding free
surface elevation for a twin-hull floating structure of breadth B = 20 m and three considered cases
of bottom slope 0, 10 and 20% in an environment with a mean depth of h = 30 m in the case of an
incident wave of wavelength λ/h = 2.4 and amplitude A = 1.5 m.

5. Effects of Floating Structure Response in Waves on Floating PV Performance

The energy efficiency of a floating photovoltaic (FPV) unit is based on several parame-
ters, many of which are the result of the surrounding marine environment. Some of the
factors that affect the energy efficiency of FPV are common with corresponding land-based
units, with similar power output levels, while others are absent in land installations.

In open seas, there is generally a higher level of humidity than inland, as well as
lower ambient temperatures. The decreased temperatures are a result of various factors,
which among others, include [29] the water’s transparency, which results in the incoming
solar radiation being transmitted to inner layers of the medium rather than just the surface
layer, as well as the fraction of incident irradiation that is naturally used for evaporation.
Furthermore, the wind speed is usually higher due to long fetch distances compared to
land. The above parameters can help to maintain a low operating temperature of the solar
cells, which, in turn, leads to close-to-optimal performance of the solar panel. The latter’s
efficiency decreases with increasing temperatures. More importantly, PV efficiency is
strongly dependent on the angle of incidence (AOI) of solar irradiation, which, in offshore
FPV installations, is directly affected by the dynamic wave-induced motions. In particular,
the power output of photovoltaic cells is strongly affected by the angle of incidence (AOI)
of solar irradiation and the plane of array (POA) irradiance, which is given by the following
equation:

POA = DNI cos(AOI) + DHI + RI, (17)

where DNI, DHI and RI are the direct, diffuse and reflected irradiance components on
a tilted surface, respectively. To provide indicative results regarding the effect of wave-
induced motions of the floating structure on the power output, we considered an offshore
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installation in the geographical sea area of the southern Aegean Sea. For the latter area, the
optimized values for tilt and azimuth angles of the photovoltaic installations, respectively,
are θT = 30o and θA = 135o using data extracted from the Sandia Module Database,
which is provided by the PV_LIB toolbox (https://pvpmc.sandia.gov/applications/pv_
lib-toolbox/ (accessed on 12 August 2021)).

In this work, a preliminary assessment of a floating photovoltaic system’s energy
efficiency is made for twin-hull structures, taking into account data regarding the dynamic
motions of the floating unit carrying the panels, as derived by the hydrodynamic model
presented earlier, while the interesting effects of temperature and humidity will be studied
in future work. The linear motions, i.e., sway (k = 2) and heave (k = 3), are considered to
have no important effect on the tilt angle of the panels and, therefore, the angle of incidence.
Hence the effect of the unit’s mobility is limited to the angular oscillation i.e., the roll
motion (k = 4) under excitation from the beam incident waves.

For this purpose, response data was simulated by assuming specific sea conditions.
The latter are characterized by a frequency spectrum used to describe the incident waves.
We considered the floating twin-hull structure of total breadth B(T) = 20 m examined in
the previous section in constant water depth h = 30 m. The sea state is described by a
Brettschneider spectrum model (see [30], Chapter 2.3), as follows:

S
(
ω; Hs, Tp

)
=

5
16

H2
s

ω4
p

ω5 exp

[
−5

4

(
ω

ωp

)−4
]

(18)

where Hs is the significant wave height, ωp = 2π/Tp is the peak frequency and Tp the
corresponding peak period.

The roll responses calculated by the present model, as discussed in the previous
section, were used to evaluate the fluctuations of the AOI and the effect on the power
output performance of a PV system consisting of panels, with the aforementioned values
of tilt (relative to the horizontal deck of the structure) and azimuth angles. Specifically,
the roll spectrum was calculated using the RAO of the roll motion (see Figure 7a) of the
twin-hull structure using:

S4(ω) = RAO2(ω)k2S(ω) (19)

where the wavenumber k is given by the dispersion relation of water waves for the water
depth considered. Based on the calculated roll spectrum, time series of the roll motion
ξ4

(
t ; Hs, Tp

)
of the above floating twin-hull structure were simulated, for the considered

configuration (structure and coastal environment) and incident waves, characterized by
the parameters

(
Hs, Tp

)
using the random-phase model [30], Chapter 8.2, (see also [31]).

The results were normalized using the value corresponding to calm water (flat hori-
zontal deck of the structure) in the same sea environment, which results in the following
definition of the performance index:

PI(t) =
a cos(αm + ξ4(t)) + b

a cos(αm) + b
(20)

where a = DNI and b = DHI + RI for the geographical area and sea environment
considered, respectively, and αm is a representative value for the angle of incidence.

As an example, the numerical results concerning the calculated roll response of a float-
ing twin-hull structure of breadth B(T) = 20 m at depth h = 30 m with an incident wave
spectrum (dashed line) and roll angle spectrum (solid line) of the structure in the case of in-
cident waves of significant wave height HS = 0.5 m and peak period TP = (2π/ωp) = 4 s
are presented in Figure 9. Based on the calculated roll spectrum, the simulated time series
of the roll motion of the above floating twin-hull structure for the considered coastal envi-
ronment and incident waves are shown in Figure 10 for a time interval of 1 h. Furthermore,
in the same figure, a representative small interval of 3 min was obtained using the random-
phase model [30,31] for a sea state that was characterized by significant wave height HS =
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0.5 m and peak period
TP = 4 s, as generated by winds corresponding to the Beaufort scale levels BF = 1 − 2.
In this case, indicative results concerning the effect of waves and roll responses of the
structure on the performance index are shown in Figure 11, as calculated by Equation (20)
using a representative value of the mean angle of incidence αm = 5◦ and omitting, as a
first approximation, the effect of diffuse and reflected irradiance components (b ≈ 0). The
value of the performance index in calm water was PICALM = 0.9962. In the considered
case of incident waves, which were characterized by a very low energy content, the RMS
value of the estimated performance index dropped to PIRMS = 0.9947. The latter’s mean
value, as well as the corresponding calm-water value, are shown in Figure 11 using cyan
and red lines, respectively.

Figure 9. (a) Roll response of the floating twin-hull structure of breadth B = 20 m at a mean depth
h = 30 m. (b) Incident wave spectrum (dashed line) and roll angle spectrum (solid line) of the structure
in the case of incident waves with a significant wave height HS = 0.5 m and a peak period TP = 4 s.

Figure 10. Simulated time series of the floating twin-hull structure’s roll motion. Total breadth
B(T) = 20 m at a depth h = 30 m in the case of incident waves with a significant wave height equal to
HS = 0.5 m and a peak period TP = 4 s. (a) A 1 h long time series and (b) indicative roll motion over
a 3 min long interval.
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Figure 11. Performance Index of FPV on the floating twin hull structure of breadth B(T) = 20 m at a
depth h = 30 m in the case of incident waves with a significant wave height HS = 0.5 m and a peak
period TP = 4 s. Roll motion time series (a) in a 1 h long time interval and (b) in an indicative 3 min
long time interval.

6. Discussion

Following previous works [32,33], concerning the investigation and modeling of
marine renewable energy systems, the present method focused on the estimation of the
effect of wave-induced responses on the performance index of a twin-hull FPV structure
in various sea conditions, as defined by the wave climatology of the offshore–coastal site
where the system was deployed. As an example, the results concerning the performance
index that is associated with the wave effects (Equation (20)) of the floating twin-hull
structure of breadth B(T) = 20 m at a water depth h = 30 m that are presented and
discussed above are given in Table 1 for wind waves corresponding to the Beaufort scale
from BF = 1 (relatively calm sea) to BF = 5 − 6 conditions.

Table 1. Performance indexes for different sea conditions.

BF Sea Condition HS(m) TP(s) PIRMS

1–2 1–2 0.5 4 0.9947

3 3 1 6 0.9771

4–5 4 2 8 0.9203

5–6 4–5 3 9 0.8475

We observe that the effect of roll responses results in fluctuations of the AOI that could
cause a significant drop in the performance index as the sea condition changed from calm
to moderate and higher severities. A more complete picture of the sea state’s effect on the
FPV module’s power output, as estimated using the present method, is shown in Figure 12,
indicating its usefulness for supporting the systematic analysis and design of the system,
including the offshore structure, as well as the electric production and storage subsystems.
Although inevitable fluctuations of the AOI due to waves in offshore PV units reduce the
power output, this negative effect could be balanced or even reversed by the cooling effect
and other factors resulting from the marine environment, which is a subject that is left to
be considered in future work.
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Figure 12. Contour map of the normalized performance index as a function of the prevailing sea
state (significant wave height HS and peak period TP).

7. Conclusions

A BEM model was developed and applied to the hydrodynamic analysis of twin-hull
structures in variable bathymetry regions and was used to predict their hydrodynamic
responses and their effects concerning the power output of offshore FPV systems. The
analysis was restricted to two spatial dimensions for simplicity. After verification of the
method with comparisons against data from the literature, the method was systematically
applied and the derived numerical results are presented for floating bodies of simple
geometry, lying over uniform and sloping seabeds. With the aid of systematic comparisons,
the effects of bottom slope on the hydrodynamic characteristics (hydrodynamic coefficients
and responses) of the floating bodies were illustrated and discussed. Finally, response data
that was simulated for specific sea conditions, characterized by frequency spectra, were
considered to describe the incident waves interacting with a floating twin-hull structure, in
order to evaluate the effect of wave-induced fluctuations on the power output performance
of the floating PV system. The effects of waves on the floating PV performance are
presented, indicating significant variations of the performance index ranging from 0 to
15% depending on the sea state. Future work will be directed toward (a) the detailed
analysis of wave and wind environmental factors and their effects on the resulting system’s
performance, (b) the extension of the model to 3D including 6-DOF wave motion analysis
of the floating structures over general bathymetry and evaluation of their performance
and (c) a systematic application of the present method to realistic cases that support the
optimized design of floating PV modules in specific marine environments.
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Abbreviations

AOI Angle of incidence
BC Boundary condition
BEM Boundary element method
BM Metacentric radius
DHI Diffuse horizontal irradiance
DNI Direct normal irradiance
DOF Degree of freedom
DtN Dirichlet-to-Neumann
FPV Floating photovoltaic
GM Metacentric height
KB Distance from reference point K to center of buoyancy
KG Distance from reference point K to center of gravity
PI Performance index
POA Plane of array
PV Photovoltaic
RAO Response amplitude operator
RI Reflected irradiance
RMS Root mean square (here of the time series data)
SWL Still-water level

Appendix A. Dirichlet-to-Neumann Operators

By projecting the terms of Equation (5a) on the orthonormal basis, spanned by the
normalized eigenfunctions Z̃(i)

n (z) = Z(i)
n (z)/

∥∥∥ Z(i)
n

∥∥∥, with
∥∥∥Z(i)

n

∥∥∥ standing for the L2−
norm of each vertical function:

∥∥∥Z(i)
n

∥∥∥ =

⎧⎨⎩
0∫

z=−hi

[
Z(i)

n (x3)
]2

dx3

⎫⎬⎭
1/2

, i = L, R, (A1)

we obtain

〈
ϕ
(L)
p (x) · Z̃(L)

n (x3)
〉
=

⎧⎨⎩ exp
(

ik(L)
0 x2

)
+ C(L)

0 exp
(
−ik(L)

0 x2

)
, n = 0

C(L)
n exp

[
k(L)

n (x2 − a)
]
, n ≥ 1

(A2)

where 〈 f (x3), g(x3)〉 =
x3=0∫

x3=−ha

[ f (x3) · g(x3)] dx3. Therefore, the reflection coefficient in the

left half-strip DL is equal to

C(L)
0 =

− exp
(

ik(L)
0 x2

)
+

〈
ϕ
(L)
p (x) · Z̃(L)

0 (x3)
〉

exp
(
−ik(L)

0 x2

) , (x2, x3) ∈ DL (A3)

Moreover, by calculating the derivative of Equation (5a) with respect to the unit
normal vector n (which is directed opposite to the x2 direction on ∂D5) and replacing in
Equation (6e)

− ∂ϕ
(L)
p (x)
∂n = ik(L)

0

[
exp

(
ik(L)

0 x2

)
− C(L)

0 exp
(
−ik(L)

0 x2

)]
Z(L)

0 (x3)+

+
∞
∑

n=1
k(L)

n C(L)
n exp

[
k(L)

n (x2 − a)
]

Z(L)
n (x3) = −TL

[
ϕ
(L)
p (x)

]
− Qp, x ∈ DL,

(A4)
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and by using Equation (A2), we conclude to

TL

[
ϕ
(L)
p (x)

]
= ik(L)

0 Z̃(L)
0 (x3)

〈
ϕ
(L)
p (x) · Z̃(L)

0 (x3)
〉
+

− ∞
∑

n=1
k(L)

n Z̃(L)
n (x3)

〈
ϕ
(L)
p (x) · Z̃(L)

n (x3)
〉

,
(A5)

where
Qp = −2ik(L)

0 exp
(

ik(L)
0 x2

)
Z̃(L)

0 (x3). (A6)

Similarly, for k = 2, 3, 4, we obtain

− ∂ϕ
(L)
k (x)
∂n = −ik(L)

0 C(L)
0 exp

(
−ik(L)

0 x2

)
Z(L)

0 (x3)+

+
∞
∑

n=1
k(L)

n C(L)
n exp

[
k(L)

n (x2 − a)
]

Z(L)
n (x3) = −TL

[
ϕ
(L)
k (x)

]
− Qk, x ∈ DL.

(A7)

Using the above results, we obtain TL

[
ϕ
(L)
k (x)

]
= TL

[
ϕ
(L)
p (x)

]
, k = 2, 3, 4, and Qk =

0, k = 2, 3, 4. Similarly, for the wavefield in the domain DR:

∂ϕ
(R)
p (x)
∂n = ik(R)

0 C(R)
0 exp
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ik(R)

0 x2

)
Z(R)
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[
ϕ
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and thus
TR

[
ϕ
(R)
p (x)

]
= ik(R)

0 Z(R)
0 (x3)

〈
ϕ
(R)
k (x) · Z̃(R)

0 (x3)
〉
+

+
∞
∑
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k(R)

n Z(R)
n (x3)

〈
ϕ
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n (x3)
〉
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(A9)
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Abstract: How to improve the power generation of wave energy converters (WEC) has become one
of the main research objectives in wave energy field. This paper illustrates a framework on the use of
back propagation (BP) neural network in predicting capture power of the frustum of a cone shaped
floating body. Mathematical model of single floating body is derived, and radius, semi-vertical angle,
mass, submergence depth, power take-off (PTO) damping coefficient, and stiffness coefficient are
identified as key variables. Commercial software ANSYS-AQWA is used for numerical simulations
to obtain hydrodynamic parameters, and then capture power is calculated by these parameters. A
database containing 100 samples is established by Latin hypercube sampling (LHS) method, and a
simple feature study is conducted. A BP neural network model with high accuracy is designed and
trained for predictions based on built database. The results show that forecasting results and desired
outputs are in great agreement with error percentage not greater than 4%, correlation coefficient
(CC) greater than 0.9, P value close to 1, and root mean square error (RMSE) less than 139 W. The
proposed method provides a guideline for designers to identify basic parameters of the floating body
and system damping coefficient.

Keywords: structure parameters; ANSYS-AQWA simulations; feature study; BP neural network;
power predictions

1. Introduction

Wave energy converters (WEC), a new type of energy extractor with little pollution,
are expected to be a reliable alternative to the current generation method. There are two
stages for an oscillating body WEC transforming wave energy into other forms of energy
like electricity. A floating body is firstly required to capture the wave energy induced by a
wave’s motion. Then the moving floating body drives a generator to generate power. An
intact oscillating body WEC system is generally composed of a moving floating body, a
power take-off (PTO) system, and an anchor chain, etc. At present, the conversion efficiency
of WECs is relatively low, so the main research objective is to improve the power generation
of a specific device.

One method is to design a different floating body’s shape, and the shape is usually
irregular curved surface. McCabe [1] researched the optimization of the shape of a wave
energy collector to improve energy extraction by genetic algorithms, and a benchmark
collector shape was identified. Colby [2] used evolutionary algorithms to optimize the
ballast geometry and achieved 84% improvement in power output. Fang [3] designed a
mass-adjustable float, and a new optimization calculation method was proposed. Multi-
freedom buoys have been also proposed in [4–6]. They can translate or rotate in more
than one freedom, so more wave energy can be captured. Another means is to design an
innovative PTO system. Reabroy [7] proposed a novel floating device integrated with a
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fixed breakwater. The simulations and experiments proved that installing a breakwater
can greatly improve the conversion efficiency. Liang [8] designed a novel PTO system
which is inside the buoy with a mechanical motion rectifier (MMR). This mechanism can
convert the bidirectional wave motion into unidirectional rotation of the generator by two
one-way bearings. Li [9] improved this device by substituting one-way bearings for two
one-way clutches. Chen [10] proposed a new point-absorber WEC with an outer-floater
and a built-in power take-off mechanism. Besides, array-type WECs, integrated with
many buoys and PTO systems, are also researched to achieve large scale power generation.
The typical one is WaveNET [11], developed by Albatern in Scotland. Sun [12] proposed
an array-type energy-capturing mechanism integrated with marine structures. Liu [13]
proposed an array-type WEC combined with oscillating buoy.

The factors that affect the power generation have also been studied recently. Zou [14]
analyzed the effects of spring force, mass force, and damping force on energy conversion
efficiency based on a 3D wave tank model. Yu [15] and Wu [16] discussed the influence
of the floating body’s shape, PTO damping coefficient, system stiffness coefficient, and
geometry parameters on power generation. Zheng [17] established an optimization model
of energy conversion performance via genetic algorithm. Ma [18] researched the two-body
floating point absorber and the results showed that stiffness coefficient had less effect on the
power generation than damping coefficient. Ji [19] proved that PTO damping coefficient
and submerged body volume were the most important parameters that affect the output
power, and that the significant wave height had little influence on conversion efficiency.
Tongphong [20] analyzed the effects of wave frequency, PTO damping coefficient, and
structure form (floating or fixed) on capture factors.

Wave load and hydrodynamic parameters are vital factors in the analysis process
of floating body’s motions. Numerical simulations are widely used in hydrodynamic
performance analysis to obtain these parameters. Ma [21] used ANSYS-AQWA software
to assess the hydrodynamic performance and energy conversion of a pitching float WEC
and analyzed key factors’ influences on the performance. Amiri [22] presented a numerical
simulation scheme for a point wave absorber and analyzed its performance. Yu [23]
applied Reynolds-Averaged Navier-Stokes (RANS) computational method for analyzing
the hydrodynamic heave response of a specific WEC device.

In addition to the traditional physical model [24,25], novel methods and models based
on big data and machine learning have also been presented. Law [26] carried out wave
prediction over a large distance downstream using artificial neural network, introducing
machine learning algorithm into ocean engineering. Desouky [27] utilized non-linear
autoregressive with exogenous input network to predict the surface elevation with the help
of an ahead located sensor. Kumar [28] used the Minimal Resource Allocation Network
(MRAN) and the Growing and Pruning Radial Basis Function (GAP-RBF) network to
predict the daily wave heights based on real marine data. Some elevating measurements
are also proposed to assess the performance of predictions in [29]. Avila [30] combined
Fuzzy Inference Systems (FIS) and Artificial Neural Networks (ANN) to forecast wave
energy in Canary Islands. Wang [31] predicted power outputs of a WEC in shallow water,
taking bottom effects into accounts. Halliday [32] utilized Fast Fourier Transform (FFT) to
predict wave behavior in short term based on real marine data. Davis [33] used a nonlinear
Extended Kalman Filter to estimate the wave excitation force based on experimental wave
tank data. Ni [34] combined the Long Short-Term Memory (LSTM) algorithm and the
principal component analysis (PCA) together to predict the power generation of a WEC.

Different from traditional mathematical model, this paper presents an agent model
using BP neural network to determine the complex non-linear reflection between design
variables and power generation. Power predictions are the foundation of multi-objective
optimizations of a floating body. Accurate power prediction can provide a guide for
the electricity consumption, allocation, and distribution in power grid. Through the
prediction, the unknown generation power becomes measurable, so reasonable manners
can be arranged to increase the grid capacity.
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The remainder of this paper is organized as follows: Section 2 develops the mathemat-
ical model of the oscillating float-type WEC. In Section 3, a sample database is established
by LHS method, and a simple feature study is conducted. The geometric model and simu-
lations of each sample are done in ANSYS-AQWA (developed by ANSYS company, based
in Canonsburg, Pennsylvania, USA) in Section 4. Section 5 designs a BP neural network
model and it is used to predict the capture power. Results and discussion are given in
Section 6 and conclusions are presented in Section 7.

2. Mathematical Model

A schematic diagram of the oscillating body WEC is shown in Figure 1. To simplify
the study, some assumptions are made as below:

1. linear wave theory and potential flow theory are suitable for this model, and they are
used to describe wave motion;

2. only the heave motion of the floating body is considered;
3. the viscous force and mooring force acting on the floating body are ignored [10];
4. the PTO system is linear.

Figure 1. Mechanical model.

Under three assumptions, the following forces act on the floating body: hydrodynamic
forces (excitation and radiation force); hydrostatic buoyancy; PTO damping force; rigid
restoring force. According to the theory of fluid mechanics and Newton’s law, the governing
equation of the floating body can be expressed as follows:

M0
..
z(t) = fE − fR − fS − fPTO − fK (1)

where M0 represents mass; z(t) represents the heave displacement; fE represents excitation
force; fR represents radiation force; fS represents hydrostatic buoyancy; fPTO represents PTO
damping force; fK represents rigid restoring force.

The excitation force imparts on the floating body by the incoming wave. It is the
summation of the Froude-Krylov force fFK and the diffraction force fD, so it can be written
as follows:

fE = fFK + fD (2)

The radiation force is induced by the floating body’s motion and can be decomposed
into an added mass term and a radiation damping term [25], so it can be expressed
as follows:

fR = AM
..
z(t) + BC

.
z(t) (3)

where AM and BC are the added mass and radiation damping in the vertical direc-
tion, respectively.
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The hydrostatic buoyancy, induced by seawater static pressure, is the resultant force
of gravity and buoyancy. It is a force that restores the structure to hydrostatic equilibrium
and is linear with the heave displacement of the floating body. It can be written as:

fS = ρgAWz(t) (4)

where ρ is seawater density; g is acceleration of gravity; AW is water cross area of the
floating body. In this paper, the value of PTO damping is relatively large, and the heave
displacement of the floating body is small. As a result, it is assumed that the water cross area
of the floating body does not change. It is the section where the water line is located when
the floating body is in still water. Therefore, the hydrostatic buoyancy can be expressed as:

fS =
1
4

πρgD2z(t) (5)

where D is the diameter of the floating body.
The energy conversion system can be simplified to a linear spring damping system, so

the PTO damping force is
fPTO = c

.
z(t) (6)

where c is the damping coefficient of the PTO system.
The rigid restoring force is proportional to the heave displacement, and it can be

written as follows:
fk = kz(t) (7)

where k is stiffness coefficient.
Reformulate Equation (1) through Equations (2), (3), (5)–(7):

[M0 + AM]
..
z(t) + (BC + c)

.
z(t) + (ρgAW + k)z(t) = fE(t) (8)

Apply Fourier transform to Equation (8) and obtain another governing equation in
the frequency domain. It is[

(ρgAW + k) + jω(BC + c)− ω2(M0 + AM)
]

Z(ω) = FE(ω) (9)

where ω is the wave frequency; j is imaginary unit; Z(ω) and FE(ω) are functions of
displacement and excitation force in the frequency domain, respectively.

In the frequency domain, the excitation force can be expressed by the product of the
unit excitation force and the incident wave amplitude [35]. It is

FE(ω) = Funit(ω)A(ω) (10)

Equation (9) can be rewritten as follows:[
(ρgAW + k) + jω(BC + c)− ω2(M0 + AM)

]
Z(ω) = Funit(ω)A(ω) (11)

Formula (11) is a typical damped and forced vibration equation, so the natural fre-
quency and damping factor can be expressed as below:

ωn =

√
ρgAW + k
M0 + AM

(12)

βn =
BC + c

2(M0 + AM)
(13)

From Equations (12) and (13), the natural frequency and damping factor of a given
WEC change over added mass and added damping.
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According to Equation (11), the heave response in the frequency domain is

Z(ω) =
Funit(ω)A(ω)

(ρgAW + k) + jω(BC + c)− ω2(M0 + AM)
(14)

The average power in one wave period, captured by the floating body with heave
motion, can be written as the product of damping force and vertical velocity. The work
done by damping force is the energy absorbed by the floating body, so the mean capture
power is

Pmean = 1
T
∫ T

0 fPTO
.
z(t)dt

= 1
T
∫ T

0 c
.
z(t)2dt

= 1
2 ω2c|Z(ω)|2

= 1
2 c ω2|FE |2

[−ω2(M0+AM)+k+ρgAW ]
2
+ω2(BC+c)2

= 1
2 c |FE |2

[
−ω2(M0+AM)+k+ρgAW

ω ]
2
+(BC+c)2

(15)

The mean capture power reaches the maximum when the following conditions are met.

k = ω2(M0 + AM)− ρgAW (16)

c =
{

BC, BC > 0
−BC, BC < 0

(17)

This stiffness and damping are called the best stiffness and the best damping, respec-
tively. When Bc > 0, the natural frequency, damping factor, and displacement are

ωn = ω (18)

βn =
BC

M0 + AM
(19)

Z(ω) = − jFunit(ω)A(ω)

2ωBC
(20)

The max capture power is

Pmax =
|FE|2
8BC

(21)

3. Design of Experiments (DOE) Method

3.1. Latin Hypercube Sampling

The sampling method is of great importance in experimental design. A good sampling
method can result in more reasonable sample distribution, leading to a better model with
higher accuracy. In this paper, a Latin hypercube sampling (LHS) method is utilized to
generate sample points. Different from random sampling, LHS has a high efficiency of
space filling by maximizing the stratification of each edge distribution, which improves
the uniformity.

According to Equation (15), the factors that determine the capture power under given
wave conditions are PTO damping coefficient c, system stiffness coefficient k, wave exciting
force FE, float mass m, added mass AM, and added damping BC. Added mass, added
damping, and wave exciting force are related to the geometry and submergence depth of
the floating body. The geometric features of the floating body depend on radius R, semi-
vertical angle α, and mass m. As a result, four main geometric parameters, including radius
R, semi-vertical angle α, mass m, and submergence depth d, plus two system parameters,
PTO damping coefficient c and stiffness coefficient k, are selected as key variables that
affect the capture power.
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The sample space of six key variables are defined as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

d ∈ [2, 3]
R ∈ [1.5, 3]

m ∈ [7000, 8000]
α ∈ [5, 25]

c ∈ [10, 000, 30, 000]
k ∈ [3000, 6000]

(22)

A database covering 100 sample points is established (see in Appendix A) and scatter
diagrams of these samples are shown in Figure 2.
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Figure 2. Sample scatter diagrams. (a) semi-vertical angle; (b) radius; (c) submergence depth; (d) mass; (e) damping;
(f) stiffness.
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In Figure 2, each variable fills the whole sample space and the standard deviation of
the value is small. It can reflect the relationship between the factor and the response in the
six spaces.

3.2. Feature Study

Suitable feature study on the data set can give an insight to the correlation between the
inputs and output. Pearson correlation analysis is conducted in this section to identify the
correlation between six key variables and the capture power. Figure 3 shows the correlation
coefficients in different wave situations. In this heatmap, a negative value means a negative
correlation, and a positive value means a positive correlation. A large absolute value means
a strong correlation.

Figure 3. The correlation coefficients between the inputs and output.

In general, radius, submergence depth, and damping show a strong correlation, while
semi-vertical angle, mass, and stiffness behave a weak correlation. Besides, the correlation
is different at different wave frequency. When the wave frequency is 0.53 and 0.81 rad/s,
semi-vertical angle shows a negative correlation, while a positive correlation comes up at
other frequencies. The similar situation happens on stiffness. Mass and damping behave a
positive correlation, while radius and submergence depth show a negative correlation all
the time.

4. Numerical Simulations

4.1. Simulation Scheme

The structural schematic of the cone shaped floating body investigated in this study is
shown in Figure 4.

The height of the cylinder part above the waterline is a constant, 0.5 m. In ANSYS
Design Modeler, the 3D geometry with given parameters is created.

In this paper, ANSYS-AQWA, a commercial computation software based on po-
tential flow theory, is utilized to calculate hydrodynamic parameters. The simulation
process, including numerical modeling, parameters setting, mesh generation, and data
post-processing, can be conducted in the graphical interface directly. The basic simulation
steps for each sample are as follows:

1. The moment of inertia and center of mass of the floating body are calculated in Static
Structural module;
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2. Set solution environment in hydrodynamic diffusion module. The water line is at z = 0,
the seawater depth is 200 m, and the surface area are 100 m × 100 m. Details of the
point mass, additional damping, and additional hydrostatic stiffness are set according
to the results obtained in Static Structural module and parameters in Table A1. In
this study, the considered wave range is from 0 to 0.4 Hz, meaning that the wave
circular frequency within 2.5 rad/s needs to be simulated. Therefore, the defeaturing
tolerance and maximum element size are 0.5 m and 1 m, respectively. The maximum
allowed wave frequency is 0.61 Hz in this scheme;

3. Solve the model in the frequency domain and obtain Diffraction and Froude-Krylov
force Fe, added mass AM, and radiation damping BC.

Figure 4. Schematic of the floating body’s structure.

For each simulation, the given frequency range is divided into 52 frequency points.
The mean power for each sample at each frequency is calculated. The results of sample 1
and sample 2 are shown in Figure 5.

With the increase in wave frequency, the capture power rises firstly and then drops
steadily. For each sample, there is a unique optimal frequency in which the capture power
can reach the maximum. The 100 samples’ capture power are calculated so that they can
be used as training set and test set for BP neutral network. Only two samples’ results are
presented in this figure.
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Figure 5. Mean capture power of sample 1 and sample 2.

4.2. Theoretical Verification of Simulations

Falnes [36] illustrated that the maximum power that a heaving axisymmetric body
can absorb is

Pmax =
Jλ

2π
(23)

where J is the wave energy flux; λ is the wavelength. For deep-water waves, λ = g/2π. J is

J =
ρg2TH2

32π
(24)

where T and H are wave period and height, respectively. Budal’s upper bound [36] gave
another upper limit power that a submerged body with given volume V can absorb. It is

Pu <
πρgVH

4T
(25)

where V is the volume of the submerged part. The point of intersection of two theoretical
curves can be defined as (Tc, Pc). Pc is

Pc =
ρg2

32π

√
2VH3 (26)

In this study, Equations (23) and (25) are used to verify the validity of simulations. To
make comparisons, the results are normalized by dividing Pc. The three curves are shown
in Figure 6.

It can be found that the capture power curves of two samples are in the area enclosed
by curve Pmax, curve Pu, and coordinate axes, which means the simulation scheme is
accurate and reliable. All the samples are verified successfully and only two of them are
demonstrated in this section.
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Figure 6. Power curves from simulations and theories. (a) results of sample 1; (b) results of sample 2.

5. BP Neural Network

The back propagation (BP) neural network is a kind of feedforward neural network
trained by error back propagation algorithm. It is a most widely used form, and is com-
posed of many nonlinear transformation units. This algorithm has a strong non-linear
mapping ability and can simulate any nonlinear continuous functions with much higher
accuracy theoretically. After the network is trained, the reflection between the inputs and
outputs can be obtained and memorized. They are shown on the weights of each layer. BP
neural network’s structure is flexible, which means the number of layers and neurons can
be changed according to research objectives. A BP neural network generally includes an
input layer, one or two hidden layers, and an output layer. Full connections are applied
between layers. More details about BP neural network can be seen in [37].

5.1. Neural Network Design

The first step to design a good neural network is to identify the number of hidden
layers. A three layers neural network, which contains only one hidden layer, can simulate
any reflection from n-dimensional inputs to m-dimensional outputs. Hence, a three-layer
neural network with one hidden layer is selected in this study. Next, the nodes of each
layer need to be identified. In this study, six key variables are selected, so the number of
nodes in input layer is six. Only one parameter, capture power, needs to be predicted, so
the number of nodes in output layer is one. Finally, the number of nodes in hidden layer
needs to be identified. There is an empirical formula [38] that can be referred to identify
the number of hidden nodes.

l =
√

n + m + a (27)

where l, n, and m are the number of nodes in hidden layer, input layer, and output layer,
respectively; a is an adjustment constant ranging from 1 to 10.

In this paper, the number of hidden nodes is tested from 3 to 12 to identify the most
suitable value. MSE is used to elevate the performance, and the results are shown in
Table 1.

Table 1. The number of hidden nodes and the values of MSE.

Number of Nodes 3 4 5 6 7 8 9 10 11 12

MSE 0.0215 0.0160 0.0236 0.0238 0.0274 0.0263 0.0371 0.0338 0.0364 0.0341
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MSE reaches a minimum when the number of hidden nodes is 4, which is the optimal
value for this case. The final BP neural network structure designed in this paper is shown
in Figure 7.

Figure 7. Structure of the designed BP neural network.

According to the structure, the output bj of input layer can be expressed as follows:

bj = f1(
6

∑
i=1

wijxi + θj), j = 1, 2, 3, 4 (28)

where wij is the weight from the input layer to the hidden layer; xi is the input variable; θj
is the threshold value of the hidden layer. The output y of the BP neural network is

y = f2(
4

∑
j=1

wjbj + θ′), j = 1, 2, 3, 4 (29)

where wj is the weight from the hidden layer to the output layer; θ’ is the threshold value
of the output layer.

5.2. Data Standardization and Neural Network Training

Before training, data standardization for individual features needs to be conducted to
improve training speed. The standardization formula used in this paper is

x =
xi − xmin

xmax − xmin
(30)

where x is the standardized result; xmax and xmin are the maximum and minimum values
in the dataset, respectively. The standardized data have a distribution range between 0
and 1.

The network training process is to adjust the weights and thresholds so that the value
of loss function reduces to a minimum. The training parameters for this model are shown
in Table 2.

Table 2. Training parameters.

Weight Change
Rate

Learning Rate Training Epochs
Performance (Judged by

Mean Square Error)
Minimum
Gradient

Validation
Checks

0.01 0.05 1000 10−5 10−7 6
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Tangent sigmoid function (tansig) is adopted for the hidden layer, and the linear
function (purelin) is adopted for the output layer. In the training process, mean squared
error is used as loss function. It is defined as

MSE =
1
m

m

∑
i=1

(ŷ − y)2 (31)

where m is the number of samples; ŷ is the observed value; y is the real value. In this paper,
the top 80 samples are defined as training set. This model is trained in MATLAB R2019a,
and the trendline of MSE for training set is shown as Figure 8.

Figure 8. The trendline of training loss versus epochs.

The training process is terminated at 234 epochs because the gradient reaches the
minimum (10−7). The rest 20 samples are used to test, and the forecasting results after
being de-standardized are shown in the next section.

6. Results and Discussion

In this section, six groups’ forecasting data (ω = 0.53 rad/s, ω = 0.81 rad/s, ω = 1.14 rad/s,
ω = 1.42 rad/s, ω = 1.76 rad/s, and ω = 2.09 rad/s) is given because they are the most
common wave frequency. The desired outputs and forecasting results are presented in
Figure 9 under different frequency. For each sample, the output power at 52 frequency
points can be predicted.

In Figure 9a, the deviation of five samples (85, 90, 94, 99, and 100), which are at the
lowest position of the graph, are relatively large, with mean error about 60 W. In Figure 9c,
the error of sample 81 is the largest, with approximately 500 W. The forecasting results
of sample 95 and 96 are rather larger than desired outputs in Figure 9d,f, and the error
of sample 89 is around 200 W in Figure 9f. The highest accuracy is at ω = 0.81 rad/s and
almost all the forecasting points fit the desired points. In contrast, the worst result is at
ω = 2.09 rad/s and there are five forecasting results deviating the desired outputs.
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Figure 9. Comparisons between desired outputs and forecasting results. (a) ω = 0.53 rad/s; (b) ω = 0.81 rad/s;
(c) ω = 1.14 rad/s; (d) ω = 1.42 rad/s; (e) ω = 1.76 rad/s; (f) ω = 2.09 rad/s.
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To further verify the accuracy of the BP model, correlation coefficient (CC), root mean
square error (RMSE), and error percentage are introduced in this section. They are defined
as follows [29]

CC =

m
∑

i=1
(ti − t)(yi − y)√

m
∑

i=1
(ti − t)2 m

∑
i=1

(yi − y)2
(32)

RMSE =

√
1
m

m

∑
i=1

(ti − yi)
2 (33)

e =
1
m

m

∑
i=1

∣∣∣∣yi − ti
ti

∣∣∣∣ (34)

where m is the number of forecasting results; ti is the desired value; yi is the output of the
network; t and y are average values of desired and forecasting results, respectively. The
significance analysis of ANOVA is also conducted in MATLAB R2019a, and the statistical
parameters (after de-standardization) are listed in Table 3.

Table 3. The statistical parameters between desired and forecasting results.

Wave Frequency (rad/s) CC RMSE (W) Error Percentage p Value

0.53 0.95931 37.5 2.03% 0.9588
0.81 0.90129 60.5 1.79% 0.9769
1.14 0.92105 138.7 2.45% 0.9206
1.42 0.91295 78.8 2.22% 0.9691
1.76 0.92558 61.6 2.7% 0.9789
2.09 0.94852 69.3 4% 0.9362

The values of CC are greater than 0.9, meaning that the correlations with each group
are well fitted. The values of RMSE do not exceed 140 W, and the error percentage is
no more than 4%, indicating that desired outputs and forecasting results are reasonably
fitted. All P values are close to 1, which means there is no significant difference between
desired and forecasting outputs. These validation factors indicate that this model has a
good prediction accuracy and meets the engineering requirement.

7. Conclusions

In this paper, capture power predictions of a specific shape floating body are attempted
based on mathematical model, ANSYS-AQWA simulations, and BP neural network. The
key variables are identified and the simulation scheme is proposed. A sample database
is built by LHS and the corresponding power of each sample is calculated. In the end, a
BP neural network, of which training set is from simulation results, is designed to predict
the capture power at different wave frequency. Its performance and accuracy are also
evaluated through statistical parameters.

According to the results, the conclusions can be given as follows:

1. A mathematical model is constructed to identify the most important factors that affect
the capture power. Four geometric parameters (radius, semi-vertical angle, mass,
and submergence depth) and two system parameters (PTO damping coefficient and
stiffness coefficient) are identified as key variables;

2. A BP neural network with high accuracy is designed and it is used to predict the
capture power. The error percentage of top five groups is less than 2.5%, and that of
the last group is 4%. The values of CC are greater than 0.9 and that of RMSE are less
than 80 W except for the third group, of which the value of RMSE is 138.7 W. The P
values are close to 1. However, due to the error of simulations caused by commercial
software, this method needs experimental data to support.
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Appendix A

Table A1. Details of 100 sample points.

No. α R d m c k

1 21.3 2.775 2.96 7190 21,500 3990
2 22.4 1.955 2.80 7970 13,700 3570
3 20.6 2.540 2.94 7930 25,700 4960
4 23.1 2.395 2.47 7840 24,000 3680
5 14.8 1.975 2.75 7460 20,900 5520
6 22.3 2.780 2.66 7490 22,500 3790
7 18.5 2.650 2.43 7760 29,400 4500
8 24.8 2.870 2.17 7440 10,500 4000
9 12.2 2.745 2.69 7020 18,000 5390

10 12.2 2.050 2.59 7130 20,000 5550
11 22.2 2.375 2.33 7470 14,500 4090
12 14.0 2.200 2.08 7940 17,600 4280
13 10.3 1.670 2.77 7300 28,500 5870
14 16.2 2.850 2.15 7360 27,600 3720
15 17.3 2.240 2.84 7670 21,900 5420
16 5.4 2.820 2.08 7170 10,700 4930
17 7.5 1.880 2.31 7680 14,900 3850
18 20.0 2.010 2.12 7790 23,000 4200
19 6.5 2.470 2.87 7620 26,400 3920
20 13.6 2.085 2.01 7230 24,200 5730
21 12.5 1.575 2.15 7990 26,600 4200
22 23.6 2.660 3.00 7850 23,200 5640
23 19.6 2.495 2.36 7750 25,500 3410
24 7.7 2.355 2.04 7490 24,600 5050
25 11.5 1.600 2.26 7550 10,000 4690
26 10.6 1.930 2.29 7270 14,100 3460
27 13.7 2.330 2.90 7530 16,900 5030
28 14.8 2.915 2.17 7260 17,800 3320
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Table A1. Cont.

No. α R d m c k

29 21.4 1.865 2.41 7340 10,200 5250
30 7.9 1.795 2.87 7250 18,400 4810
31 8.3 2.120 2.45 7480 13,200 5990
32 10.2 2.150 2.84 7510 19,100 3180
33 6.3 2.325 2.63 7810 16,300 4610
34 17.1 1.635 2.55 7360 22,200 3140
35 21.6 2.895 2.13 7070 13,000 5960
36 13.0 1.830 2.91 7740 12,000 4330
37 5.9 2.970 2.56 7630 15,700 3450
38 15.9 2.060 2.81 7780 16,600 4890
39 19.3 2.995 2.57 7160 10,900 3160
40 8.6 1.715 2.74 7090 14,700 5670
41 11.2 1.895 2.98 7810 17,100 4050
42 9.8 1.800 2.12 7720 28,800 4660
43 11.6 2.140 2.88 7990 19,500 5220
44 18.7 2.225 2.07 7040 24,900 4860
45 12.8 2.675 2.90 7670 13,400 3740
46 15.3 2.280 2.26 7210 13,900 4730
47 17.8 2.205 2.27 7330 22,100 5070
48 11.0 2.260 2.37 7380 22,800 3500
49 16.8 1.540 2.05 7440 19,300 3760
50 13.3 2.185 2.42 7900 22,900 4360
51 19.7 2.575 2.52 7710 28,100 5210
52 9.1 2.300 2.25 7600 23,600 4420
53 22.8 2.945 2.82 7830 18,400 5890
54 7.0 2.485 2.05 7090 15,800 5440
55 21.0 1.745 2.70 7020 15,300 3010
56 5.3 1.690 2.77 7110 27,700 5830
57 7.4 2.805 2.09 7130 12,000 3390
58 15.1 2.830 2.66 7860 28,700 4290
59 15.6 1.700 2.02 7310 20,800 3280
60 16.2 1.555 2.70 7150 17,300 5330
61 9.4 1.915 2.47 7190 11,200 5930
62 6.7 2.890 2.68 7700 27,000 5130
63 23.7 2.110 2.23 7400 22,000 4570
64 18.3 2.080 2.18 7570 24,100 3620
65 24.1 2.620 2.95 7120 15,400 3340
66 16.6 1.755 2.79 7660 18,000 4490
67 24.6 2.690 2.02 7860 16,000 4230
68 8.9 2.035 2.34 7280 18,800 5720
69 5.0 2.440 2.42 7880 12,300 4770
70 21.9 1.520 2.29 7200 12,800 3930
71 13.1 2.425 2.53 7870 27,300 4750
72 9.6 2.635 2.21 7650 26,000 3820
73 24.8 2.170 2.83 7950 20,300 3650
74 10.5 1.640 2.55 7420 28,600 4160
75 11.9 1.610 2.63 7910 19,000 4920
76 23.9 2.400 2.34 7340 24,500 4630
77 5.8 1.985 2.38 7080 28,300 5470
78 22.7 2.700 2.49 7580 20,600 5540
79 18.9 1.590 2.10 7220 21,600 4070
80 24.3 2.605 2.32 7030 25,300 4990
81 15.5 2.510 2.71 7550 26,800 3570
82 17.7 2.550 2.20 7520 23,500 5360
83 11.3 1.775 2.96 7580 19,600 3080
84 18.2 2.020 2.98 7770 15,000 4550
85 10.0 2.585 2.21 7720 11,700 3890
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Table A1. Cont.

No. α R d m c k

86 19.2 1.655 2.46 7430 22,000 5310
87 8.7 2.715 2.73 7290 27,900 5630
88 13.8 2.265 2.65 7590 23,100 3240
89 20.3 2.740 2.85 7530 21,100 5120
90 14.6 2.980 2.23 7060 13,000 5180
91 7.2 2.360 2.39 7630 14,400 3110
92 20.0 1.940 2.50 7280 21,300 4460
93 17.4 1.515 2.40 7390 16,800 3530
94 6.0 2.935 2.62 7750 12,400 4390
95 20.8 2.530 2.60 7920 27,500 5770
96 21.1 1.740 2.93 7390 20,100 3060
97 23.3 2.450 2.52 7960 23,900 5800
98 16.9 1.840 2.50 7140 20,000 4120
99 8.0 2.840 2.60 7900 11,500 5600

100 14.3 1.855 2.73 7010 11,100 3270
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Abstract: Recently, the demand for floating solar power farms in lakes and coasts (rather than on
land) has been increasing rapidly. It is important to develop a numerical analysis technique that
considers environmental conditions to predict structural stability and accurate motion response while
designing a floating solar power farm. In this study, we performed a comparison under conditions
similar to those of the Inha University towing tank (IUTT) model test to verify the numerical analysis
method. The results revealed that heave and pitch movements were dominant under head sea
conditions. Relative behavior occurred because of the hinge connection of each unit, and complex
motion characteristics appeared depending on the wave conditions. The numerical method was
verified based on the motion response and load of the floating solar farm. The validity of the results
was also confirmed.

Keywords: floating solar power farm; wave-induced motion; RAO (response amplitude operator);
motion; CFD; model test

1. Introduction

With a new climate system that replaces the Kyoto Protocol, which expired in 2020,
the Paris Climate Agreement has been applied since January 2021, which includes strength-
ening global warming control targets and reducing greenhouse gas emissions. As follow,
various policies have been enacted to encourage the development of new renewable energy
sources to reduce greenhouse gas emissions.

In addition to international treaties, South Korea is promoting a “Renewable Energy
3020” policy to increase the ratio of renewable-energy power generation by 2030. The goal
of the policy is to increase the renewable energy power generation ratio by 20% or more,
and to supply over 95% of the capacity of the newly installed platform with clean energy
such as solar and wind power [1]. Since 2012, the Renewable Portfolio Standard (RPS),
which mandates a certain percentage of power generation as new renewable energy for in-
dustrialization such as solar power, wind power, and hydrogen, has also been enforced [2].

Recently, in the case of solar power generation, the demand for installation on water
(e.g., lakes, coasts, and on the sea) is increasing rapidly due to the lack of installation area on
land. It is more convenient to secure space on water and in the sea than on land, minimizes
the effect of natural disasters, and eases the development large-scale power generation
complexes [3].A floating solar power farm system is frequently used as a unified platform
considering its installation convenience, expandability, and mobility.

On the other hand, since the coast and sea are exposed directly to natural disturbance
(e.g., seawater, wind, and waves), technologies that can minimize the effects of waves and
actively reduce fluctuations are needed [4–6]. Owing to the periodic motion of waves,
fatigue loads are generated on structures (e.g., floating bodies, supporting frames, panels,
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and coupling devices), and a design is needed for supporting structures considering
structural stability. To consider the stability of a floating solar power generation system,
experiments and numerical studies on the motion performance and connections between
adjacent platforms are still underway.

Oliveira-Pinto et al. [7] provided a literature review on the applicability of floating
solar power farms and introduced the technologies currently available, as well as the
technical challenges and risk factors when designing studies in the marine environment.

Sahu et al. [8] illustrated the concept and advantages of floating solar power systems
and studied each component of solar power systems. The environmental loads can cause
deformation and stress in the module, causing microcracks and reducing productivity and
durability. The technology of thin-film research was proposed to withstand harsh envi-
ronmental conditions. It was noted that remote sensing and GIS (geographic information
system)-based technologies can be utilized to determine the potential of solar panels.

The floating structure uses individual HDPE (high-density polyethylene), and the
floating bodies were connected to a pin. It was said that the connection part was weak
due to environmental factors. When this connector is exposed to high wave heights, stress
concentration could occur and cause system problems. It was shown that the behavior of
floating systems is complex [9,10].

Shi et al. [11] introduced a network modeling method for the dynamic prediction of multi-
module floating structures and conducted it experimentally in the wave. The connector was
made on three-axis motion, and RAOs (response amplitude operator) were compared at
various frequencies through the experiment. Recently, the SCOTRA company developed a
connector system that allows floating bodies to have their own motility in all directions.

When waves interact with a floating solar power farm (FSP), the motions of the FSP
generate inertial forces and dynamic loads on the structures. Non-linear effects make it
difficult to predict what will happen on the platforms. It could increase the motion response
complexity exponentially of floating bodies. Therefore, recent studies are trying to predict
the motion of the system using the using the computational fluid dynamics (CFD) [12,13].

All previous studies have stated that it is important to predict the load at the design
stage due to the non-linear environmental factors that affect the FSP depending on the wave
conditions. Also, it is necessary to consider motion response with different FSP components
(e.g., connecting method, the type of mooring system, the array of floating bodies, and the
position and angle of the solar panel).

In this study, we focused on the motion response and tried to understand the relative
motion that may occur in a unit platform. Owing to the establishment of numerical
techniques, the simulations were performed for a floating solar power farm in the form
of a unit under wave conditions. Uniaxial hinge and catenary techniques were applied to
the connector and mooring system to determine the motion performance of the floating
solar power farm for six degrees of freedom (6DOF). This was verified by an experiment
conducted in the Inha University towing tank (IUTT). It investigated fluid forces such as
load and pressure distribution, which are difficult to determine using the experiment.

2. Experimental Method

CFD is essential for evaluating the wave load and motion performance of an FSP in a
real sea area. In addition, a model test is performed to verify the numerical analysis method.

2.1. Geometry of a Floating Solar Power Farm

In general, an FSP consists of a floating body, a frame bar that supports the floating
body, and a solar panel. In this study, the FSP components for the model test were designed
as shown in Figure 1. The floating body has a length, breadth, and depth of 0.12 m, 0.105 m,
and 0.12 m, respectively.
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(a) (b) (c) 

Figure 1. Geometry of a floating solar power farm used in the experiment: (a) floating body;
(b) unit; (c) block.

The unit consists of nine floating bodies. These were designed as cuboids for conve-
nient production. To understand the relative behavior between units under wave conditions,
two-row and two-column matrix forms were combined and called a block. Table 1 lists the
specifications of the FSP components. In addition, a uniaxial hinge system with a length
of 50 mm was constructed so that relative behavior between units could be investigated.
The position of the connector was installed on the parallel line where the frame bars were
located. Figure 2 shows the overall geometry of the model tested in this study.

Table 1. Main particulars of a floating solar power farm.

Title 1 Floating Body Unit Block

Length, L (m) 0.120 0.738 1.526
Breadth, B (m) 0.105 0.640 1.330
Depth, D (m) 0.120 0.160 0.160
Draft, T (m) 0.060 0.060 0.060

 

Figure 2. Schematic of the floating solar power farm in the experiment.

2.2. Experimental Setup and Procedure

The experiment in this study was conducted in the IUTT (see Figure 3). The IUTT
consists of a wave maker that can generate a maximum wavelength of 2.0 m and wave
height of 0.2 m; a wave absorber; and a concrete tank that has a length, breadth, and depth
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of 50 m, 3.5 m, and 1.5 m, respectively. The breadth of the FSP at the waterline is about
1.1806 m (see Figure 2). The model size was selected to minimize the effect of blockage.

 

Figure 3. The towing tank in Inha University.

The movement of the FSP was extracted as time-series data using a camera (OptiTrack
Prime X13, Motion Technologies, Inc., Seoul, Republic of Korea) considering its high
frequency, accuracy, and convenient installation. Four cameras were used in this study to
capture motion based on the principle that infrared light emitted from a camera is reflected
by a marker and sensed by the camera. The camera tracks the marker with positional errors
less than ± 0.2 mm and rotational errors less than 0.5◦. To keep the position of the FSP,
weights and wires were used as anchors and mooring lines. The 7 × 7 stainless-steel wires
had a diameter of 1.2 mm, an axial stiffness of 565.2 N/m, and a weight of 0.0063 kg/m.
The mooring line connection in the FSP was placed in the center of the frame bar connection
the floating bodies. The anchor was fixed at a parallel position 1.5 m away from those
positions, and the length of the mooring line was set to 1.9 m.

In general, the mooring system of the FSP is a taut spread to restrain its motion.
However, since the water depth could be changed according to the tide condition, the moor-
ing system in this study was assumed to be a catenary mooring considering a loosened
state at low tide.

A one-component force meter has been manufactured to measure tension up to 50 N
with a linearity, hysteresis, and reproducibility of 0.7%, −0.4%, and 0.6%, respectively.
A tension gauge was installed on the upstream mooring lines of the FSP.

As shown in Table 2, the experimental conditions were selected within the range that
can be experimented with using the IUTT. Lunit refers to the waterline length of a unit in
the x-direction. Two incident wave angles (139◦, 180◦), two wave steepnesses (H/λ = 0.03,
0.05), and wavelength ratios (λ/Lunit = 1.6–3.2) were considered in the experiment. Here,
λ is the wavelength and H is the wave height. Only regular waves were used.

Schematic diagrams of the model test of the FSP under wave conditions are shown
in Figures 4 and 5. The direction of wave travel, direction from the FSP toward its right,
and direction opposite to that of gravity were set as the positive x-, y-, and z-directions.
An ultrasonic wave height meter was installed 2.0 Lunit in front of the FSP to ensure the
reliability of the waves generated by real-time wave height information. The first and
second rows were defined as the first and second groups, respectively. The experimental
setup of the test model of the FSP under wave conditions is shown in Figure 6.
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Table 2. Test conditions of the experiment.

No Incident Wave Angle H/λ λ/Lunit

1 180 0.03 1.6
2 180 0.03 2.0
3 180 0.03 2.4
4 180 0.03 2.8
5 180 0.03 3.2

6 180 0.05 1.6
7 180 0.05 2.0
8 180 0.05 2.4

9 139 0.03 1.6
10 139 0.03 2.0
11 139 0.03 2.4
12 139 0.03 2.8
13 139 0.03 3.2

 
Figure 4. Diagram of the experimental setup for head sea conditions.

Figure 5. Diagram of the experimental setup for oblique sea conditions.
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(a) (b) 

Figure 6. Experimental setup: (a) head sea conditions; (b) oblique sea condition.

3. Numerical Modeling

3.1. Governing Equations

In this study, the flow around the FPS was assumed to be an incompressible turbulent flow.
The continuity equation and Reynolds average Navier–Stokes (RANS) equations were used as
the governing equations. These can be expressed as shown in Equations (1) and (2):

∂ρ

∂t
+∇·(ρui) = 0 (1)

ρuj
∂ui
∂xj

= ρ f i +
∂

∂xj

[
−pδij + μ

(
∂ui
∂xj

+
∂uj

∂xi

)
− ρu′

iu
′
j

]
(2)

where ui is the three-dimensional velocity vector in the x, y, and z directions. u is the mean
component and p, ρ, μ, and f are the pressure, density, dynamic viscosity, and body-force
per mass, respectively. The left-hand side of this equation represents the variation in the
mean momentum of a fluid element owing to the unsteadiness in the mean flow and
convection by the mean flow −ρu′

iu
′
j owing to the fluctuating velocity field. It is generally

referred to as the Reynolds stress. The nonlinear Reynolds stress term requires additional
modeling to close the RANS equation for solving. In this study, the Realizable k − ε
turbulence model was used.

3.2. Numerical Method and Setup

The commercial CFD program STAR-CCM + v15.06 [14] was used to determine
the motion and load characteristics of the FSP under wave conditions. The Dynamic
fluid–body interaction (DFBI) model was used for the movement of the FSP. Furthermore,
an overset mesh was used considering the deformation of the grid system owing to the
wave, which leads to larger movement of the FSP. Six-DOF analyses were performed,
and the free surface was generated by a volume-of-fluid (VOF) model showing non-mixed
fluid. The wave was generated as the fifth-order Stokes waves [15].

The domain and boundary conditions used in the computation under head sea and
oblique sea conditions are shown in Figures 7 and 8, respectively. The boundary conditions
were set to a velocity inlet, and the forcing method supported by STAR-CCM + was utilized
to minimize the dissipation of generated waves. The size of the forcing zone is shown in
the red area.
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Figure 7. Computation domain and boundary conditions for head sea conditions.

  

Figure 8. Computation domain and boundary conditions for oblique sea conditions.

In a previous study, the effects of the wave (e.g., wave run-up, reflections, and diffrac-
tions) occurred owing to the blunt geometry and spacing of the floating bodies [16,17].
Due to the forcing boundary absorbed the effects of the wave, the domain size was set
as shown in Figures 7 and 8, respectively. The computation was an implicit unsteady
condition, and the time step was set approximately Te/250 s. Here, Te is the wave period.
Approximately 5 million and 6 million grids were used in the computations for the head
sea and oblique sea conditions, respectively.

A catenary coupling system was used to express a mooring line in the computa-
tion. Catenary coupling models an elastic, quasi-stationary catenary such as a chain or
towing rope, which hangs between two endpoints and is subject to its weight in the
gravity field. In the local cartesian coordinate system, the catenary shape is given by
Equations (3) and (4):

x = au + bsinh + α

y = a cosh(u) + b
2 sinh2(u) + β

a = c
λ0g , b = ca

DLeq
, c = λ0Leqg

sinh(u2)−sinh(u1)

(3)

tan φ = sinh(u) (4)

where the curve parameter ui is related to the inclination angle φ of the catenary curve by
Equation (4). g is the gravitational acceleration. λ0 and Leq are the mass per unit length
and relaxation length, respectively, of the catenary under force-free conditions. D is the
stiffness of the catenary, and α and β are integration constants that depend on the positions
of the two endpoints and the total mass of the catenary.

Also, a revolute joint coupling system was applied to express a hinge system in the
computation. A revolute joint connects two 6-DOF bodies, each of which has its own
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local-body coordinate system. The position and axis direction of each body must coincide.
However, the position and axis of the revolute joint can vary over time.

The overall forms in which the mooring lines and hinges were applied to the FSP are
shown in Figure 9. The same geometry and physical property values of the model used in
the experiment were applied in the computation simulations. The test conditions used to
verify the numerical method are listed in Table 3.

Figure 9. Computation setup of mooring lines (catenary) and the hinge system.

Table 3. Test conditions of computation.

No Incident Wave Angle H/λ λ/Lunit

1 180 0.03 1.6
2 180 0.03 2.0
3 180 0.03 2.4
4 180 0.03 2.8
5 180 0.03 3.2

6 180 0.05 1.6
7 180 0.05 2.0
8 180 0.05 2.4

9 139 0.03 2.4
10 139 0.03 2.8

4. Validation and Verification

The accuracy of the free surface is an important factor that needs to be considered
before the CFD interpretation of the motion properties and flow of an FSP subjected
to waves.

Previously, it was found that the importance of the variables such as time step,
damping, and forcing constants can prevent wave reflection under boundary conditions,
and can minimize waves [18,19]. In general, the computations that apply to the wave take
a long computational time. Kim et al. [20] performed a numerical sensitivity simulation for
two-dimensional waves and completed a numerical error distribution map based on the
grid and CFL (Courant–Friedrichs–Lewy) conditions. Through those results obtained from
the two-dimensional problem, a FPSO (floating production storage and offloading) motion
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simulation was conducted under wave conditions. The tested two-dimensional wave
conditions showed a relatively good agreement compared to potential results, which shows
that the verification of the waves through the two-dimensional test is valid. In this study,
two-dimensional sensitivity analysis for waves was performed, and this was applied to the
FSP to perform grid convergence analysis.

4.1. Two-Dimensional Wave Generation Sensitivity

This section presents the results of an examination of the computational conditions to
accurately simulate waves under the conditions given in the experiment. Considered as
a 2D problem, the target waves are two types of stokes waves (λ = 1.35 m, H = 0.0405 m;
and λ = 1.80 m, H = 0.054 m). The total simulation time corresponded to eight cycles of the
wave. The data were extracted at three points (x = +1.650 m, +0.675 m, and −0.675 m from
the origin) to verify the correctness of the implementation for the target wave (see Figure 10).

 

Figure 10. Computation domain in waves through grid sensitivity analysis.

The medium grid was set to approximately 135 cells per wavelength and 20 cells
per wave height with λ = 1.35 m and H = 0.0405 m. The basic grid size was varied by√

2 times. In total, three types of grid systems were constructed with coarse and fine grids.
The coarse grid was set to approximately 95 cells per wavelength and 12 cells per wave
height. Meanwhile, the fine grid was set to approximately 190 cells per wavelength and
26 cells per wave height. In all the grid systems, the time step was set to a value at which
the CFL was lower than one.

The wave profiles of the numerical and theoretical solutions obtained at each point
by the grid systems were compared as shown in Figures 11 and 12, where the black solid
line is the theoretical solution. The coarse, medium, and fine grids are the green-triangle,
blue-square, and red-circle symbols, respectively.

(a) (b) (c) 

Figure 11. Comparison of wave profiles at λ = 1.350 m: (a) x = +1.650 m from the origin;
(b) x = +0.675 m from the origin; (c) x = −0.675 m from the origin.
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(a) (b) (c) 

Figure 12. Comparison of wave profiles at λ = 1.800 m: (a) x = +1.650 m from the origin;
(b) x = +0.675 m from the origin; (c) x = −0.675 m from the origin.

Table 4 shows the wave amplitude difference between the theoretical and numerical
solutions according to the variation in the grid system at each position. The fine grid shows
the best results. However, it requires an excessively long calculation time because of the
number of grids and time steps. The medium grid appears to be suitable considering
efficiency. In this study, we selected a medium-grid system to express the free surface.

Table 4. Comparison of wave amplitude for each position according to the grid system.

Wavelength
[m]

Position
5th-Order Stokes

Waves Theory [mm]
Coarse Grid

[%diff]
Medium

Grid [%diff]
Fine Grid

[%diff]

1.35 A 40.86 −1.25% −0.64% −0.41%
1.35 B 40.86 −1.96% −1.16% −0.76%
1.35 C 40.86 −3.01% −1.37% −1.27%

1.80 A 53.82 −0.27% −0.34% −0.41%
1.80 B 53.82 −1.27% −1.11% −1.02%
1.80 C 53.82 −1.76% −1.51% −1.05%

4.2. Grid Convergence Test for the Floating Solar Power Farm under Wave Conditions

In this section, the grid convergence tests for the FSP computation are presented.
The test subject was set to one unit, and the free surface was set to three stages, as described
in Section 4.1. The grid convergence index (GCI) [21–23] of the test conditions are listed in
Table 5. The GCI in this study represents the difference in the result value due to the grid
variation represented by Grid-1, Grid-2, and Grid-3. The grid numbers of Grid-1, Grid-2,
and Grid-3 were 0.96 million, 1.36 million, and 1.92 million, respectively. The number of
grids was changed by changing the basic grid. In the grid convergence test, the difference
of motion RAOs was reduced with the increase of grid size. The heave RAO GCI is 0.00048,
0.00031, and 0.00055 at wavelength ratios of 1.6, 2.4, and 3.2, and the pitch RAO GCI is
0.00057, 0.00183, and 0.00180 at the same wavelength ratios.

Table 5. Comparison of the motions under the wave conditions (H/λ = 0.03).

Variables λ/Lunit Time Step (s)
Heave RAO

GCI (%)
Pitch RAO

GCI (%)

1.6 0.00048 0.00057
Grid 2.4 CFL = 1.0 0.00031 0.00183

3.2 0.00055 0.00180

The results of FSP RAOs according to the variation in the grid systems are shown
in Figure 13. The coarse, medium, and fine grids and experiment results are the green-
triangle, blue-square, red-circular, and black-circular symbols, respectively. Unlike other
grid systems, Grid-1 indicates lower RAOs in heave and pitch motions. At short wave-
lengths, the number of grids was insufficient for the wave height to express the free surface.
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Even when Grid-3 was expressed effectively for motion RAOs of the FSP and free surface,
it required a computation-time approximately two times that for Grid-2. In addition, Grid-2
indicated that the accuracy of the free surface and the results of motion RAOs did not differ
significantly from those for Grid-3. The heave and pitch RAOs show GCI values below
1.0% for Grid-3 and Grid-2. In addition, the motion RAOs for Grid-2 show satisfactory
agreement with the experiment results with an error of about 3.0%. The computations in
this study were performed using Grid-2.

 
(a) (b) 

Figure 13. Comparison of motion RAOs according to grid conditions: (a) heave; (b) pitch.

5. Results

A model test was conducted using the IUTT to investigate the motion and load
characteristics of the FSP under wave conditions. The results were compared with the
computation results obtained with identical conditions. It was attempted to ensure the
reliability and validity of the calculation based on the motions generated in each unit by
the connection and the load applied to the mooring lines.

5.1. Head Sea Conditions at H/λ = 0.03

The experimental results of the motion RAOs of each unit of the FSP under waves at
H/λ = 0.03 according to the wavelength are shown in Figure 14. Here, the circular and
square symbols represent an odd-numbered and even-numbered unit, respectively. Black
and blue denote the first and second groups, respectively.

In the case of surge motion, the surge motion generated in the wave direction in
each unit was expressed. The difference between the groups was large at λ/Lunit = 2.0.
Subsequently, the units tended to converge as the wavelength increased.

In the case of heave motion, the heave RAO increased linearly with the increase
in wavelength, and relative behavior occurred between the first and second groups at
λ/Lunit = 2.0 and 2.4. It appeared that when the incident wave lost energy while contacting
the first group, this effect was reduced by the motion of RAOs of the second group.
In addition, it was considered that a similar heave RAO occurred at λ/Lunit = 1.6 owing to
a small wave height and short period.

In the case of roll motion, the hinge motion parallel to the wave travel direction
was predominant because of the head sea conditions, the FSP was bilaterally symmetric,
and almost no roll RAO was generated.

In the case of pitch motion, because the wavelength was longer than the FSP length
for λ/Lunit = 2.8, a motion that rides on a wave appeared. Furthermore, the pitch RAO
tended to converge as the wavelength increased. In addition, at λ/Lunit = 2.4, the length
of the FSP became equal to the wavelength, and the maximum pitch RAO occurred.
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(a) (b) 

  
(c) (d) 

Figure 14. Motion RAOs of the experiment according to the wavelength at H/λ = 0.03: (a) surge;
(b) heave; (c) roll; (d) pitch.

The experimental and computation results were compared to verify the wave pattern
around the FSP according to the wavelength (see Figure 15). Here, the images on the
left and right represent the experiment and computation, respectively. It was observed
that the waves were diffracted and reflected by floating bodies, and wave run-up was
also observed. When the waves passed through the floating bodies, the bodies were
significantly affected by the periodic variation in the incident wave, which especially
appeared at a relatively short period condition (λ/Lunit = 1.6). Then, the nonlinear wave
profile reveled a non-uniform load on the support structure coupled to the suspended
bodies [24]. At λ/Lunit = 2.4, the deformation of the first and second groups were similar to
the experiment. Also, the motions of riding on the wave were observed at long wavelengths.

The computation results of motion RAOs according to wavelength were compared with
the experimental results (see Figures 16 and 17). Here, the black-square and red-circular
symbols represent the experimental and computation results, respectively. The heave RAOs
are shown in Figure 16. Similar results were observed overall. The heave RAOs increased
linearly with the wavelength. The pitch RAOs are shown in Figure 17. The computation
results matched a maximum value at λ/Lunit = 2.4, which is the same as the experiment,
which was influenced by the wave conditions. However, the heave and pitch RAOs showed
a difference from motion RAOs.

At H/λ = 0.03, λ/Lunit = 2.4, the time series data of the total tension was measured on
the mooring lines connected to the FSP (see Figure 18). Here, the black-solid and red-dotted
lines represent the experimental and computation results, respectively. The tension time
series shows two points. One is the maximum load point where the FSP was farthest from
the initial position. The second point is the average load point where the position of the
FSP converged owing to the restoration of the mooring lines. Compared to the experiment,
it showed a similar trend that the period in which the load was generated and the two
tension change points. The total tension of the mooring lines is expressed as the maximum
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and average loads (see Table 6). The maximum tension was observed at λ/Lunit = 2.0,
where the difference of surge RAO between the units was large. We observed a tendency to
converge even at tensions with λ/Lunit ≥ 2.4.

  
(a) 

  
(b) 

  
(c) 

(d) 

  
(e) 

Figure 15. Wave pattern of experiment (left) and computation (right) according to the wavelength
for H/λ = 0.03 under head sea: (a) λ/Lunit = 1.6; (b) λ/Lunit = 2.0; (c) λ/Lunit = 2.4; (d) λ/Lunit = 2.8;
(e) λ/Lunit = 3.2.
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(a) (b) 

  
(c) (d) 

Figure 16. Heave RAOs for H/λ = 0.03 under head sea: (a) Unit 1; (b) Unit 2; (c) Unit 3; (d) Unit 4.

  
(a) (b) 

  
(c) (d) 

Figure 17. Pitch RAOs for H/λ = 0.03 under head sea: (a) Unit 1; (b) Unit 2; (c) Unit 3; (d) Unit 4.

Table 6. Comparison of total tension determined by experiment and computation at H/λ = 0.03.

Incident
Wave Angle

H/λ λ/Lunit
Max. Tension

[N] (Exp.)
Max. Tension

[N] (Num.)
Mean. Tension

[N] (Exp.)
Mean. Tension

[N] (Num.)

180 0.03 1.6 15.23 13.79 9.30 8.83
180 0.03 2.0 37.52 35.00 21.11 19.22
180 0.03 2.4 20.28 21.64 12.92 13.77
180 0.03 2.8 10.29 11.94 6.01 6.55
180 0.03 3.2 11.99 12.23 6.95 6.69
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Figure 18. Time series data of total tension at λ/Lunit = 2.4 and H/λ = 0.03.

5.2. Head Sea Condition at Different Wave Steepness

The time series motion data for the heave and pitch of Unit 1 in the experiment
according to the wave steepness for λ/Lunit = 1.6 and 2.4 are shown in Figure 19. Here,
the pink and blue colors represent λ/Lunit = 1.6 and 2.4, respectively. The solid and dotted
lines represent H/λ = 0.03 and 0.05, respectively. When the wave steepness is constant,
the variation at λ/Lunit = 2.4 is larger than that for 1.6, because the height of the wave
varies significantly.

  
(a) (b) 

Figure 19. Time series motion data according to wave steepness at Unit 1: (a) heave; (b) pitch.

The experimental results of the motion RAOs of each unit of the FSP under waves
according to wave steepness are shown in Figure 20. In the motion RAOs, the results for
H/λ = 0.03 were higher than those for 0.05. This tendency was converse to that of the
time series motion data. It was thought that the nonlinearity of the motion increased with
respect to the rate of increase in wave steepens. In addition, the difference appeared to be
smaller in the second group than in the first. The wave lost energy while contacting the
first group, and the second group in contact with the losing wave had reduced motion.
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(a) (b) 

  
(c) (d) 

Figure 20. Motion RAOs of the experiment according to wave steepness: (a) heave (first group);
(b) heave (second group); (c) pitch (first group); (d) pitch (second group).

The experiment and computation results were compared to verify the wave pattern
around the FSP according to the wavelength (see Figure 21). In H/λ = 0.03, a large motion
characteristic appeared at the center of the hinge. The bigger wave run-up and diffraction
were observed, which showed similar results in computation. Also, the green water
observed at λ/Lunit = 2.4 in the experiment was also observed in the computation results.

The computation results of motion RAOs according to the wavelength at H/λ = 0.03
were compared with the experimental results (see Figures 22 and 23). Similarly, as in
the previous section, the amplitude of the RAOs increased as the wavelength increased.
The total tension of the mooring lines is expressed as the maximum and average loads
(see Table 7).

The tension was larger at λ/Lunit = 2.0, and the maximum load occurred at a wave-
length ratio equal to that mentioned in Section 5.2. In addition, as the wave height increased,
the wave energy increased with the load. It is expressed non-dimensionally to analyze the
tension by excluding the wave conditions (see Figure 24). The tension coefficient (Ctension)
is identical to that in Equation (5):

CTension =
FTotal tenstion

ρgA2B2
T

Lunit

(5)

where ρ is the density, g is the gravitational acceleration, A is the wave amplitude, and BT
is the total breadth of the floating bodies at one unit. Regarding the tension coefficient,
H/λ = 0.03 appeared to be larger than 0.05. This was because the tension increased with
the increase in wave height. However, the non-dimensional tension coefficient tended to
decrease because of the nonlinear decrease in the pitch RAO.
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(a) 

  
(b) 

  
(c) 

Figure 21. Wave pattern of experiment (left) and computation (right) according to the wavelength
for H/λ = 0.05 under head sea: (a) λ/Lunit = 1.6; (b) λ/Lunit = 2.0; (c) λ/Lunit = 2.4.

  
(a) (b) 

  
(c) (d) 

Figure 22. Heave RAOs for H/λ = 0.05 under head sea: (a) Unit 1; (b) Unit 2; (c) Unit 3; (d) Unit 4.

459



J. Mar. Sci. Eng. 2022, 10, 565

 
(a) (b) 

 
(c) (d) 

Figure 23. Pitch RAOs for H/λ = 0.05 under head sea: (a) Unit 1; (b) Unit 2; (c) Unit 3; (d) Unit 4.

Table 7. Comparison of total tension determined by experiment and computation at H/λ = 0.05.

Incident
Wave Angle

H/λ λ/Lunit
Max. Tension

[N] (Exp.)
Max. Tension
[N] (Num.)

Mean. Tension
[N] (Exp.)

Mean. Tension
[N] (Num.)

180 0.05 1.6 17.07 20.41 9.47 11.02
180 0.05 2.4 44.76 48.96 25.29 27.33
180 0.05 3.2 32.93 35.66 17.27 20.23

Figure 24. Comparison of tension coefficient according to wave steepness.

5.3. Oblique Sea Conditions at H/λ = 0.03

In this study, we conducted a model test under oblique wave conditions by rotating
the FSP, which leads the waves to enter diagonally. Units 2 and 4 of the FSP were arranged
in a straight line, and the FSP was rotated by 41◦. The experimental results of the motion
RAOs of each unit of the FSP under oblique waves are shown in Figure 25.
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(a) (b) (c) 

Figure 25. Motion RAOs of the experiement according to wavelength under oblique sea: (a) heave;
(b) roll; (c) pitch.

In the case of heave motion, similar motion characteristics occurred between units
(Units 1 and 4, and Units 2 and 3) located at the same position. In Unit 3, the waves that
passed between Units 1 and 4 overlapped, thereby causing excessive motion.

Roll motion varies significantly depending on the wave direction, and this increases
gradually according to the wavelength. In the uniaxial hinge system, the units in a column
exhibited similar movements. In the case of pitch motion, the motion was lower than that
under head sea conditions. When the wavelength was increased, the relative movements
between the units were getting bigger. On the other hand, in the experiment, it was
observed that the diffracted waves spread widely, and the waves would re-enter the FSP
through the walls. In addition, the overlapping and dissipation of waves between floating
bodies (which were difficult to observe in the experiment) were inspected.

The computation under oblique sea conditions was performed using the numerical
method verified for head sea conditions. The results were compared with the experimental
results for λ/Lunit = 2.4 and 2.8. The experimental and computation results were compared
to verify the wave pattern around the FSP according to the wavelength (see Figure 26).
The generated wave encountered the floating body at the front of Unit 2. The effect of wave
(e.g., diffraction, upwelling, run-up, and reflection) appeared to be larger than those under
the head sea conditions because the geometry of the FSP.

The computation results of the motion RAOs according to wavelength were compared
with the experimental results (see Figure 27). The oblique sea conditions showed similarities
to head sea conditions. The translational heave motion showed a tendency to match.
However, the roll and pitch motions differed, and it is thought that the difference of the
hinge causes errors between experiments and simulations. This was determined to be an
error that occurred in the hinge gap, as mentioned in the previous section. Theoretically,
the uniaxial hinge does not cause simultaneous rotational motion of the horizontal and
vertical axes. However, in the experiment, it was determined that the rotational motion
occurred simultaneously owing to the hinge gap and that additional rotational motion was
generated during overlapping rotation. However, the motion occurred only in the axial
direction in the computation. This was observed a difference in the rotational components.

The time series data of the total tension measured on the mooring lines connected to
the FSP under oblique sea are shown in Figure 28. The total tension of the mooring lines is
expressed as the maximum and average loads in the oblique sea (see Table 8). The periods
in which the load was generated, and the load exhibited similar tendencies. There was
a difference in the load pattern after the maximum tension. This is unlike the head sea
condition. Furthermore, it was determined that the oblique sea condition did not achieve
precise geometrical similarity for the mooring line system. It was then determined that
the external force applied to the FSP appeared to be relatively low tension because the
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waves were dispersed and escaped from the configuration of FSP and the movements were
smaller than those under the head sea.

  
(a) 

  
(b) 

Figure 26. Wave pattern of experiment (left) and computation (right) according to the wavelength
under oblique sea: (a) λ/Lunit = 2.4; (b) λ/Lunit = 2.8.

   
(a) 

   
(b) 

Figure 27. Cont.
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(c) 

   
(d) 

Figure 27. Motion RAOs of heave (left), roll (center) and pitch (right) under oblique sea: (a) Unit 1;
(b) Unit 2; (c) Unit 3; (d) Unit 4.

 
(a) (b) 

Figure 28. Time series data of total tension under oblique sea: (a) λ/Lunit = 2.4; (b) λ/Lunit = 2.8.

Table 8. Comparison of total tension determined by experiment and computation under oblique sea.

Incident
Wave Angle

H/λ λ/Lunit
Max. Tension

[N] (Exp.)
Max. Tension
[N] (Num.)

Mean. Tension
[N] (Exp.)

Mean. Tension
[N] (Num.)

139 0.05 2.4 3.345 3.206 1.342 1.631
139 0.05 2.8 5.117 5.129 1.484 1.717

According to these results, it is necessary to develop an accurate computational tech-
nique for a connection similar to that in the experiment. When applying multi-directional
articulations to the FSP, substantial research needs to be carried out on articulations for a
more accurate interpretation.
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6. Conclusions

In this study, a physical method (experiment) and numerical method (CFD) were
used to observe an accurate motion response of an FSP. The validity and reliability of
the numerical method was confirmed through a validation process. Both results were
compared, and these showed good agreement.

1. For the experiment, a model of a two-row and two-column unit matrix-type floating
solar power farm was manufactured. The connecting part was composed of uniaxial
hinges. Motion capture cameras and tension meters were used to measure the motion
characteristics and tension, respectively. We established experimental techniques,
e.g., the construction of a measurement platform for 3D object motion and the con-
struction of a floating solar power farm (FSP) experiment under wave conditions.
The results were used to verify the numerical analysis.

2. The conditions of the three waves were calculated and compared with the experimen-
tal results to verify the numerical technique. The wave generated in the computation
was identical to that generated in the experiment. Although there were differences
in the tension and mechanical error generated in the experiment, similar trend of
results was obtained for the wave pattern generated around the floating solar power
farm and the motion responses to each motion component. The tension also verified
the similarity.

3. Through the experiment and CFD, each unit group of the FSP showed identical motion
under head sea conditions. The longitudinal motion appeared to be larger than the
other motion responses. As the wavelength increased, the heave and pitch RAOs
increased linearly, and the pitch RAOs tended to converge after a wavelength ratio of
2.4. The largest total load applied to the mooring lines was generated at a wavelength
ratio of 2.0, which yielded a large difference in surge motion for each unit.

4. The motion response of the floating solar power farm was compared according to
the wave height in the head sea condition. Although the motion increased when the
wave height increases, the motion RAOs showed the converse tendency. This showed
that the motions are proportional to the wave height. On the other hand, the non-
dimensional tension with a wave steepness of 0.03 was larger than that for 0.05. It was
thought that although the tension increased, the tension coefficient tended to decrease
owing to the nonlinear decrease in pitch RAOs.

5. The waves approached the floating solar power farm at an angle (oblique waves,
41 degrees). This revealed various motion characteristics. One of these was roll
motion, which was not observed in the head sea conditions. It had a highly complex
motion response. In addition, the waves dispersed due the configuration of the FSP.
The motion appeared to be smaller than that under the head sea condition. The load
applied to the tension also appeared to be low.

The verified numerical technique can become the basis for research on developing
a mooring system that can determine various environmental conditions and motion re-
sponses and maximize the efficiency of solar panels and floating solar power farms consid-
ering the wave load. The design can be achieved by considering the load distribution of
the support structure. In a future study, various floating solar farms with over two rows
and columns would be simulated to investigate the complex interactions among floating
units in detail.
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Abstract: Ocean energy is a relevant source of clean renewable energy, and as it is still facing
challenges related to its above grid-parity costs, tariffs intended to support in a structured and
coherent way are of great relevance and potential impact. The logistics and marine operations
required for installing and maintaining these systems are major cost drivers of marine renewable
energy projects. Planning the logistics of marine energy projects is a highly complex and intertwined
process, and to date, limited advances have been made in the development of decision support tools
suitable for ocean energy farm design. The present paper describes the methodology of a novel, open-
source, logistic and marine operation planning tool, integrated within DTOceanPlus suite of design
tools, and responsible for producing logistic solutions comprised of optimal selections of vessels,
port terminals, equipment, as well as operation plans, for ocean energy projects. Infrastructure
selection logistic functions were developed to select vessels, ports, and equipment for specific
projects. A statistical weather window model was developed to estimate operation delays due to
weather. A vessel charter rate modeling approach, based on an in-house vessel database and industry
experience, is described in detail. The overall operation assumptions and underlying operating
principles of the statistical weather window model, maritime infrastructure selection algorithms, and
cost modeling strategies are presented. Tests performed for a case study based a theoretical floating
wave energy converter produced results in good agreement with reality.

Keywords: logistics; marine operation planning; dtoceanplus; decision support; ocean energy

1. Introduction

The decarbonization of the energy sector is urgent, requiring global action to achieve
our long-term climate goals and to mitigate the impacts of climate change [1]. To meet our
ambitious emission cuts, innovation in low-carbon technologies and mass deployment of
renewable energy generation will be fundamental [2,3].

As a renewable energy resource, ocean energy is clean, abundant, and powerful. Wave
and tidal energy are attractive sources of renewable energy, as they have low variability
when compared to wind, can be accurately forecast, and are fit to respond to the electricity
demand during night-time [4]. Additionally, the production profile of wave and tidal
energy systems is complementary to wind and solar, smoothing the otherwise peaking
nature of renewables in the production mix [5]. It is estimated that about 100 GW of wave
and tidal energy capacity can be deployed in Europe by 2050 [6], creating significant carbon
emission reductions as well as economic growth opportunities. Europe’s seas and oceans
could therefore play a fundamental role in the decarbonization of the energy sector, con-
tributing to the transition from a power system based on imported fossil fuels, to a flexible
and interconnected system based on clean, renewable, and infinite domestic resources [7].
However, the ocean energy sector is still facing challenges related to performance, reliability,
and survivability, which ultimately translates into above grid-parity costs.

Logistics and marine operations are major cost drivers of marine renewable energy
projects. Even though researchers have made significant progress over the last years
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in what concerns the installation and operation and maintenance (O&M) planning of
offshore wind farms [8–11], advances for ocean energy farms have been more modest,
attesting for the lower maturity of the sector [12]. For offshore wind, the installation
costs typically represent one fifth to one third of the project’s CapEX [13–15], while O&M
activities represent about one-fourth to one-half of the total lifetime costs of the project [16].
However, for less mature sectors such as wave and tidal energy, slightly larger percentages
may be expected [17]. These costs are typically amplified when deploying projects in
further offshore waters, as the marine operations related to the construction, installation,
maintenance, and decommissioning of such farms become increasingly challenging. Even
though deploying farms further offshore is expected to improve resource availability and
consequently increase the expected power output of the farm (while also minimizing
competition for space and visual disturbance [18]), more severe weather climates and
larger distances to shore translate into lower farm accessibility, higher risks of work delays,
and ultimately larger project costs. As a significant fraction of the marine operation costs
can be attributed to vessel charter (according to Dalgic et al. [19], approximately 73% of
the total O&M costs are related to vessel hiring [19]), even modest reductions in operation
duration may result in significant cost-reductions [20].

Planning the logistics of offshore renewable projects is a highly intertwined process,
with multiple conflicting objectives and alternatives, and a large optimization potential.
Given the complexity associated with planning such logistics, computational tools have
been developed to support decision-making at different project stages. Computational
tools can be distinguished according to (i) decision-making time-scale (long-term strategic
planning based on historical weather data, or short-term daily operational planning based
on weather forecasts), (ii) project phase (installation, O&M, and decommissioning), (iii) tar-
get sector (offshore wind, ocean energy, or both), (iv) licensing type (open-source, private,
or commercial), and (v) software functionalities (e.g., weather window modeling, operation
planning, infrastructure selection, failure/degradation modeling, revenue modeling, and
techno-economic assessments).

Table 1 shows a list of the main logistic support tools developed to date with the goal
of supporting offshore projects. It can be seen that most development efforts have focused
on producing O&M simulation tools to estimate the OPEX of offshore wind projects. Some
of these tools were developed to simulate the degradation of farm components and the
occurrence of failures, replicating real-world decisions in respect to the scheduling of
preventive and corrective maintenance activities [21]. This is the case of ECN O&M Tool,
the ECN O&M Calculator (formerly OMCE) and the O2M model of DNV-GL [22]. As most
operations carried out at sea are significantly weather dependent, computational tools
generally include weather window models to estimate the potential waiting on weather
contingencies. Some commercial and sector-agnostic tools, such as Mermaid [23] and
ForeCoast Marine [24] (marked as ”Agnostic” in Table 1), have focused almost exclusively
on this type of service, quantifying weather risks for different operation types and target
sectors. Another similar commercial product worth mentioning is StormGeo [25], which
also provides short-term decision support based on near-future weather forecasts.
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However, it is possible to observe that very limited advances have been made in the
development of logistic support tools suitable for ocean energy farm design. Existing
computational tools either focus exclusively on the O&M phase (e.g., WES O&M Tool [38])
or are limited in functionality. A reduced number of tools has been developed to address
vessel selection in offshore wind projects (e.g., NOWICOB [30] and StrathOW-OM [35]).
Still, these tools do not consider the selection of ports and equipment (nor their impacts on
optimal vessel selection), and most importantly, are not easily adaptable to ocean energy
projects [39]. Moreover, most existent tools are notably user input-intensive, and thus
unsuitable for project and technology developers at early development stages where
uncertainties and unknowns are large. Finally, despite the growing number of open-source
initiatives, which have been found to contribute significantly to sector innovations and to
the European Union’s economy [40,41], most computational tools were developed under
private or commercial licenses with limited published research. As such, these tools miss
out on the key benefits of open-source projects, related to higher transparency, robustness
and scrutiny, as well as continuous improvements through community collaborations.

At a project development phase, integrating preliminary plans for the installation,
maintenance, and decommissioning in the design process has the potential to reveal
unexpected impacts of certain component design decisions on logistic costs. This is a
particularly important step for ocean energy projects as less mature technologies have
higher cost-optimization potential, frequently achievable with simple concept adjustments.
In order to address the identified research gaps and market needs, the Logistics and Marine
Operations (LMO) module was developed and integrated within DTOceanPlus software,
an open-source suite of design tools for ocean energy projects [42]. The LMO module
is responsible for designing and planning the project life-cycle phases (i.e., installation,
maintenance, and decommissioning) of ocean energy projects. Reflecting the most recent
experiences and best practices of the offshore wind sector, the LMO module produces logis-
tic solutions comprised of optimal selections of vessels, port terminals, equipment, as well
as operation plans, for ocean energy projects. An innovative methodology to optimize the
selection of vessels, port terminals, and equipment was developed. A novel vessel cost
modeling methodology was implemented in order to take into consideration the impacts
of vessel capabilities on charter price, and reveal cost reduction pathways. Comprehensive,
purpose-built databases of offshore operations, vessels, ports, and equipment were gener-
ated to support the main functionalities of the tool, even when unknowns are large and
data availability is limited. These databases will be made freely available upon the final
release of the DTOceanPlus software. Leveraging on its main functionalities, the Logistics
and Marine Operations module proposes optimal logistic solutions that minimize total
project costs, guiding project design and strategic investment decisions in ocean energy
projects at different stages of technological and project maturity.

The present paper describes in detail the novel Logistics and Marine Operations tool,
one of the seven design modules of the DTOceanPlus software. In Section 2, the DTOcean-
Plus software is briefly presented. The underlying operating principle, main functionalities,
and methodology of the Logistic and Marine Operations tool are described in detail in
Section 3. A brief test case showcasing the functionalities of the DTOceanPlus Logistics
module is described in Section 4. The most important outcomes of the work are summa-
rized in Section 5.

2. DTOceanPlus Suite of Design Tools

DTOceanPlus is an open source, integrated suite of design tools, developed to support
the selection, development, deployment, and assessment of ocean energy systems at
different stages and levels of aggregation (component, sub-system, and array). Building on
the results from the original DTOcean project [43–45], at the time of writing, DTOceanplus
software is being developed within a 3-years long EU-funded H2020 project with the same
name [42], aimed at accelerating the commercialization of the ocean energy sector.
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As illustrated in Figure 1, DTOceanPlus was developed in a modular fashion, with a
set of independent but integrated tools:

• Structured Innovation tool, to support innovation and the selection of technol-
ogy concepts;

• Stage Gate tool, to guide technology developers in their technology development
process;

• Deployment Design design tools, to support optimal device and array deployment:

– Site Characterization (SC), to characterize the deployment site in respect to envi-
ronmental (e.g., met-ocean) and geotechnical conditions;

– Machine Characterization (MC), to characterize the device’s prime mover;
– Energy Capture (EC), to design and optimize the device hydrodynamics at an

array level;
– Energy Transformation (ET), to design the Power Take-off (PTO) unit and control

strategies;
– Energy Delivery (ED), to design the electrical power transmission system of

the farm;
– Station Keeping (SK), to produce foundations and mooring designs;
– Logistics and Marine Operations (LMO), to design logistical solutions related to the

installation, operation, maintenance, and dismantling operations.

• Assessment design tools, devised to evaluate ocean energy projects in respect to
key metrics:

– System Performance and Energy Yield (SPEY), to assess projects in respect to their
energy performance;

– System Lifetime Costs (SLC), to assess projects from the economic and financial
investment perspectives;

– System Reliability, Availability, Maintainability, Survivability (RAMS), to evaluate
different reliability aspects of ocean energy projects;

– Environmental and Social Acceptance (ESA), to evaluate ocean energy projects in
respect to their environmental and social impacts.

• Underlying digital models to provide a standard framework for the description of
ocean energy sub-systems, as well as a global database with reference data from
various sources.

Figure 1. Representation of DTOceanPlus tools.
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3. Logistics and Marine Operations Module

3.1. Operating Principle

The Logistics and Marine Operation (LMO) module was designed to generate optimal
logistical solutions for the installation, O&M, and decommissioning phases of ocean energy
projects. These logistic solutions consist of an operation plan (featuring dates and sequence
of activities) and an optimal combination of vessels, equipment and ports that minimize
the costs of each operation individually, reducing the capital and operational expenditures
(CAPEX and OPEX) of the project.

The operating principle behind the LMO module is similar for all three life cycle
stages of the project, and can be described as a sequence of different steps, as schematized
in Figure 2. First, the LMO module collects design inputs from the user and previously
run Deployment design modules (listed in Section 2), data related to the devices and
subsystems that must be installed, maintained, and dismantled throughout the lifetime
of the project (see Figure 3. More information about the inputs available in [46]). These
attributes are subsequently converted into project logistic requirements (e.g., N monopiles
with specific dimensions and a given weight need to be lifted, transported, and installed).
Second, based on the specified components and identified requirements, the corresponding
marine operations that must be carried out are identified (e.g., pile installation). In respect
to O&M, two maintenance types are simultaneously considered in the LMO module:
preventive (time-based maintenance) and corrective, based on failure events generated by
the RAMS module [47] taking into consideration component failure distributions.

Figure 2. Working principle of the Logistics module.

Figure 3. Schematic representation of the inputs to the LMO module.

In a third step, the process of identifying feasible infrastructure solutions begins.
Vessels, ports, and equipment must not only meet their minimum individual prerequisites
imposed by the project, but also be compatible between each other. Then, for each potential
logistic solution, defined by a specific operation plan and infrastructure setup, the operation
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net durations and expected waiting on weather (WOW) are computed based on historical
weather data and a operation catalog, featuring reference operation durations and weather
restrictions (e.g., maximum wave height and maximum wind speed). Following the
calculation of the total operation durations (including weather delays), for each logistic
solution, the operation total costs can be calculated by considering the daily costs of the
infrastructure setup. Finally, the logistic solution that presents the lowest operation total
costs can be chosen as the optimal solution.

In the DTOceanPlus software suite, each module was developed with three levels of
complexity (Cpx1, Cpx2, and Cpx3) to accommodate different stages of project maturity,
and different amounts of data availability and uncertainties. In LMO, the main differences
between complexity Cpx2 and Cpx3 are the certainty of the inputs and whether default
values are assumed instead of requesting these from the user. Alternatively, the simplified
mode (Cpx1) can be used for early stage technologies, at lower technology readiness levels
(TRL 1-3), or whenever limited information is available about the technology design and
project specifics. The simplified mode may also be used to provide a quick and rough
estimate for higher TRL projects. Finally, a “study comparison” feature was implemented
in DTOceanPlus to enable the user to evaluate and compare different inputs, strategies,
and scenarios, in respect to their impacts on the logistic solutions.

In order to carry out the design of the installation, maintenance, and decommissioning
phases, the LMO module employs databases of vessels, port terminals and operations,
that will be publicly available once the final version of the DTOceanPlus suite of tools
is released.

3.2. Compilation of Operations and Logistic Requirements

In a first step, the Logistics and Marine Operations module reads component design
inputs generated by previously run DTOceanPlus Deployment Design modules and/or
introduced by the user. Based on the specified component designs, number of compo-
nents, and user preferences, the LMO module identifies and proposes to the user a list
and sequence of operations to install, service and/or dismantle a given ocean energy farm
(see Table 2 for the list of operations considered in LMO). For each operation, relevant
operational methods (e.g., transportation method and piling method) are read from up-
stream modules (e.g., cable burial layout is generated by the Energy Delivery module,
using specific cable burial methods), or requested to the user, as described in Table 3.

Based on the identified operations and specified operation methods, infrastructure
requirements are defined (e.g., the vessel’s deck area must be sufficient to transport at least
one device or system). Infrastructure requirements are compiled in Table 4.

Table 2. List of operations for each project phase included in the Logistics and Marine Opera-
tions module.

Installation Operations Maintenance Operations Decommissioning Operations

Foundations installation Topside inspection Device removal
Moorings installation Underwater inspection Collection point removal
Support structures installation Mooring inspection Moorings removal
Collection point installation Array cable inspection Foundations removal
Export cable installation Export cable inspection
Array cable installation Device retrieval
Post-lay cable burial Device repair at port
External protection installation Device redeployment
Device installation Device repair on site

Mooring line replacement
Array cable replacement1

Export cable repair
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Table 3. Operation methods considered in the LMO module.

Method List Defined by Options

Transportation User Dry Wet - -
Port load-out User/Default Lift Float Skidded Railed
Cable burial User/ED module Ploughing Jetting Cutting -
Burial sequence User/Default Simultaneous Post-lay - -
Cable landfall User/Default OCT HDD - -

Piling User/Default Hammering Vibro-
piling Drilling -

Table 4. Infrastructure requirements considered in the LMO module.

# Port Terminal Vessel Piling
Equipment

Cable Burial
Equipment

ROV
Equipment

Divers

1 Terminal type Crane capacity Depth rating Depth rating Depth rating Depth rating
2 Terminal draught Vessel draft Pile sleeve diameter Burial depth ROV class -
3 Terminal area Bollard pull Penetration depth Cable diameter - -
4 Onshore crane capacity DP class Soil type Cable MBR - -
5 Quay soil strength Deck area - - - -
6 Max. distance to site Deck strength - - - -
7 Past experience Max. cargo - - - -
8 - Turntable storage - - - -
9 - Turntable capacity - - - -
10 - Max. no. passengers - - - -

3.3. Infrastructure Pre-Selection
3.3.1. Feasible Infrastructure

On a first stage, feasibility functions are used to assess whether vessels, ports and
equipment, listed in the DTOceanPlus catalogs, meet the absolute minimum require-
ments for the job (e.g., sufficient vessel deck area, adequate terminal dry dock dimensions,
acceptable ROV depth rating, etc.). These functions are simple mathematical Boolean
formulations that filter out the maritime infrastructure noncomplying with the previously
defined logistic requirements (see Section 3.2). A default safety factor of 10% is imple-
mented in the feasibility functions to reflect uncertainties and account for potential margins
of of error, although this value may be modified by the user.

The identification of feasible ports and equipment follows a simple elimination pro-
cess, where instances of the port terminals and equipment databases are discarded based on
the operation requirements. The port terminal database consists of 203 terminals, from 12
different EU countries, with 21 parameters, including name, type, country, location, termi-
nal entrance width, draught, maximum load, and terminal area, to name a few (see Table 5).
Similarly, six main types of equipment (e.g., cable burial tools, piling hammers, and ROVs,
to name a few) are considered in DTOceanPlus and included in the equipment catalogs.
However, the fleet selection process is slightly more complex.

3.3.2. Fleet Selection Methodology

There are numerous approaches to conduct a given offshore operation. Devices may be
transported from port to site, on deck of a large crane vessel with adequate cranes to carry
out the installation procedures. Alternatively, they may be loaded at port onto a transport
barge, which would in turn be towed a set of tugs or a Anchor Handling Tug and Supply
(AHTS) vessel. In case devices were structurally designed for the purpose, they may be
individually wet-towed directly to site. Low draft floating converters may be transported
using a semi-submersible vessel, with the capability of ballasting down and submerging its
deck to unload the converter in the water. Based on the existing experience in the offshore
renewable energy sector, a vessel combination (VC) database was developed, namely, for
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the device installation operation (see Table 6), featuring combinations of different vessel
types in different quantities and under different roles. For simplicity, for each vessel
combination, three major vessel roles were defined, with different evaluation criteria:

1. Main vessels: vessels that play a central role in the operation, being responsible
for key activities such as lifting and transporting components, driving a monopile,
and installing a cable, to name a few. These vessels are thus assessed in respect to
their main attributes (e.g., deck area, crane capabilities, etc.) depending on the vessel
type and operation plan.

2. Tow vessels: vessels that are responsible for towing a device/structure (wet tow), or a
non-propelled barge (dry tow). Tow vessels are assessed in terms of their bollard
pull capabilities, which must be sufficiently large to meet the estimated bollard pull
requirements for safely towing an object or barge.

3. Support vessels: vessels that can be used to support lifts, control marine traffic,
and assist device positioning, but do not have a central role in the operation itself.

The fleet selection algorithm follows a two-stage elimination process. It starts by
discarding unsuitable vessel combinations that do not meet project requirements or user
preferences (e.g., wet tow is not allowed). Then, for each feasible vessel combination,
the fleet selection algorithm searches in a vessel cluster database for vessels that meet
the technical requirements associated with the attributed roles (e.g., sufficient deck area,
sufficient bollard pull to wet tow the device). A given vessel is deemed “feasible” if capable
of performing the minimum work criteria (e.g., in case of on deck transportation, vessel
must have sufficient deck area to accommodate at least one device per trip).

In DTOceanPlus, a vessel cluster database was compiled based on the statistical
analysis of an original database with 14,847 vessels and 46 technical parameters. The very
large size of the original database ensured the representativeness of the considered vessel
list, although prohibited directly using it in DTOceanPlus due to data privacy issues and
to keep computational requirements manageable. In the vessel cluster database, vessels
sharing a large number of similar characteristics were grouped into clusters, using the
K-Means unsupervised machine learning algorithm [48]. For each technical parameter
of each vessel cluster, the p25, p50, and p75 statistical values were computed and stored.
Deliverable D5.8 [46] provides more information about the vessel clustering process.

Table 5. Example port terminal entry of the DTOceanPlus port catalog.

Terminal Parameter Value

Terminal id T114
Name of Port Viana do Castelo
Terminal name Dry dock #1
Country Portugal
Terminal coordinates (lat, lon) (41.675, −8.8383)
Experience in MRE projects TRUE
Storage area [m2] 100,000
Slipway TRUE
Terminal type Dry-dock
Terminal width [m] 32
Terminal length [m] 203
Quay load bearing capacity [t/m2] 0.8
Terminal draught [m] 3.5
Terminal area [m2] 6500
Terminal hinterland area [m2] 3300
Gantry crane lift capacity [t] 80
Tower crane lift capacity [t] 200
Jack-up suitability TRUE
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Table 6. Example vessel combinations for the device installation operation, stored in the DTOceanPlus Vessel Combina-
tions catalog.

Id Type Transportation Qty Main Vessel Qty Tow Vessel Qty Support Vessel

VC_001 Device Installation On deck 1 Propelled crane vessel - - - -
VC_002 Device Installation On deck 1 Jack-up Vessel - - - -
VC_003 Device Installation On deck 1 SOV Gangway - - - -
VC_004 Device Installation On deck 1 AHTS - - - -
VC_005 Device Installation Dry tow 1 Non propelled crane Vessel 1 Tug - -
VC_006 Device Installation Dry tow 1 Transport Barge 1 Tug - -
VC_007 Device Installation On deck 1 Semi-submersible - - 1 Multicat
VC_008 Device Installation Wet tow - - 1 AHTS - -
VC_009 Device Installation Wet tow - - 2 AHTS / Tug - -
VC_010 Device Installation Wet tow - - 1 AHTS / Tug 1 Multicat
VC_011 Device Installation Wet tow - - 2 AHTS / Tug 1 Multicat
VC_012 Device Installation Wet tow - - 3 AHTS / Tug 1 Multicat

3.3.3. Infrastructure Matching

Once feasible infrastructure have been identified, infrastructure-matching functions
assess the compatibility between each infrastructure type in the context of an integrated
solution. In this step, independently feasible but incompatible infrastructure solutions are
discarded (e.g., port entrance width must be larger then vessel beam, port draught must be
compatible with vessel draft, etc.). Once the infrastructure matching algorithm has been
run, suitable infrastructure combinations are produced to be further analyzed in respect to
total operation duration and ultimately, costs.

3.4. Definition of Activity Sequence

In the LMO module, operations (e.g., foundation installation) are broken down into
smaller, uninterruptible tasks that must be carried out, referred to as activities (e.g., mobi-
lization, transit, and positioning), with specific durations and weather restrictions. For each
operation, activity flowcharts were developed, featuring the activity blocks, precedence
rules (i.e., which activity comes next), and condition nodes which define multiple potential
paths that an operation may take. Condition nodes were defined as static, when based on
previously defined component types and operation methods (e.g., foundation type is a
pile, transportation method is dry), or dynamic, when dependent on the considered infras-
tructure solution and operation stage (e.g., vessel is already full or not). In the flowcharts,
activities may have a constant duration, or a dynamic duration when the activity length
depends on external criteria such as distance and vessel transit speeds (for transits and
tows) or soil conditions (e.g., for piling activities such a “Seafloor drilling”). In Table 7,
the activity flowchart of the foundation installation operation is presented as an example.

In Tables 8 and 9, the cable burial and piling speeds are presented, respectively,
for different soil conditions. Activities, such as piling and cable burial, have specific
speeds that are highly dependent on the seabed geology. In the Logistics and Marine
Operations module, the piling and cable burial speeds were compiled and adapted from
the literature review carried in the original DTOcean project [45,49], for the considered soil
types, as defined by Kervella, Y. [50].

Based on the operation flowcharts, specified project characteristics, and infrastructure
solution, a sequencing algorithm computes the full sequence of activities, from start to
finish, that must be carried out to perform a given operation. Flowcharts are stored as
tables in the operation catalogs, allowing for modifications to the durations, weather limits,
and sequencing, by advanced users. This activity sequence is then fed into the weather
window model described in Section 3.5.
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Table 7. Flowchart of the foundation installation operation, featuring activity blocks, precedence rules, and condition nodes
(shown in italic).

ID Activity Name Next Activity Duration [h] Decision Paths

OP01_A0 Mobilization OP01_A1 48 -
OP01_A1 Vessel preparation & loading T_C0 48 -
T_C0 cond_stat_methods:transport T_C1_1;T_C1_2 - 0-dry;1-wet
T_C1_1 cond_stat_methods:load_out T_A0;T_A0;T_A1 - 0-float away;1-lift away;2-skidded/trailer
T_C1_2 cond_stat_methods:load_out T_A7;T_A4;T_A5 - 0-float away;1-lift away;2-skidded/trailer
T_A0 Lift item onto vessel deck T_D0 3 -
T_A1 Place item on steel rail/trailer T_A2 2 -
T_A2 Translate item onto vessel deck T_D0 2 -
T_D0 cond_dynam_deck full T_D1;T_A3 - 0-false;1-true
T_D1 cond_dynam_quay empty T_C1_1;T_A3 - 0-false;1-true
T_A3 Seafastening T_A8 1 -
T_A4 Lift item from the quay to the water T_A9 2 -
T_A5 Place item on marine slipway T_A6 2 -
T_A6 Push/pull item to the water T_A9 2 -
T_A7 Flood Dry-dock T_A9 6 -
T_A8 Item transportation on vessel deck OP01_A2 transit_site -
T_A9 Item towed to site OP01_A2 tow -
OP01_A2 Positioning OP01_C0 1 -
OP01_C0 cond_stat_object:type OP01_A3;OP01_A6;OP01_A13 0-pile;1-suction caisson;2-gravity base
OP01_A3 Leveling and positioning of guiding template P_C0 2 -
P_C0 cond_stat_methods:piling P_A0;P_A4;P_A6 - 0-drilling;1-hammering;2-vibro-piling
P_A0 Rig and pile leveling and positioning P_A1 2 -
P_A1 Seafloor drilling P_A2 drill -
P_A2 Pile lowering into aperture P_A3 1 -
P_A3 Flushing and grouting OP01_A5 1 -
P_A4 Pile levelling and positioning P_A5 1 -
P_A5 Hammering pile into seafloor OP01_A5 hammer -
P_A6 Pile levelling and positioning P_A7 1 -
P_A7 Vibro-piling into seafloor OP01_A5 vibro -
OP01_A5 Removal of guiding template OP01_D0 1 -
OP01_A6 Hosting OP01_A7 2 -
OP01_A7 Lower caisson to seabed OP01_A8 1 -
OP01_A8 Penetration into seabed due to weight OP01_C1 2 -
OP01_C1 cond_stat_requirements:rov OP01_A9;OP01_A11 - 0-inspection;1-work
OP01_A9 Pump water from caisson OP01_A10 2 -
OP01_A10 Undock suction pump OP01_D0 1 -
OP01_A11 Pump water from caisson with ROV OP01_A12 2 -
OP01_A12 Undock suction pump ROV OP01_D0 0.2 -
OP01_A13 Hosting OP01_A14 2 -
OP01_A14 Lowering GBA to seabed OP01_D0 1 -
OP01_D0 cond_dynam_deck empty OP01_A15;OP01_A16 - 0-false;1-true
OP01_A15 Transit to next site OP01_A2 0.2 -
OP01_A16 Transit from site to port OP01_D1 transit_port -
OP01_D1 cond_dynam_quay empty OP01_A1;OP01_A17 - 0-false;1-true
OP01_A17 Demobilization 48 -

Table 8. Cable burial speeds (m/h), for different soil types and cable burial methods, stored in the DTOceanPlus opera-
tions catalog.

Installation
Method

Very
Soft
Clay

Soft
Clay

Firm
Clay

Stiff
Clay

Very
Stiff
Clay

Hard Clay
Very

Loose
Sand

Loose Sand
Medium

Dense
Sand

Dense
Sand

Very
Dense
Sand

Gravels & Pebbles

Jetting 450 450 250 0 0 0 300 300 200 0 0 0
Ploughing 0 375 500 550 550 300 100 100 350 100 100 300

Cutting 0 325 325 75 75 75 0 0 275 275 275 0
Dredging 150 100 75 50 50 50 150 150 100 75 75 75

Surface lay 700 700 700 700 700 700 700 700 700 700 700 700
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Table 9. Pile installation speeds (m/h), for different soil types and piling methods, stored in the DTOceanPlus operations
catalog.

Installation
Method

Very
Soft
Clay

Soft
Clay

Firm
Clay

Stiff
Clay

Very
Stiff
Clay

Hard Clay
Very

Loose
Sand

Loose Sand
Medium

Dense
Sand

Dense
Sand

Very
Dense
Sand

Gravels & Pebbles

Drilling 0 0 0.65 0.5 0.5 0.25 0 0 0 0 0 0
Hammering 15 12.5 7.5 4.5 4.5 0 20 20 15 5 5 5

Vibro-driving 175 75 0 0 0 0 375 375 250 75 75 75
Suction pump 200 100 0 0 0 0 375 375 250 100 100 0

ROV with jetting 475 475 250 0 0 0 250 250 250 0 0 0

3.5. Weather Window Model

Weather window analysis is a crucial step in the strategic planning of marine op-
erations in order to estimate potential weather delays and operation costs. The most
common approach is to simulate a project subject to several years of historical environmen-
tal conditions, being commonly referred to as hindcast analysis [51]. Given the random
nature of the met-ocean conditions at a given site, sample size must be sufficiently large
to appropriately capture the potentially large annual variability. Even though more is
better, 20-years of continuous weather data is a commonly accepted reference. As maritime
operations are typically planned on hourly basis, DNV standards recommend linearly
interpolating the raw met-ocean conditions when necessary to generate an hourly time
series [52]. Subsequently, the time series of met-ocean conditions can be analyzed as a
single continuous record.

The environmental conditions observed at a given offshore location can be understood
as a multivariate stochastic process [53–55], whereas each environmental parameter (wind
speed, significant wave height, peak wave period, and current speed) is interdependent
and can be described by statistical distributions with specific joint probabilities but clear
ensemble seasonal trends [56,57]. Even though cyclic patterns may be observed throughout
the year (e.g., the summer season is typically calmer than winter, even though summer
storms should not be overlooked), it may be reasonable to assume data stationarity for
smaller time periods [58]. This method is known as piecewise stationarity and consists of
grouping the entire met-ocean time series by seasons or months and carrying out separate
calculations. The assumption weather data stationarity implies that the statistical properties
(e.g., mean, variance, and autocorrelation) of the historical dataset are constant, and is
typically assumed reasonable for fixed monthly blocks.

Following a hindcast simulation approach, the underlying principle of the LMO’s
weather window algorithm consists of attempting to schedule the specified operations in
the past. Once the sequence of activities, durations, and weather restrictions have been
specified for each operation (see Section 3.2), the algorithm attempts to iteratively initiate
the operation in different time-steps of the historical time-series of met-ocean conditions,
each iteration corresponding to a different simulation. Initial time-steps are randomly
selected using a Monte Carlo approach, taking as user input the percentage of time-steps
to analyze in each month (where 100% corresponds to analyzing the entire time-series).
For each simulation, in case both the first and subsequent time-steps are deemed workable
(i.e., OLCs are met) for a period that is equal or longer than the entire operation duration,
then the operation can be carried out without any delays. Otherwise, waiting on weather
is required, which may include waiting at port (WAP), and/or waiting on site (WOS),
i.e., between consecutive activity blocks. The waiting on site is defined with a maximum
duration and weather limit, which may not be exceeded.
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For an operation with n activities, starting in time-step t, the total operation duration
dop.total would be defined as shown in Equation (1) below, where dnet,i refers to the net
duration of activity i of the operation.

dop.total(t) = WOW(t) +
n

∑
i=1

dnet,i = ∑ WAP + ∑ WOS +
n

∑
i=1

dnet,i (1)

Assuming monthly stationarity for the weather conditions, the waiting times calcu-
lated for each initial time-step can be grouped and statistically analyzed in monthly blocks.
Given that the monthly waiting on weather values do not follow a normal distribution,
the statistical parameters such as median (p50) and the interquartile ranges (p25–p75)
can be used to estimate the expected value and quantifying statistical dispersion. As an
example, Figure 4 shows a hypothetical non-exceedance distribution plotted for a given
operation “op.A”, considering all WOW values that occurred in every month of February
of the entire 20-years long time series. As shown in Figure 4, there is a 50% probability that
the waiting time for the specified operation will be equal or lower than about 28 h, whereas
the p25 and p75 values are equal to 22 and 38 h, respectively. According to the estimated
interquartile range, there is a 50% probability that the waiting time for this operation will
be in the range of 22–38 h, for the month of February.

Figure 4. Illustrative representation of the non-exceedance probability of waiting on weather for an
example operation in a given month.

For each operation, the weather window model thus computes monthly weather
window statistics featuring the expected weather delay (p50) and resulting total operation
duration for the different months of the year. The advantage of calculating the weather
delays for each month of the year is that potential cost-reduction approaches, such as
changing the starting month or optimizing the sequence of operations, may be unveiled
to the user. The monthly weather window statistics are illustrated in Table 10 for a given
operation with a net duration of 30 h.

Table 10. Monthly weather window statistics, in hours, for a given operation with a net duration of
30 h when scheduled in different months.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

WOW (p50, in h) 43 38 22 15 14 10 8 8 15 39 55 64
Total duration (h) 73 68 52 45 44 40 38 38 45 69 85 94
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Figure 5. Example regression of the daily charter rates for crew transfer vessels (CTVs) as a function
of the vessel’s length overall (LOA), based on existing database.

3.6. Calculation of Operation Costs
3.6.1. Vessel Costs

Vessel costs play a large role in the total costs of an offshore renewable energy
project. Total vessel costs can be broken down into vessel chartering and fuel expenditures.
The daily operating costs per day can be calculated as shown in Equation (2).

cvessel = ccharter + c f uel (2)

3.6.2. Daily Vessel Charter Rates

The cost of chartering a given vessel depends on several factors, such as vessel charac-
teristics and capabilities, as well as surrounding market conditions. Contract duration and
contractual frameworks typically also play a role. Smaller tonnage vessels such as CTVs,
tugs, and survey vessels are commonly chartered out on a time charter basis (e.g., BIMCO
Supply time [59]) with a clearly defined vessel day rate. However, larger vessels such as
jack-up vessels, crane vessels, and cable laying vessels are mostly hired as part of com-
prehensive service agreements such as EPCI2 or T&I3 contracts (e.g., FIDIC or Logic [60]).
In order to be able to compare different types of contracts, average daily charter costs that
exclude consumables such as fuel and harbour costs, were used.

Vessel characteristics such as age, size, crane capabilities, deck area, dynamic posi-
tioning (DP) equipment, and engine power are known to have an impact on the total
vessel costs. Based on guidance from Global Renewable Shipbrokers (GRS) [61], a off-
shore vessel broker, major cost drivers for the vessel charter rates were identified for each
vessel type. Even though the vessel charter rates are dependent on a large number of
variables, for simplicity and to provide a first cost estimate, vessel charter costs were
modeled as a function of a single parameter for each vessel type. As shown in Figure 5,
cost functions that model charter day rates for the different vessel types were then derived,
based on a curve fitting applied to database points gathered from: (i) DTOcean 1.0 vessel
database, (ii) WavEC’s in-house vessel database, (iii) cost figures provided by ECN [62]
and GRS, (iv) from industry expert experience. Different regression models, including
linear, polynomial, exponential, logarithmic and piece-wise regressions, were adjusted to
find a best fit based on the R-squared coefficient, while eliminating fits that result in cost
inflections within the analyzed domain. The resulting cost functions were compiled in
Table 11. It can be seen that even though charter price variability is not fully explained by a
single parameter, important relationships were obtained, with the potential to guide vessel
selection decisions.
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Table 11. Daily charter rate regression curves, for different vessel types, in Euros, as a function of
their input parameters (x).

Vessel Type
Input

Parameter
Domain Validity Function R2

Tug Bollard Pull (tonnes)
13 ≤ x < 25 cchart = 151.34x − 467.47

0.961125 ≤ x < 70 cchart = 2.18x + 3261.61
70 ≤ x ≤ 80 cchart = 508.57x − 32186

Multicat LOA (m)
21 ≤ x < 28 cchart = 63.23x + 1812.4

0.9662628 ≤ x < 35 cchart = 916.74x − 22086
35 ≤ x ≤ 42 cchart = 10,000

AHTS4 Bollard Pull (tonnes) 70 < x ≤ 338 cchart = −8.3 × 10−3x2 + 114.90x − 261.87 0.6857

CLV5 Total cable storage (ton) 565 ≤ x ≤ 10,000 cchart = 2.46 × 10−4x2 + 7.25x+ 53,090 0.4716

CTV6 LOA (m) 15 ≤ x ≤ 33 cchart = −1.26x2 + 179.16x − 85.57 0.4729

DSV 7 LOA (m) 35 ≤ x ≤ 150 cchart = 4308.81 exp(0.02x) 0.96580

Guard Vessel Service speed (knots) 7 ≤ x ≤ 24 cchart = 77.11x + 1345.48 0.99948

Non-propelled
Barge

Barge
dimensions 1557 ≤ x ≤ 19,950 x = ve.LOA ∗ ve.beam ∗ ve.dra f t

cchart = 953.92log(x)− 6761.18 0.87829

Jack-up vessel Crane lift
capacity (tonnes)

50 ≤ x < 755 cchart = 64.71x+ 21,448.41
0.77216755 ≤ x < 896 cchart = 586.18x− 372,275

896 ≤ x ≤ 4400 cchart = 26.83x+ 128,892

Propelled
crane vessel

Crane lift
capacity (tonnes) 4 ≤ x ≤ 3300 cchart = −5.44 × 10−3x2 + 88.91x+ 12,714.58 0.99548

Non-propelled
crane vessel

Crane lift
capacity (tonnes)

4 ≤ x < 2108 cchart = 60.62x − 9075.34 0.554862108 ≤ x < 3300 cchart = 15.74x+ 85,536.50

PSV8 Free Deck Space (m2) 30 ≤ x ≤ 5005 cchart = 1.005x + 8969.85 1.00

Rock Dumper Stone cargo
capacity (tonnes) 5400 ≤ x ≤ 69,212 cchart = 3.99x+ 69,212.41 0.26059

SOV9 with
gangway

No. Passengers x < 60 cchart = 24,000 N.D.x ≥ 60 cchart = 50,000

SOV gangway
relevant No. Passengers x < 60 cchart = 24,000

x ≥ 60 cchart = 42,000 N.D.

Survey vessel LOA (m) 23 ≤ x ≤ 56 cchart = 333.33x − 4166.67 0.66484

3.6.3. Daily Vessel Fuel Costs

Given that the considered vessel charter rates excluded fuel costs, vessel fuel con-
sumption had to be estimated. Fuel consumption contributes significantly to the total
operation costs, but also to the emissions and carbon footprint of the project. Total vessel
fuel consumption depends on several different factors, namely number of engines (main
and auxiliary), engine power, engine efficiency, operation duration, mobilized ancillary
equipment, transit speed and distance, as well as weather conditions. In order to provide
a first fuel consumption estimate, the LMO module calculates the average vessel fuel
consumption per day as

fcs = TIP · ALF · SFOC · 24 · 1
10002 (3)

In Equation (3), TIP is the vessel’s total installed power (in kW), ALF is the average
load factor, and SFOC is specific fuel oil consumption (in g/kWh) [63]. According to the
ship broker’s experience in vessel chartering for offshore wind projects, an average load
factor of 80%, and a specific fuel oil consumption of 210 g/kWh were indicated as reference
values. However, these values may be modified by the user. The daily fuel costs can thus
be estimated by multiplying the daily fuel consumption fcs by a reference price of fuel,
as shown in Equation (4). In respect to the fuel price p f uel , the marine diesel oil (MDO)
price in the port of Rotterdam, 515 €/ton, was taken as a reference [64]. However, when
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running the LMO module, this value may be modified by the user to reflect different fuel
prices or even other fuel types such as heavy fuel oil (HFO).

c f uel = fcs · p f uel (4)

3.6.4. Equipment Costs

For a given operations, the equipment costs can be simply calculated as the product
of the operation duration and the sum of the daily (and/or half-day) renting cost of the
selected equipment for that operation. Daily and half-day renting costs figures are available
in the equipment databases.

3.6.5. Spare Part Costs

For O&M operations, in case of component failure, the cost of the spare components
are calculated using the costs of a new component, as designed by other modules (or
introduced by the user) and compiled in the Bill of Materials (BOM).

3.6.6. Port Terminal Costs

Port expenditures are generally port-specific, varying greatly with the type of contract
and duration, leased storage area, the size of the vessels, and need for ancillary equipment
such as cranes. However, according to the literature, total port expenditures amount on
average to about 0.5% of the total costs of offshore wind projects [65]. The port terminal
costs were thus included by adding an extra 0.5% to the total operation costs.

3.6.7. Total Operation Costs

For each logistic solution, the total operation costs based on the operation duration dop,
selected equipment, vessel fleet, port costs, and spare components (for O&M operations),
are calculated as described in Equation (5).

Cop = dop · (cports + cvessels + cequip) + Cspare (5)

Based on the total operation costs calculated for each logistic solution candidate,
the optimal operation solution that minimizes total costs can be selected for each operation.

3.7. Operation Calendarization

For the installation and decommissioning project life-cycle phases, the operation cal-
endarization functionality is responsible for scheduling the previously identified optimal
operations on the project calendar, taking into consideration the project start date, operation
net duration, expected weather delays in the considered month, as well as predefined
operation sequence. For maintenance operations, the operation calendarization function-
ality schedules corrective maintenance operations in the aftermath of component failure,
and preventive maintenance activities following the predefined preventive maintenance
frequency. The periodicity of preventive maintenance operations, as well as the device
shutdown requirement, which expresses whether device shutdown is assumed when car-
rying out the operation, are compiled in the maintenance catalog, as presented in Table 12.
The preventive maintenance frequency values may be modified by the user to fit project
specific requirements.

In case of component failure, or device shutdown requirement during preventive
maintenance, resulting downtime per device is stored. The interrelationships between farm
components and the ability of each device to produce and deliver its energy to the grid
were represented in a hierarchy structure. This automatically generated tree-like structure,
described in detail in [47], allows to evaluate the impacts of a given component failure
(e.g., array cable) in the farm energy production (i.e., downtime of respective devices).
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Table 12. Catalog of preventive maintenance operations, featuring operation name, annual periodic-
ity, and device shutdown requirements.

ID Name Periodicity (Years)
Device

Shutdown

1 Topside inspection 1 Yes
2 Underwater inspection 2 Yes
3 Mooring inspection 1 Yes
4 Array cable inspection 2 No
5 Export cable inspection 4 No

4. Case Study

In order to demonstrate the functionalities of the Logistics and Marine Operations
module, a case study was developed for the installation of a floating wave energy converter,
inspired on Sandia’s Reference Model 3 (RM3) [66]. Sandia’s RM3 device consists of a
260 kW heaving point absorber. The overall design and dimensions are represented in
Figure 6.

Figure 6. Sandia’s RM3 floating wave energy reference model design and dimensions.

In the present case study, a deployment location in Europe was selected with sim-
ilar characteristics (bathymetry and wave energy resource) to the RM3 reference site
(Eureka, in Humboldt County, California). The mean reference site wave energy density
is 33.5 kW/m. In Figure 7, the selected project site is depicted, as well as relevant nearby
ports (stored in the terminal catalog) that were considered during the algorithm’s port
selection process. August 1st was specified as the installation starting date due to being the
month with best weather conditions.

As a floating device, it was considered that the converter would be transported from
port to site by wet towage. Drag-anchors were considered for station keeping. In order to
export the generated power to shore, a 3.3 kV export cable with a total length of 6680 m,
mostly buried at 0.5 m depth, was considered. The dimensions and characteristics of the
subsystems were compiled in Table 13.

Based on the introduced list of components, the LMO module recognized that three
operations would be required, in the recommended sequence: (i) installation of the mooring
system, (ii) installation of the export cable, and (iii) installation of the device. It is suggested
by the algorithm that the mooring system is pre-laid, an increasingly common practice
in floating wind projects, followed by the cable installation operation to reduce the risks
of cable damage during the mooring installation activities. Finally, the installation of the
device consists of wet-towing the converter to site and connecting the pre-laid moorings
and umbilical cable.
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Figure 7. Project site in the North sea, including the farm deployment location (in red), relevant ports
(blue circles), and optimal port identified by the port selection algorithm (blue star). Map generated
in Python using Cartopy library [67].

Table 13. Dimensions and characteristics of the floating wave energy converter and sub-systems.

Component No. Type Mass Length Width Height Draft Tow draft
Device 1 Floating WEC 680,000 kg 30 m 30 m 42 m 35 m 15 m

Component No. Type Mass Length Width Height
Anchor 3 Drag-anchor 9,535 kg 5.472 m 5.898 m 3.291 m

Component No. Material Mass Length Diameter
Mooring line 3 Nylon 4,703 kg 340.7 m 0.146 m

Component No. Type Mass Length Diameter Voltage MBR Burial depth
Power cable 1 Export 8,700 kg 6,680 m 0.079 m 3.3 kV 1.15 m 0.5 m

The results of the LMO module, featuring the selected vessels, durations, and costs
for each operation, are shown in Table 14. Leveraging on the port terminal and vessel
databases, as the algorithm identified the optimal port-fleet combination in respect on
project costs. The Ports Normands Associés, in the north coast of France was selected for
all three installation operations. An Anchor Handling Tug Support (AHTS) vessel was
recommended for the mooring installation, a Cable Laying Vessel (CLV) for the cable
installation (including cable burial), and two tugs for the device installation. Despite being
the least energetic month, results suggest that the expected waiting on weather in August
is not negligible, representing 41% and 27% of the total expected operation duration for
the mooring and cable installation operations, respectively. It can be observed that for a
single device, the total installation costs amounts to approximately 1.8 M€. Given that
the installation of the cable and moorings are the largest contributors to the total project
commissioning costs, significant economies of scale can be expected for projects with a
higher number of devices, as multiple components would be installed per trip, avoiding
unnecessary transits. The obtained installation cost figures showed good agreement with
the RM3 installation cost breakdown, presented in Sandia’s in-depth study [66]. It was
found that differences in the results were mainly caused by the mobilization and demobi-
lization assumptions in Sandia’s study, which were not reproduced in LMO. A screenshot
of the results page of the LMO module is shown in Figure 8.
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Table 14. Results of the LMO module for the case study.

Operation Mooring Installation Cable Installation Device Installation

Operation sequence 1st 2nd 3rd
Number of vessels 1 1 2
Selected vessels AHTS Cable Laying Vessel Tug, Tug
Selected terminal Ports Normands Associés-Flamands Sud
Selected equipment ROV ROV, plough ROV
Mobilisation 96.0 h 96.0 h 96.0 h
Total transit 15.6 h 15.2 h 38.1 h
Work at port 67.0 h 24.0 h 2.0 h
Work on site (at sea) 21.0 h 54.0 h 3.0 h
Waiting on weather 163.0 h 85.4 h 0.0 h
Total operation duration 362.6 h 274.7 h 139.1 h
Vessel fuel consumption 548.28 ton 469.13 ton 87.86 ton
Terminal costs €3345 €5829 €652
Vessel costs €550,945 €1,035,114 €85,223
Equipment costs €118,020 €130,614 €45,240
Total operation costs €672,310 €1,171,557 €131,115

Figure 8. Screenshot of the Logistics and Marine Operations module: Installation results. Darker
bars in the Gantt chart represent the estimated weather delays for each operation.

5. Conclusions

The present work describes the development of a novel methodology for designing
the installation, maintenance, and decommissioning phases of ocean energy projects.
Given the sensitivity of given marine operations to weather conditions and its impacts
on project costs, a statistical weather window model was developed to estimate potential
weather delays. Based on a database of vessels relevant to offshore renewable energy
projects, simplified cost functions were produced for each vessel type to estimate the daily
charter rates. Employing a systematic approach to infrastructure selection, and leveraging
on comprehensive and user-modifiable databases of operations, vessels, port terminals,
and equipment, the Logistics and Marine Operations module produces operation plans
and optimal infrastructure solutions that satisfy project requirements and minimize total
project costs. Tests performed for a case study based on a theoretical floating wave energy
converter produced results in good agreement with the detailed study conclusions.

Given its open-source licensing and its community collaborative environment, contin-
uous improvements of the Logistics and Marine Operations module are foreseen. Future
research plans include improving functionalities and further demonstrating the developed
methodology using data from real ocean energy projects, benchmarking against the outputs
of other logistic support tools.
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Notes

1 In DTOceanPlus, in the occurrence of array cable failure, it is assumed that the entire array cable is replaced. However, for export
cables, it is assumed that the damaged section is repaired instead.

2 Engineering, Procurement, Construction and Installation
3 Transport and Installation
4 Anchor Handling Tug Supply vessel
5 Cable Laying Vessel
6 Crew Transport Vessel
7 Dive Support Vessel
8 Platform Supply Vessel
9 Service Offshore Vessel
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Abstract: Wave energy is one of the most promising renewable energies available with its very large
resource. The waves generated by the wind field are steadier than the wind field itself, rendering
wave energy more consistent than wind energy. It is also more predictable than wind and solar.
Wave energy is making continuous progress towards commercialisation, and thanks to an increasing
number of deployments at sea, the sector is increasing the understanding of the costs and economies
of these projects. No wave energy converter has been demonstrated to be commercially viable,
and it is yet to be proven that wave energy can contribute to the renewable energy mix. In this
context, and in order to find an economically viable solution for exploiting wave energy, it is
important to assess the economic potential of a particular concept throughout the entire technological
development process. At early development stages, this assessment can be challenging and present
large uncertainties. Notwithstanding, it is important to perform the economic assessment already at
the early stages in order to identify possible bottlenecks or potential improvements or modifications
of a concept. This work presents guidance for the economic evaluation of a wave energy concept at
an early development stage by setting up the economic frame based on a target LCoE. It involves
the understanding of the entry cost to be achieved for a specific target market and evaluating the
breakdown of costs based on a detailed technology agnostic database of costs. The guidance is then
applied to a new type of wave energy converter, in which the primary coupling with the waves is
through hydrodynamic lift forces.

Keywords: wave energy; wave energy converter; LCoE; cost breakdown; capital expenditure;
operating expenditure; commercialisation; lift-based wave energy converter

1. Introduction

As it is detailed in the Offshore Renewable Energy Strategy released by the European
Commission in November 2020 [1], the European Union (EU) is raising its climate targets
for 2030 and is committed to becoming climate-neutral by 2050. To achieve this, the EU is
setting ambitious targets, including the generation of more energy at sea and from the sea.
The goals for 2030 include an EU offshore wind energy capacity of 60 GW and an ocean
energy capacity (including wave and tidal energy) of 1 GW. The targets are even more
ambitious for 2050, where the aim is at installing 300 GW of offshore wind and 40 GW of
wave and tidal energy.

The European strategic energy technology plan (SET-Plan) declaration of intent for
ocean energy [2] has also set ambitious economic targets for wave and tidal energy tech-
nologies. Wave energy technologies are expected to reach a levelised cost of energy (LCoE)
of 200 EUR/MWh in 2025, of 150 EUR/MWh in 2030 and of 100 EUR/MWh in 2035 (export
infrastructure costs or the costs for delivering the electricity to onshore substations are
taken into account within the LCoE). These numbers show that the economic and market
potential of wave energy in Europe is large and reaching the SET-Plan target numbers is an
ambitious goal.
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When a new type of wave energy converter starts its development path (the point
in time when the initial idea or its working principle is conceived), it is a challenge to
estimate its potential economic value when reaching the commercialisation stage. It is also
commonly agreed that the primary metric for judging the economic potential of energy
technologies is the LCoE. However, it is also commonly agreed that estimates of the LCoE
for wave energy technologies are affected by the lack of a dominating technology as well
as uncertainties caused by unproven technologies in terms of electricity generation [3–6].
In an attempt to answer these limitations, other metrics have been introduced to compare
technologies at low Technology Readiness Levels (TRL) [7–9]. For example, the ACE
metric, which is the ratio of the average climate capture width to the Characteristic Capital
Expenditure (ACE), was introduced in [8] to assess the economic capabilities of wave
energy concepts at early stages of technology development. In [10], the ACE is calculated
as an optional cost metric for assessing technologies at early stages when not sufficient or
reliable data for calculating the LCoE is available. Together with the Hydrodynamic Quality
Factor (HQF), the ACE can be useful to compare different WEC concepts. This method
is convenient when comparing concepts at low TRLs. However, when setting up the
development pathway for a wave energy project, the target market indicator is the LCoE.
When looking solely at one technology throughout its development lifetime, choosing a
single metric, such as the LCoE, can therefore facilitate tracking the economic performances
of the technology so that it follows the preferred pathway for development [11].

Assessing the LCoE of a technology at the early stages of technology development is
associated with some uncertainties. Instead of a bottom-up approach, a top-down approach
can be used, where the LCoE of a technology is defined by the entry LCoE value for the
target market. There will still be some uncertainties in the costs found using this approach,
but it will give a range of target costs for a technology to reach in order to achieve the end
goal of commercialisation in the specific market.

In this context, guidance for the economic assessment of a wave energy technology at
an early development stage or TRL (TRL1 to TRL4) [12] is proposed in this work with a
focus on a target market while considering the uncertainties associated with the calcula-
tions. A methodology that can be applied to any project deployed at any location around
the globe is presented in the following section, and this methodology is afterwards applied
to a specific wave energy technology at an early stage of development. Limitations of
the methodology and uncertainties on the calculations are also discussed. The methodol-
ogy can eventually enable the identification of possible improvements for the particular
concept studied.

2. Proposed Methodology

The proposed methodology to assess the economic potential of a wave energy con-
verter at early development stages is presented in this section. The first step is to define
the target market for the commercialisation of a specific technology. Afterwards, all as-
sumptions and relevant relations are introduced to enable the reverse calculation of costs
associated with a particular project. Then, a detailed breakdown of costs is presented,
which can enable identifying bottlenecks and possibilities for the improvement of the
technology. Finally, a review of estimates for economic indicators, such as Capital Expendi-
tures (CAPEX), Operational Expenditures (OPEX), capacity factors (Cf ) and availability, is
presented in order to aid the economic evaluation.

2.1. Target Market for Commercialisation

In order to setup the right frame for the economic assessment of a wave energy concept,
it is important to identify the target market for commercialisation. For a wave energy
technology aiming at the utility-scale market, the SET-Plan has defined an LCoE target in
the range of 100 to 200 EUR/MWh [2]. These numbers can be compared to the target LCoE
for offshore wind energy for 2030 of 65 EUR/MWh, including grid connection [13]. An
exemption to this could be islands that are not connected to the mainland grid and have
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their own power supply based on traditional diesel generators. In this case, a competitive
LCoE to the diesel alternative depends on oil prices. These are variable and will fluctuate
throughout the project lifetime, but something in the range of 300 to 400 EUR/MWh, as
reported for Kiritimati Island, in the Pacific Ocean [14], seems reasonable. Similar values
were reported in [15] for a diesel engine farm in the United Kingdom. As a comparison, in
2018, a value for diesel generation in the range of 560 to 730 EUR/MWh was reported for
Christmas Island, Australia [16]. Overall, identifying the target market has a significant
impact in the boundary conditions for the economic assessment. (Even though this work
focuses on the target market, existing frameworks for accelerating the development of
wave energy is not to be neglected when developing a new concept. See for example [17]
for existing European frameworks.)

2.2. Assumptions and Economic Computations

In order to perform an economic assessment at the early stages of the concept devel-
opment (TRLs 1–4), some assumptions are made. Through reverse calculations, the initial
estimates on the CAPEX and OPEX of the project can be obtained. The goal is to get an
indication of the values that would allow achieving a given target LCoE. To perform the
reverse calculation, some values need to be assumed for the following parameters:

• Discount rate, r, which is usually assumed constant over the project lifetime. The
discount rate is the rate used in the discounted cash flow analysis to calculate the
present value of future cash flows [18].

• Project lifetime, n. The project lifetime is the life expectancy for the deployed project.
Typical values for ocean renewable energy projects are 20–25 years [19].

• Capacity factor, Cf . The capacity factor is defined as the power output of a plant
divided by its maximal power capability. As an example, for offshore wind energy,
this can go above 45%; a life capacity factor of 49% has been reported for the Anholt
offshore wind farm in Denmark [20].

• Availability factor, a%. The availability factor is the fraction of time for which a plant
is producing electricity over the project lifetime. It is often expressed in percentage.

Based on the project interest rate and the project lifetime, it is possible to extend the
discount rate on an annual basis by calculating the annualisation factor (A f (n, r)):

A f (n, r) =
r

1 − (1 + r)n+1 . (1)

The Normalised Annual Energy Production (NAEP), in MWh per installed kW per
year, can be calculated using the following relation:

NAEP = 8765 · Cf · a% (2)

where 8765 corresponds to the number of hours in a year.
The LCoE (in EUR/MWh) relates the parameters, CAPEX, OPEX, NAEP, and the

annualisation factor through the following simplified equation:

LCoE =
A f · CAPEX + OPEX

NAEP
. (3)

By assuming a given LCoE, NAEP and annualisation factor, a relation between the
CAPEX (in EUR per kW of installed power) and the OPEX (in EUR per kW of installed
power per year) can be obtained. Because the OPEX is typically expressed as a percentage
of the CAPEX (this relation is further described in Section 2.3.2) by choosing a given
percentage, the CAPEX can be estimated; and from that, the OPEX can also be derived.

2.3. Breakdown of Costs

The costs related to a wave energy project are usually divided into CAPEX and OPEX.
These two categories are further divided into cost centres. This categorisation is performed

493



Energies 2021, 14, 4699

in order to quantify the influence of the different cost centres on the overall cost of a project.
For wave energy projects, this exercise was performed in [4,21–25], but in all cases, either a
single technology was considered or a limited number of technologies were considered.

A literature review was performed by Têtu and Fernandez Chozas in [26] to build a
cost database for wave energy projects [27]. This database is the baseline for the technology
agnostic breakdown of costs presented in this section, which can be used to assign ranges of
cost for the different cost centres when target values for the CAPEX and OPEX are known.

2.3.1. CAPEX

CAPEX for a wave energy project can be summarised as all the expenditures associated
with the project development, its deployment and commissioning until the operation of
the WEC farm starts. It also includes decommissioning at the end of the project life. A
thorough literature review of costs related to the CAPEX can be found in [26]. Costs found
in this category include costs related to the multifaceted process of developing a WEC farm
from inception through to the handing over of the farm to the customer. A cost breakdown
for the CAPEX is presented in Figure 1 based on the work compiled in [26]. The different
costs centres are explained further in the following subsections.

Figure 1. CAPEX breakdown of costs for the different cost centres.

Development and Consenting

The development and consenting services account for the following costs: project
management, design engineering, planning and consenting. These costs are normally
reported as percentage of CAPEX and this percentage is expected to decrease proportionally
as the installed power capacity increases and standard procedures are developed [28].
Percentage values range from 2% up to 12% of the CAPEX [21,29–31], and this may well
be due to the fact that these cost are very project (i.e., single prototype or wave energy
farm) and site-specific. From a general point of view and by taking the experience gathered
in the wind energy sector [32], development and consenting can be estimated at 6% of
the CAPEX.

Wave Energy Converter (Structure and Prime Mover)

The wave energy converter, including its structure and prime mover, has been re-
ported many times to have the most significant impact on CAPEX. The structure cost
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includes the detailed infrastructure design and supply of all components from the mooring
attachment point, excluding the power take-off system. This also includes delivery to a
port. Again, the costs reported in the literature are very project-specific, as they depend on
the structure’s main materials and volumes [21,24,25,33]. A value of 38% of the CAPEX is
reasonable according to [26], where a range of 27% to 38% of the CAPEX has been found
for this category.

Balance of Plant

The Balance of plant costs include costs related to the power take-off (PTO) system [34–36],
the supply of all its constituting components and its delivery to the port. Mooring [24,25,33,37,38]
and foundation [30,39] costs are also included in this cost centre together with the electrical
installation necessary to render the farm grid-connected [30,33,40–44]. All in all, this cost
centre has the second most significant impact on the CAPEX. From the costs gathered
in [26], this cost centre can be estimated at 33% of the CAPEX.

Installation and Commissioning

Installation costs [21,24,33] include the installation of the WECs on site and the com-
missioning of these to a fully operational state, up to the point of issue of any takeover
certificate. Those costs are to a great extent driven by vessel-chartering costs. Installation
methods that require small and, thus, cheaper vessels lead to a lower cost, and the instal-
lation in port followed by towing can provide significant cost-reduction opportunities.
According to the review of costs presented in [26], installation and commissioning costs
include the costs of installing the foundation or moorings, the offshore substation, the WEC
and the cables; they typically fall in the range of 8% to 17% of the CAPEX. In this particular
exercise, they are estimated at 13% of the CAPEX.

Decommissioning

Decommissioning costs [24,41] include all costs related to the removal of the WECs,
the foundation or mooring system and the electrical cables according to the legally binding
contract. The decommissioning of an offshore project is often seen at the reverse operation
of the installation and commissioning process. Experience from the wind sector [45–47]
helps estimating costs for decommissioning of a wave energy farm project, and according
to [26], 10% of the CAPEX is a reasonable estimate for this cost centre.

2.3.2. OPEX

The OPEX relates to all expenditures associated with the operation of a WEC farm
from the moment a takeover certificate is issued, including the cost of all operation and
maintenance (O&M) activities as well as the cost associated to site leasing and insurance.
Table 1 summarises the cost breakdown for the OPEX obtained from the literature review
presented in [26]. The main two cost centres are the site lease and insurance, accounting
for 6% of the OPEX, and the O&M, accounting for the remaining part of OPEX.

Table 1. OPEX breakdown of costs.

Cost Center Fraction of OPEX

Operation and Maintenance (O&M) 94%
Site lease and Insurance 6%

For a wave energy farm for which data is scarce, the annual OPEX can be estimated as
a percentage of the CAPEX. As shown in the literature, estimates of the total OPEX per year
roughly range from 1.5% to 9% of the CAPEX [29,33,48,49]. This is due to different factors
(e.g., single prototype or utility-scale project, distance to shore, floating or submerged
WEC, innovative or traditional O&M techniques applied, etc). For example, the OPERA
project [25] has shown that when specific innovative O&M techniques are applied, the
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OPEX can be as low as 1.8% to 2.2% of the CAPEX, depending on the deployment location
and size of the array. If a utility-scale project is considered, then the experience from the
offshore wind energy sector (with the annual OPEX as 4.5% of the CAPEX [6] and the
annual OPEX as 3% of the CAPEX [50] ) can be used.

2.4. Estimates for CAPEX, OPEX and Other Relevant Economic Indicators

It is very pertinent to provide different references that may assist in the application of
the proposed guidance to a particular WEC. The purpose of this subsection is to present
estimated relations between the CAPEX and OPEX as well as targeted values of the CAPEX,
OPEX, capacity factors, availability and interest rates provided by different technology
developers in the wave energy sector. The references have been selected according to their
relevance. All of them aim to take into account the views and state of the art of several
wave energy developments.

Ocean Energy System [4] reviewed current and projected costs (CAPEX, OPEX and
LCoE) for wave energy converters at a TRL 6 and above by engaging with a large number of
international stakeholders globally involved in wave energy developments. Three different
development stages were considered: i) first array deployed, ii) second array deployed and
iii) first commercial-scale project (first project that is constructed with a view to generate
commercial return without the need for capital or public sector support outside of an
authorised feed-in-tariff). The costs of a generic WEC were derived by considering the
different TRLs of the concepts being consulted and the uncertainty behind the data. A
summary of the main findings is provided in Table 2, and the reader is referred to [4] for
the detailed methodology employed.

Table 2. An example of estimated CAPEX and OPEX values for different deployment stages [4].
The maximum value is either that from the responses of consulted developers or from any of the
reference studies analysed. This is particularly true for the OPEX, where developers were presenting
costs significantly more optimistic than past studies have suggested. An exchange rate of USD 1.11
to EUR has been applied. Data adapted from [4].

Deployment Stage Minimum Value Maximum Value

First array
CAPEX (EUR/kW) 3600 16,300

OPEX (EUR/kW/year) 125 1350

Second array

CAPEX (EUR/kW) 3240 13,800
OPEX (EUR/kW/year) 90 450

Availability (%) 85% 98%
Capacity factor (%) 30% 35%

First commercial
scale project

CAPEX (EUR/kW) 2400 8200
OPEX (EUR/kW/year) 65 340

Discount rate (%) 10% 10%
Availability (%) 95% 98%

Capacity factor (%) 35% 40%

In 2018–2019, a second study [51] had the main goal of updating the previous findings.
With the aim of targeting a higher number of respondents, all active wave energy develop-
ers around the world were invited to participate in the study. Based on the respondents,
the typical features and costs of a generic, utility-scale floating wave energy farm were
obtained and are provided in Table 3. These costs represent only the start of the learning
curve, and the values are expected to decrease as more farms are deployed.
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Table 3. Typical features and costs of a generic, utility-scale floating wave energy farm gathered from
a survey sent to many developers around the world [51]. Data adapted from [51].

Project Characteristics

Project capacity (MW) 160 MW
Project lifetime 22 years
Discount rate 7%

Overall CAPEX 3100 EUR/kW
Overall annual OPEX 4% of CAPEX

Capacity factor 36%

To complement the previous figures, the estimates of future costs for wave power
included in the Technology Catalogue of Denmark [15] are shown in Table 4. The costs
presented aim to provide an estimate for what capital and operational costs of wave
power converters might be in the future assuming most of the research and development
challenges have been overcome, economics of scale have been realised and efficiencies in
production and operation due to the learning curve effect have been achieved.

Table 4. Wave power data sheet from the Technology Data Catalogue [15]. Data adapted from [15].

Technical and Financial Data Units 2030 2050

Generating capacity for one power plant MW 10–100 50–500
Length of installation of one power plant km 1–20 5–100
Annual generated electricity production MWh/MW 3500 4500

Availability % 97 98
Technical lifetime years 25 30

Capital Investment MEUR/MW 2.2–4.5 1.6
OPEX EUR/kW/year 60 47

3. Example and Discussion

The methodology presented in the previous section is applied in this section to the
LiftWEC concept. The LiftWEC project [52] aims to develop a new type of wave energy
converter (the LiftWEC concept) that couples with the waves through lift forces generated
by one or more hydrofoils that rotate in a single direction. LiftWEC is currently at TRL 2,
and it is expected to reach TRL 4 [52] by the end of the project (late 2022). The concept
is ultimately designed to work in wave energy farms and supply electricity at grid-scale.
Unlike other projects, the concept is yet to be defined during the LiftWEC project. No
developer is involved, and the resulting concept will be the fruit of the unique development
process detailed in [52].

The target deployment location for the LiftWEC concept is off the North Atlantic coast
of France, close to Quimper, where the water depth at the deployment location is 50 m and
the wave resource is estimated at 40 kW/m. The targeted rated power is still an unknown
for the final concept but it should be in the range [0.75, 2] MW, while the lifetime of the
project is set at 25 years.

The project has set two reasonable economic goals to its technology development. The
first goal is to prove an LCoE of 200 EUR/MWh by mid-project, coinciding with TRL 2. The
second goal is proving an LCoE of 120 EUR/MWh by project end, i.e., when reaching TRL 4.
The latter LCoE is aligned with target values to be achieved for a utility-scale project, and
both target values will be used in the following section to perform the reverse calculation
and obtain ranges for the CAPEX and OPEX for the concept using the technology agnostic
breakdown of costs presented in Section 2.3.

3.1. LCoE Calculation

The goal behind the LCoE calculation is to get an indication of the values that would
allow achieving the LiftWEC project mid-term target (TRL 2) LCoE of 200 EUR/MWh and
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end-of-project (TRL 4) target LCoE of 120 EUR/MWh. In Section 2.2, the assumptions
and equations leading to the calculation of the LCoE were introduced. The values for the
parameters affecting the LCoE calculation, i.e., the capacity factor, the discount rate, the
project lifetime and the availability, are presented in the top four rows of Table 5.

From the discount rate and the lifetime, according to Equation (1), the annualisation
factor becomes A f (25, 0.05) = 0.0696 for both cases. The normalised annual energy produc-
tion is then obtained from Equation (2), providing the value of NAEP = 2.50 MWh/kW/year
for the mid-term target and NAEP = 2.98 MWh/kW/year for the end-of-project target.

As also presented in Section 2, a relation can be established between the CAPEX and
OPEX. An estimate of the OPEX accounting for 5% the CAPEX seems reasonable for the
mid-term project (TRL 2), where no O&M optimisation has been done. For the end-of-
project (TRL 4), where O&M optimisation techniques shall be considered, a reduction of
the OPEX is expected, and hence, it seems reasonable to estimate an OPEX value of about
2.5% CAPEX.

Isolating the CAPEX and OPEX in Equation (3) and considering the OPEX as x% of
the CAPEX gives:

CAPEX =
LCoE · NAEP

A f + x
(4)

resulting in a CAPEX value of 4181 EUR/kW for the mid-term project, assuming the OPEX
accounts for 5% the CAPEX; and a CAPEX value of 3780 EUR/kW for the end-project,
assuming the OPEX accounts for 2.5% the CAPEX. For clarity purposes, the two estimates
of the CAPEX are rounded to 4200 EUR/kW and 3800 EUR/kW, respectively. OPEX values
are consecutively calculated and obtained at 210 EUR/kW/year and 95 EUR/kW/year,
respectively, providing the two target LCoEs to be achieved by mid-project and end-of-
project of 200 EUR/MWh and 120 EUR/MWh, respectively.

Table 5 summarises the values for the different parameters and the results to be
achieved in order to reach the two target LCoEs of 200 EUR/MWh and 120 EUR/Mwh.

Table 5. A summary of the parameters of the two LCoE targets along the project.

Parameter Symbol
Value in

Mid-Term Project
Value in

End-of-Project
Unit

Capacity factor Cf 30 35 %
Availability a% 95 98 %

Discount rate r 5 5 %
Lifetime n 25 25 year

Annualisation factor A f 0.0696 0.06968 -
Annual energy production AEP 2.50 2.98 MWh/kW/year

Capital expenditures CAPEX 4200 3800 EUR/kW
Operational expenditures OPEX 210 95 EUR/kW/year

Levelised cost of energy LCoE 200 120 EUR/MWh

By comparing the numbers shown in Table 2 to the estimates presented in this work,
it can be seen that the present estimates of CAPEX (4200 EUR/kW and 3800 EUR/kW) and
OPEX (210 EUR/kW/year and 95 EUR/kW/year) are in the same order of magnitude that
the minimum values expected in the three deployment stages addressed by the OES study
(first array, second array and first-commercial scale project). From this, we could argue
that the calculations and targets presented in this paper—and also worked throughout the
LiftWEC project—are aligned to the sector’s targets. However, it is also important to notice
that there are still considerable R&D efforts to go from the LCoE of 200 EUR/MWh to the
120 EUR/MWh, especially in terms of increasing the ability of the LiftWEC concept to
capture more energy (and hence, increasing the AEP without compromising costs) and to
lower the OPEX by applying innovative O&M techniques. Two aspects that have proven to
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be of the utmost importance to the sector [53]. It is also important to note that the presented
values (i.e., LCoE, CAPEX, OPEX, capacity factors and availability) are estimates with a
relevant degree of uncertainty (the LifWTEC Concept is currently in TRL 2), as indicated in
Section 3.3.

3.2. Estimates of the CAPEX Breakdown for the Mid-Term Project (TRL 2)

As presented in Section 2 and shown in Figure 1, the expected breakdown of the
CAPEX for a generic wave energy converter has been suggested, which gives a reasonable
starting point for a low-TRL project where detailed information of all costs is not yet
available. Based on the assumption at the mid-term project and TRL 2 of CAPEX at
4200 EUR/kW, the estimates for the different CAPEX cost centres can be inferred too. They
are presented in Table 6.

Table 6. Breakdown of costs for the mid-term project (TRL 2), assuming a CAPEX value of
4200 EUR/kW targetting the LCOE of 200 EUR/MWh.

CAPEX Cost Centres % of CAPEX Cost in EUR/kW

Development costs 6 250
WEC structure & prime mover 33 1340

Balance of plant 38 1600
Installation & commissioning 13 590

Decommissioning 10 420

Total 100 4200

To exemplify the meaning of these numbers, Table 7 and Figure 2 provides a deeper
insight into the cost centre labeled Balance of plant. With an allocated percentage contri-
bution to CAPEX of 38%, the following estimates can be inferred for the different parts
that compose it. These are the power take-off system, the foundation or support structure,
the offshore electrical cables, the offshore substation and the onshore transmission and
connection [26].

Figure 2. A breakdown of costs for the Balance of plant cost centre. The dark grey part represents the
rest of the CAPEX.
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Table 7. A breakdown of costs for the Balance of plant costs based on [26] at the mid-term
project (TRL 2).

Cost Centres % of CAPEX Cost in EUR/kW

Balance of plant 38 1600

Power take-off 14 590
Foundation 14 590

Offshore electrical cables 3.5 150
Offshore substation 5 210

Onshore transmission and connection 1.5 60

By looking into each of the categories depicted in Table 7, it is relevant to compare how
the suggested numbers coming from the reverse calculation fall into the costs experienced
by the wave energy sector. Ricci et al. [36] suggest that 600 EUR/kW for a linear generator
PTO-type or 800 EUR/kW for a hydraulic PTO-type are reasonable estimates. Other
studies [34,35] suggest that a unit cost of 340 EUR/kW can be used for the different PTO
systems (mechanical, air, water and hydraulic) if series production is considered. Therefore,
assuming a value around 600 EUR/kW seems to be reasonable.

The estimated costs for the foundation (590 EUR/kW) are also comparable with the
costs presented in [30] for a monopile structure at 30 m water depth.

With regards to the costs of the electrical connections, they are in the same range as the
ones presented in [32] for the inter-array electric cable, in [30,42] for the offshore substation
and in [40] for the onshore transmission and connection.

It is important to note that the costs of an offshore electrical connection are very
much project-specific and site-dependent. Denmark has traditionally financed the electrical
connections for offshore wind energy projects. This fact has had an important impact on
the final LCoE for offshore wind energy in Denmark compared to the one obtained in other
countries, i.e., Great Britain, where developers shall self-finance the export infrastructure,
and the difference of these on the final LCoE is estimated at 25% [54].

Overall, the example presented in this section has allowed drawing some estimates of
the values and costs that will allow the LiftWEC concept to be competitive in the energy
market. It is the primary goal that this economic exercise is done in combination and
in collaboration with technological development, so every advancement in the concept’s
design decision is considering all the technological and economic aspects together. It is also
important to note that the presented values may be read as orders of magnitudes rather
than absolute figures, and therefore, the overall exercise is also found to be useful in helping
to identify expected costs ranges for the different categories, elements or cost-centres that
compose a WEC. Those values and the breakdown of costs are likely to change as the
project evolves to higher TRL.

3.3. Uncertainties and Improvement Possibilities

It is important to be aware that there are uncertainties in all the data handled through-
out the calculations. Therefore, there will be uncertainties in the output results.

A quantification of the uncertainties that accompanied the cost assessment of wave
energy technologies was proposed in [55]. The quantification depends on the technology’s
development stage (TRL) and the type of assessment (preliminary, baseline, detailed, etc.)
that is carried out. This quantification has been used in [4,29,51], among others, and has
allowed us to provide a sensitive evaluation of uncertainties. Table 8 summarises the
uncertainties associated to a preliminary cost evaluation.
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Table 8. The uncertainty of the LCoE estimates as a function of the development stage [55]. Data
adapted from [55].

Deployment Stage Uncertainty Range

Phase 1/TRL 1, 2 and 3 [−30, 50]%
Phase 2/TRL 4 [−25, 30]%

Phase 3/TRL 5 and 6 [−20, 20]%
Phase 4/TRL 7 and 8 [−15, 15]%

Phase 5/TRL 9 [−10, 10]%

Accordingly, the associated uncertainty to the estimated values at the present de-
velopment stage of the LiftWEC concept (at TRL 2) is about (−30/%, 50)%. This is an
important fact to take into account, as it reflects that there are also lot of uncertainties on the
technological side. The end-of-project target LCoE of 120 EUR/MWh (expected at TRL 4)
has an associated uncertainty of (−25, 30). This reduction in uncertainty is associated to the
advancements of technology development. The first results form tank testing, and refined
numerical modeling will be available. Furthermore, annual energy production estimates
will include the contribution of a specific-designed control strategy. The inclusion of such
a control strategy will also affect the OPEX (to a large extent) and CAPEX, which will be
evaluated and examined in detail. At this stage, a more specific description of costs will
be drawn.

4. Conclusions

The economic assessment of wave energy projects is highly recommended at any
stage of development. Setting target LCoE goals for a specific market is paramount to
understand the key values that shall be achieved in order to be competitive in that specific
market. The concepts to be evaluated in the LiftWEC project are at a very early stage of
development. Nevertheless, as the target is to deliver electricity to the grid at a competitive
price, some key economic indicators can be used to facilitate achieving the end goal. The
present work has defined estimate values for overall project interest rate, capacity factor,
WEC availability, CAPEX and OPEX when a specific LCoE is set as a target. The estimates
have shown to be aligned with the targets of the wave energy sector and provide reasonable
orders of magnitude for the different elements that constitute a wave energy converter.
The uncertainty associated with these estimates has also been discussed. With an extensive
database of costs, the estimated values enable to define ranges of costs for all cost centres
of a WEC project. By keeping these in mind throughout the design process, it is the aim
to ensure that the development of a WEC concept is following a competitive pathway
to commercialisation.
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Abbreviations

The following abbreviations are used in this manuscript:

ACE Ratio of the Average climate capture width to the Characteristic capital Expenditure
NAEP Normalised Annual Energy Production
EU European Union
WEC Wave energy converter
LCoE Levelised cost of energy
CAPEX Capital expenditure
OPEX Operating expenditure
O&M Operation and maintenance
TRL Technology readiness level
LiftWEC lift-based WEC
PTO Power Take-Off
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Abstract: Due to the extreme marine operating environment, the remoteness from the maintenance
base, and the expensive specialized accessibility and overhaul equipment needed (e.g., barges, boats,
ships, and vessels), offshore O&M costs are greater than those for onshore-based installations. In
the operation of wind farms, the main challenges are related to sudden and unexpected failures
and downtimes. This paper has three main objectives. The first is to compare and optimize imple-
mentation techniques for maintenance strategies. The second is to analyze the cost-benefit of each
maintenance strategy model. The third objective is to demonstrate the optimization and effectiveness
of maintenance procedures and strategies recreated with stochastic and probabilistic life cycle cost
(LCC) models, depending upon the degree of reliability and the maintenance process for offshore
wind farms. The cost of operation and maintenance is directly dependent on failure rates, spare
parts costs, and the time required by technicians to perform each task in the maintenance program.
Calculations for each case study, with either light vessel/transfer boats (Alternative 1) or oilfield
support vessels (Alternative 2), focused on the operational costs for transportation. In addition,
each case study demonstrated which maintenance conditions and strategies are operational and
optimal, and their corresponding cost–risk impacts. Results from this paper suggest that O&M costs
are highly correlated with maintenance round frequency (offshore trips) and the operating costs
for transportation by light vessel/transfer boat (CTV) and oil-field support vessel (FSV). The paper
analyzes cumulative lifecycle costs and finds that for long-term life cycles (25 years), the implement
of light vessels (Alternative 1) is more suitable and cost-effective. In contrast, oilfield support vessels
(Alternative 2) are more expensive to operate, but they guarantee major capabilities, as well as the
advantage of achieving the access levels need to efficiently operate. According to the results obtained
by the outcome analysis, it can be concluded that the implementation of light vessels (Alternative 1)
shows a lower overall LCC (<million $), which is mainly due to the fact that corrective maintenance
and minor repairs are less costly. It should be noted that the cost of major repair operations with light
vessels in Alternative 1 is still less than the high costs for minor repairs in Alternative 2 (with FSV).

Keywords: accessibility; O&M plan; O&M strategies/alternatives; condition-monitoring; LCC;
condition base monitoring (CBM); integrity maintenance reliability (IMR); levelized cost of energy
(LCOE); cumulative lifecycle costs; risk-based inspection and maintenance analysis (RIMAP)

1. Introduction

The continued growth in the size and complexity of offshore wind turbines means that
more profitable O&M actions will be needed to optimize the upper ranges of robustness
for RAMS, in order to fulfill the size increase [1].

Previous research has indicated that O&M constitutes up to 20–30% of the overall cost
of OWTs during their lifetimes. However, lowering the O&M cost per unit power will rely
on larger OWTs, due to the greater cost per failure of smaller OWTs, their high demand
for palliative actions (e.g., corrective maintenance), and their loss of production during
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downtimes [1]. Therefore, increasing turbine size implies decreasing O&M costs. Larger
OWTs provide a lower number of individual machines that need to be conserved and could
therefore provide lower O&M costs [2]. The design and modeling of O&M costs is essential
to the screening of cost-effective maintenance strategies and decision-making, as well as the
development of specific methodologies for O&M. In addition, design and modeling increase
trust for wind energy investors financing OWTs. Therefore, this analysis is a significant
step for the growth of wind power [3]. The O&M costs quantified and measured in this
paper are the cost for personnel, spare parts, and vessels required for the accomplishment
of maintenance requirements of the wind farms. Normally, maintenance is understood
as a general concept that includes all interventions (inspections, repairs, replacement of
components/elements, etc.). The analysis of current and previous O&M strategies for
OWTs takes into account industrial achievements made in the oil and gas industry and
the manufacturing industry in order to identify the most important functional drivers for
O&M planning, and management for OWTs. Thus, previous trials and achievements in
other industries act as an input driver for O&M in the offshore wind industry.

To gain insight into current advances in O&M knowledgebase standardization, off-
shore wind farm models are based on today’s state-of-the-art OWTs, approximately 25 years
after the first generation of conventional OWTs was designed, manufactured, and installed.

On the other hand, the use of larger wind turbines generates much greater uncertainty.
Operation and maintenance costs represent a large part of the total life cycle cost (LCC),
with operation and maintenance costs being approximately 22 to 40% of the overall total
cost of an offshore wind farm [4,5]. Those costs are related to the risk cost incurred by the
profit lost due to downtimes of OWTs.

O&M activities account for around 1
4 of the life-time costs of a regular offshore wind

farm. Over the next twenty years, offshore wind O&M will turn into a significant industrial
sector in its own right [3]. For instance, in the UK government’s forecasts for the deploy-
ment of offshore wind, O&M activities for more than 5500 OWT’s could be worth almost
£2bn/year by 2025. The graphs are shown below in Figure 1.

 

Figure 1. UK O&M spending by strategy class during years 2013–2025, data from [6].

Figure 2 represents a simple understanding of O&M research results for common
offshore wind projects at different distances from the nearby O&M harbor. From the
analysis, the junction points are at around 12 nautical miles (NM) (to have helicopter
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support) and at 40 NM (to trigger offshore wind-based strategies). However, it is vital to
remember that there also many site-specific external aspects (environmental conditions,
aviation regulations, safety considerations, and suitability) of existing ports that affect
decisions about the exact positions of these junction points [3].

 
Figure 2. O&M cost as a function of distance from the O&M port, data from [5].

On the other hand, the prominence and challenges of O&M for OWTs are recognized
in both academia and industry. The availability of OWTs is much less favorable and
their costs can be more than 1.5 times higher than onshore wind. Furthermore, onshore
wind turbines are capable of achieving 95–99% availability and producing electricity at
a reasonable price in the market. There is clear cost reduction potential for O&M, which
contributes around 30% of the total cost of offshore wind.

The emphasis of this document is to research and develop methods to improve and
optimize the efficiency of operation and maintenance in offshore wind farms. Efficiency
is related to the optimization of maintenance organization in offshore wind farms. The
decrease of O&M costs is directly addressed in this document and the research results are
supportive.

The research presented throughout this document analyzes the existing approaches
and methods used for access, design, operation, maintenance planning, and life cycle
engineering in offshore wind farms.

1.1. Challenges and Solutions for OWT Maintenance Activities
1.1.1. Weather Conditions

The meteorological window is represented in the model by a time series accounting for
significant wave height and wind speed when determining the hourly time. The weather
forecast notes when a given set of offshore or marine activities (operations, construction,
etc.) can be carried out within their maximum limits for wave height, wind speeds, etc.
Specifically, marine operations are planned based on a reference period; the operation refer-
ence period is (TR) = planned operation period (TPOP) + estimated maximum contingency
time (TC) [6]. Incorporating wave height and wind speed into a weather window is crucial
to ensuring the accessibility of offshore wind farms. For operations to be considered not
limited by meteorological factors, it is necessary that the planned operating time (TPOP)
be less than 72 h and the reference period (TR) be less than 96 h.
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The meteorological time series are created using a Markov chain model based on
historical meteorological record input data from the specific site of an offshore wind farm.
The Markov chain model reproduces and recreates random time based on models and
estimated stochastic probabilities [4].

Failure occurrence can fit an exponential probability distribution dependent on failure
rates. Given the failure rates λ (e.g., λyear 04 = 1, λyear 510 = 0.75, etc.) for a compo-
nent/element in an OWT, the distribution probability function for the time duration Δt
until a failure happens on that explicit component/element, is set as:

p (Δt) = λeλΔt (1)

where (Δt) is the time interval until the next fault. Two cases are defined:

� At the beginning of the simulation, the OWT components at the time that the “first
failure” occurs are extracted independently of the exponential probability distribution,
considering the relevant failure rate as an input parameter;

� After a corrective maintenance process, when the next failure occurs in the maintained
element, the distribution is extracted based on the failure rate relevant for this task
and the current time. Therefore, feedback is provided for a corrective maintenance
entry.

The maintenance model, therefore, is able to repeat simulations. Each one takes
weather scenarios as diverse and random, and uses arbitrary times for failures to account
for doubt in the times for failure rates and weather effects [7].

1.1.2. Weather Delays and Repair Timing

The total downtime per failure is the sum of the downtime originating because of:

� Waiting for appropriate weather window conditions;
� Queuing resulting from a lack of maintenance technicians;
� Repairs in the OWTs.

Safety weather window and work shift constraints create expected maintenance
delays, which are statistically determined for the given time duration (rm & rM) based on
the environmental time series sum for the offshore location, with the vessels considered
limited by wave height and wind speed [7].

Downtime repair comprising of waiting for weather (without the effect of queuing) is
referred to as ds

m (minor repairs) and ds
M (major repairs). The average failure rate (λS) and

repair time (ds
CM) per failure and per season is calculated as:

λS = λS
m + λS

M (2)

dS
CM =

λS
mdS

m + λS
MdS

M
λS =

1
μS (3)

where μS is the resulting repair rate [8].

1.1.3. Accessibility

As stated above, both wave height and wind speed are essential to guaranteeing the
safety and accessibility of an offshore wind farm. Accessibility itself is particularly essential
for offshore wind power systems, to guarantee reduction of the great financial risks due to
doubts to the accessibility and reliability of OWT [9].

Maintenance technicians’ transportation to the OWTs shall be carried out by work-
boats, which are limited by wave height [8].

1.1.4. Operation and Maintenance Plan

Maintenance planning is the prioritization of maintenance tasks ahead of available
resources (for example, personnel, maintenance equipment, and spare parts). Maintenance
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planning involves all maintenance tasks, and the optimization process can achieve great
savings. Mainly, cost savings are correlated with current assets (fuel, mobilization costs,
production losses, and logistics costs) [9].

Managing operation and maintenance activities to reduce OPEX (operating expenses)
costs is one of the most decisive challenges of offshore wind farms, due to the distribution
of maintenance varying with time depending on the performance of OWTs and their sub-
assemblies, as well as the weather window. Thus, to determine operation and maintenance
activities, project managers need to have a clear understanding of sub-assembly history,
background, performance, and weather [9,10]

Maintenance program activity triggers are usually failures of a component/element
or a time interval based on operational service principles.

1.1.5. Objectives

The O&M programs and models rely on condition monitoring (CM)-based technolo-
gies such as dynamic load characteristics, oil analysis, strain measurements, physical
condition of the materials, acoustic monitoring, performance monitoring, etc., which are
helpful for monitoring wind turbines. The primary research goal is oriented around the
condition monitoring of wind turbines and CM data is used to decide on maintenance
planning and strategies/alternatives to be implemented, as well as to define deterioration
models and develop mathematical models. The second objective is operational and main-
tenance (O&M) cost reduction coupled with less downtime. Due to offshore wind farm
locations being much further from shore, new challenges will emerge which may interfere
with reducing O&M costs.

The third objective shall be to overcome such challenges to minimize O&M expendi-
ture.

1.1.6. Condition Assessment and Condition Indicators

The degradation speed curve of the technical condition of a component/element is
an on-going process from an “as new” condition until failure happens, as illustrated in
Figure 3.

Figure 3. Generic continuous degradation curve of a component.

Very few, if any, condition monitoring methods give a direct and accurate descrip-
tion of the actual technical condition of the component/element. Methods used for the
condition monitoring normally result in an indication of the technical condition of the
components/elements. Energy companies have also carried out condition monitoring
using visual inspections. As we know, visual inspections have higher uncertainty when
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giving precise knowledge of the point in time and momentum in space on an on-going
deterioration curve. Besides O&M activities by power companies, visual inspection in mod-
ern industrial manufacturing plants has applied condition monitoring, based upon specific
software solutions installed in each piece of equipment (for their respective production
machines), which incorporate a tracking system for their technical condition.

Above all, O&M demands four key principles [11]:

• Maximize the level of turbine availability;
• Enable regular service and quick troubleshooting intervention;
• Enable component change, ensuring compatibility with the component exchanged;
• Ensure the cost effectiveness of the O&M concept.

Most publications have focused on quantifying the limitations of the three key O&M
variables [10]:

I. The distance of the service station;

� Service personnel stationed at an onshore site to service offshore platforms;

II. Logistics to and from the offshore site;

� Service needs (e.g., vessels and helicopters);

III. The availability of cranes or jack-ups;

� Adequate safe access to vessels for operational needs (e.g., replacing or
transferring large components) [10].

1.2. Scope Work

This document reviews O&M management research on OWT operations and mainte-
nance, including strategies, critical challenges and proposed solutions, on-site operations,
and endpoints. Capable solutions are recognized with regard to the future development of
O&M strategies. In addition, the negative effects of weather conditions, weather delays, re-
pair times, and accessibility on offshore maintenance are presented. This analytical review
presents a comprehensive overview of the OWT maintenance literature and provides a
basis for improving O&M strategies and alternatives (1 vs. 2) in the future for offshore wind
power installation facilities. To solve the information gaps, the comparison of scientific
publications, technical reports and projects, and open databases has been used. The analy-
sis is organized as follows. In Section 2, the research methodology, vessel data, personnel
data, maintenance data, and online health monitoring are introduced and discussed, as
well as the case studies (O&M Strategy 1 and O&M Strategy 2). Based on the designated
maintenance methodology adopted, optimal maintenance direction-finding and scheduling
are analyzed in Section 3. Several characteristics of the associated cost optimization prob-
lem are analyzed, including their advances, challenges, and targets. O&M strategies and
alternatives, namely, O&M Alternative/Strategy 1 and O&M Alternative/Strategy 2 and
their respective assumptions, are highlighted. A life cycle cost (LCC) analysis is conducted
to evaluate both O&M alternatives/strategies (1 vs. 2) and determine which one is better.
In Section 4, conclusions are drawn and discussed regarding operational and maintenance
related issues from the outcomes obtained from the O&M alternatives-strategies analyzed,
such as that a long-term life cycle (25 years) is more suitable for implementing Alternative
1, as it is more cost-effective. In contrast, it is more suitable to switch to Alternative 2 in
order to guarantee major capabilities, as well as to have the advantage of achieving the
access levels need to efficiently operate.

2. Methodology for Detailed Maintenance—Parameters Analyzed

2.1. Vessel Data

The O&M tasks to be carried out involve a fleet of diverse vessels. A standardized
vessel consists of a vessel with a pre-established access system; therefore, maintenance
technicians can easily access the OWTs. Some boats have additional capabilities (for
example, cranes for lifting elements). There are questions about “high climate dependency”
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to access the OWT and “specific functional ship climate requirements” for the operational
restrictions, in terms of the maximum possible, to access an OWT. Offshore vessels will not
be able to participate in the maintenance tasks if the height of the waves or the speed of the
wind exceeds their own meteorological limits, so they are not capable as such.

2.2. Personnel Data

The associated parameters associated with maintenance personnel are based on the
availability of human resources. These resources focus on the number of maintenance
technicians at different offshore site locations, as well as their own scheduled work shifts.
Maintenance technicians are stationed at land or marine bases, while ships remain at sea
for several days. Motherships have their own staff dedicated to the maintenance crew, who
can operate the ships in their entirety for maintenance work purposes. The scheduled work
preparation time for maintenance personnel is preset and identified by the scheduled work
time (per shift combined + the n◦ of shifts/day).

2.3. Maintenance Data

On each component/element for the OWTs, the maintenance model relays one or
more maintenance activities and rounds. To accomplish each maintenance activity, the
model takes into account three kinds of assets:

• Vessel(s);
• Consumables and spare parts required;
• Maintenance work force.

Spare parts and consumables are included in the model by assigning them a delivery
time and a cost linked to it. It is also necessary to detach all the maintenance tasks involving
traveling to the offshore wind farm, which requires an offshore vessel to transport the
maintenance technicians. However, some maintenance tasks require specific capabilities,
such as high load capacity. For these maintenance tasks, vessels with additional capacity
are required, which creates an additional cost for the LCC chain. All these factors have to
be considered within the developed model [5].

2.4. Online Health Monitoring

OWTs demand appropriate online monitoring, in order to measure the industrial
assets in real-time. Therefore, online data management for maintaining OWT is needed, to
be exported to monitoring systems (i.e., SCADA, CMS, etc.). This online data measures
reliability, availability, and maintenance from the control monitoring room of the OWTs’
OEM.

As we can see from the figure above, online asset management data gives robust
health monitoring, allowing continuous monitoring of OWTs as well as ensuring that the
OEM controls and operates in a cost-efficient and reliable manner, in order to guarantee
the lowest LCC of the OWTs.

Description of the Case Studies.
We assume two different maintenance contracts, both lasting 20 years, including

transport systems. Each contract carries out a hypothetical O&M strategy.
O&M Strategy 1:
The transport of maintenance crews offshore uses a light vessel (CTV) without access

systems (MCA class 2), with 20 knots of cruising speed, a catamaran hull design, 12
personnel and 2 crews needed to operate, and suitable for 10–20 km offshore travels. This
vessel has a limitation of 1.5 m in significant wave height, since availability cannot be over
98%.

O&M Strategy 2:
The transport of maintenance crews offshore uses an oilfield support vessel (FSV) with

12 knots of cruising speed and 18–68 personnel and crews needed to operate, suitable for
long stays offshore up to 5–7 weeks. FSVs have dynamic positioning and access systems
suitable for transferring heavier equipment to the OWT, so they can do heavier repair
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operations than Alternative 1. This vessel has a limitation of 4 m in significant wave height,
so it is suitable for year-round maintenance. Hourly operation costs can be summarized as
follows [10].

3. Analysis Review

3.1. Life Cycle Cost Analysis

Life cycle costs regarding O&M activities related to a general configuration can be
calculated considering the following terms:

LCC = Capital Costs (Ccap) + Operating Costs (Cop) + Cost of Deferred Production (Cpr).

These terms have to be calculated yearly and corrected with a discount rate that
accounts for inflation, interest rate, and investor risk, as is usual in economic analyses. A
more general approach can be formulated as:

LCC =
N

∑
i

(
Ccap + Cop + Cpr

)
i

(1 + r)i (4)

where “N” is the life of the project in years (20).
This equation also complies with NORSOK O-CR-001 (for systems and equipment)

and O-CR-002 (for production facilities). However, since this is an example comparing
two different strategies for O&M in offshore wind power, not for equipment or production
facilities, an optimum alternative solution will be used.

Now we compute the LCC for two alternatives, that is, for two different O&M strate-
gies and two different transport concepts for maintenance crews:

Alternatives:
The two different maintenance contracts each last 25 years (the minimum life cycle

of the OWT). Both alternatives are for an offshore wind location at a distance to the shore
of 20 km (10,7238 NM) from where the wind farm is placed (i.e., WindFloat). Each O&M
strategy will include different transport systems [11–16]:

� O&M Strategy 1 (Alternative 1): Using a light vessel (CTV) without access systems.
Parameters of Alternative 1 are summarized in Table 1.

Table 1. Input data for Alternative 1 using a light vessel (CTV) without access systems.

Power of WT 8.4 MW

Number of OWT 3

Distance from shore 20 km

Water depth 85–100 m

N0 of Trips/round 30 Trips/Round

Cost per maintenance trip 2218.5 $/TRIP

Failure rate (minor repairs) % 75.00%

Failure rate (major repairs) % 25.00%

Cost of man-hours offshore 93.07 $/h

Number of crew members 4 people

Cost of electricity 50 $/Mwh

Offshore trips for minor repair 1 trips

Hours/WT preventive maintenance 36 h

Hours/WT corrective maintenance (minor repairs) 36 h

� O&M Strategy 2 (Alternative 2) Using an oilfield support vessel (FSV). Parameters of
Alternative 2 are summarized in Table 2.
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Table 2. O&M Strategy 2 (Alternative 2) using an oilfield support vessel (FSV).

Power of WT 8.4 MW

Number of OWT 3

Distance from shore 20 km

Water depth 85–100 m

N0 of trips/round 1 Trips/Round

Cost per maintenance trip (12 days) 216,500.1 $/trip

Cost per corrective maintenance trip (per days) 21,650.01 $

Failure rate (minor repairs) % 75.00%

Failure rate (major repairs) % 25.00%

Number of crew members (major repairs) 8 people

Number of crew members (minor repairs) 4 people

Cost of man-hours offshore 501.07 $/h

Number of crew members (preventive) 28 people

Cost of electricity 50 $/Mwh

Offshore days for minor repair 3 days

Hours/WT preventive maintenance 32 h

Hours/WT corrective maintenance (minor repairs) 36 h

Offshore days for major repair 3 days

Hours/WT corrective maintenance (major repairs)
(2 shifts 12 h x 2) 72 h

3.2. Assumptions

The upcoming analysis requires a list of assumptions. The two different strategies will
be compared based on the following assumptions. The preventive maintenance program
shall be done every 3500 h (2 times/year), taking 2–3 days/WT per year. In this case
study, we have N = 20 years of duration of the transport contract and, since this transport
alternative is externally hired, capital costs are 0, so:

LCC =
20

∑
i=1

(
Cop + Cpr

)
i

(1 + r)i (5)

Operating costs will be divided between preventive and corrective, since both are
mandatory and the LCC of each needs different treatment:

LCC =
20

∑
i=1

(
Cprev

op + Ccorr
op Cpr

)
i

(1 + r)i (6)

Relevant operating costs for comparing both alternatives are due to transportation
strategies (including energy/fuel consumption) and man-labor hours. Spare parts, insur-
ance, and other operating costs are considered constant for both alternatives.

We will consider a failure rate that changes with time to be more realistic, since WTs
are more likely to fail the older that they get, following the bathtub curve approach:

λyear 04 = 1 ; λyear 510 = 0.75 ; λyear 1116 = 0.5; λyear 1720 = 0.75
λyear 2125 = 1 in failures/year.
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This equation comprises minor and major failures (needing minor and major repair).
In this context, we define failure as an event that prevents the WT from producing energy
at all.

Preventive maintenance will be based on planned maintenance rounds, which are also
assumed to change with time, and according to the feedback from each settled and applied
maintenance program, in order to better optimize O&M strategies with the failure rates:

� From year 1–8: 2 Maintenance rounds/year.
� From year 9–20: 4 Maintenance rounds/year.

The cost of man-labor in offshore conditions is considered to be 250 $/h.
During corrective maintenance, minor failures on each WT will take 1 day to repair

(9 h of offshore labor by 1–4-man crews); major failures will take 3 days offshore with
accommodation, in 4 shifts (4 × 4-man crews, 8 h each) [12].

3.3. Operational Cost Results

The hourly costs (costs of operation) of each alternative are shown in the Tables 3 and 4
below:

Table 3. Hourly cost for Alternative 1.

Transport Alternative 1: CTV MCA CLASS C
HIRE AND FUEL

Fuel costs $/ton 381 $/ton

12 h trip rental 1905 $

Fuel costs 2 × 20 km trip (2 × 10.71 NM;
0.12 tons of fuel used) 45.72 $

Fuel costs on location 8 h, no heavy seas
and light sailing (0.4 MT fuel used) 152.4 $

TOTAL CTV INCLUDING FUEL 2103.12 $/trip

WORKING HOURS
PER WT

3 × 4-man teams working 9 h 36 h/WT

Alternative 1 cost of transportation per hour of O&M work is equal to 58.42 $/h.

Table 4. Hourly cost for Alternative 2.

Alternative Transport Alternative 2: FSV
HIRE AND FUEL DAYS 12

Fuel costs $/ton 381 $/ton

12 day trip rental 152,400 $

Fuel costs 2 × 20 km trip (2 × 10.71 NM at 12
knots, 29 tons/24 h fuel used) 952.5 $

Fuel consumption at port (1 day for picking
and leaving shifts) 571.5 $

Fuel costs on location, no heavy seas and light
sailing (6.5 MT/24 h fuel used) during 12 days 29,718 $

TOTAL FSV INCLUDING FUEL 183,642 $/trip

WORKING
HOURS PER WT

4 × 7-man maintenance team working 8 h in 3
shifts (4× morning, 4× afternoon, and 3×

night) working 12 days
32 h/WT

Alternative 2 cost of transportation per hour of O&M work is equal to 5738.8 $/h.

Both case studies (Alternatives 1 and 2), are calculated using the same distance to the
shore, at 20 km, from where the wind farm (i.e., WindFloat) is placed.
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3.4. Cost of Deferred Production

According to NORSOK O-CR-001 and O-CR-002, the costs of deferred production can
be calculated, in general form, as:

Cpr = λ ∗ p ∗ D ∗ L (7)

where λ is the failure rate per year (which is assumed to be varying with time, as stated
above), p is the probability of interrupted production reduction, D is the duration of
production reduction (downtime), and L is the production loss per time unit.

• λ is assumed to be: λyear 04 = 1; λyear 58 = 0.75; λyear 912 = 0.5; λyear 1316 = 0.75;
λyear 1720 = 1.

• P is taken as 0.01, so a 1 × 100% train configuration is assumed.
• L is taken as 8.4 MWh, which is the power of a WT wind farm (for example, WindFloat)

every hour, so all production is assumed to stop at every failure. The price of electricity
is taken as 50 $/MWh [13].

The downtime (D) is the main difference between the two alternatives. Alternative 2
can have a much higher availability and lower downtime. For this, we follow some of the
concepts and procedures indicated by [11].

In general, the failure rate during a season (year) can be divided into failure needing
major repair (change of rotor blades) and minor repair (change of lubricating boxes):

λs = λs
m + λS

M =
1

MTBF
(8)

We will assume λ = λm + λM = 0.75λ + 0.25λ failures/year, so 75% of failures are
solved with minor repair operations, while 25% need major repair. When considering
both major and minor repairs, the repair time per failure MTTR can be calculated as (this
downtime includes waiting for the weather window, but does not include queuing, when
maintenance crews are not available to repair the failures, or logistics, such as waiting time
for spares; these are supposed to be constant in both alternatives):

ds
CM =

λS
m ∗ ds

m + λs
M ∗ ds

M
λS =

1
μS = MTTR (9)

Where ds
m is the mean downtime due to failure needing minor repairs, ds

M is the mean
downtime due to failures needing major repairs, and μS is the average repair rate.

For Alternative 1, we will assume that ds
m is around 3 days/turbine and ds

M is large, in
the order of 20 days/turbine, since no major repairs can be done with these vessels. Notice
that in this case, we would need another vessel for that purpose (major repairs), which is
outside of the scopes of the contract. So, considering the time varying failure rate per year:

dalt1
CM =

0.75 ∗ 3 + 0.25 ∗ 20
1

= 7.25
days

f ailure
=

1
μalt1 (10)

For Alternative 2, we will assume that ds
m is around 1.5 days/turbine, since 24 h shifts

can be considered, and ds
M is in the order of 10 days/turbine, since major repairs can be

done with the FSV vessel.

dalt2
CM =

0.75 ∗ 1.5 + 0.25 ∗ 10
1

= 3.625
days

f ailure
=

1
μalt2 (11)

With these assumptions, we can finally obtain an estimate for the costs of deferred
production. A more detailed calculation on downtimes, including queuing issues, is
discussed in [10], by means of Markov chain models.

The expressive summary for the whole life cycle of the project, comparing the given
O&M options, is showed in Table 5 and Figure 4:
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Table 5. Comparison between Alternatives 1 and 2.

Corrective

Minor Repairs Major Repairs

Transport Man-labor Total Transport Man-labor Total

1 $51.14477 $77.24208 $128.38685 $1.99645656 $998.05372 $2.99451028

2 $499.11414 $415.85572 $914.96986 $1.66371380 $831.71143 $2.49542523

Overall Life Cycle Costs (Discounted)

1 $13.44641325

2 $24.03934295

Preventive

Transport Man-labor Total

1 $174.25252 $1.32804120 $1.1537868

2 $833.90240 $4.58711952 $3.75321712

Deferred Production Costs

1 $93.59827

2 $46.79913

 

Figure 4. Cumulative lifecycle costs.

Alternative 1 shows lower overall LCC (less than a million USD); this is mainly
because corrective maintenance due to minor repairs is less costly due to the characteristics
of the chosen transportation (CTV). The penalization in the costs of major repair operations
(120%) is not enough to compensate for the high costs for minor repair of Alternative 2
(FSV).

Deferred production costs are not high enough to be decisive in the selection between
alternatives. If this were an oil and gas project, this may have been different.

This way of obtaining LCC leads us to average values. In order to assess the variability
of these assumptions and costs, a Monte Carlo simulation can be carried out on the decisive
parameters (cost of man-labor, cost of fuel, costs due to major repairs, downtimes, failure
rates), assuming a variance of those, with a certain distribution (usually a triangular one,
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with the mode at the center). After this simulation, we can obtain an estimate of the
uncertainty and sensitivity of some assumptions, such as quantities for the obtained LCC
or the probability that these are in a certain range, confidence intervals, or any other
quantification of uncertainty. This though, is beyond the scope of this article.

4. Conclusions

The potential impact from maintenance at the operating and logistical level (flexibility,
throughput time, quality management, etc.) is considerable, and, therefore, the financial
impact of maintenance can be substantial.

This work analyzes decreasing the O&M cost depending upon failure rates, down-
times, the timing needed for each maintenance schedule work activity, and the associated
spare part costs.

The O&M cost results proved a great variability in cost of transportation between
each alternative. In Alternative 1, the cost of transportation per hour of O&M work is
58.42 $/h, but for Alternative 2, it goes up to 5738.8 $/h. In summary, the total O&M cost
of transportation per hour of O&M work differs from Alternative 1 to 2 by 5680.38 $/h,
showing that a reachable decrease in O&M cost is highly dependent upon the technical
assumptions set into the initial alternative/strategy and on the development of O&M
requirement values (parameters and variables), which are key to recreating and covering
the full spectrum of each case study.

Availability rises with a higher degree of accessibility and faster transportation times
from support organizations. In contrast, the availability itself depends upon the O&M
principles (effective working hours scheduled and number of technicians) set in each O&M
strategy (Alternative 1 vs. Alternative 2).

In addition, as the cumulative lifecycle cost proves, for almost half of the life cycle
(25 years), the costs-discounted are higher for Alternative 2 (using FSV) than for Alternative
1. Therefore, the long-term life cycle (25 years) is more suitable for implementing Alterna-
tive 1, as it is more cost-effective. In contrast, it is more suitable to switch to Alternative 2
in order to guarantee major capabilities, as well as the advantage of achieving the access
levels needed to efficiently operate.

Increasing the size of OWTs demands a higher robustness of the O&M implementation,
in comparison with traditional and conventional offshore wind farms.

Finally, the optimal O&M strategy maximizes availability at the lowest cost by ensur-
ing safety and the best access to offshore wind farms, minimizing unscheduled mainte-
nance activities, and carrying out scheduled maintenance tasks as efficiently as possible,
ultimately resulting in the lowest possible LCOE.
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Abstract: China is taking initiative in energy transition to cope with the long-term controversy
of its enormous energy consumption, aiming to use less carbon. Wind power, especially offshore
wind energy, has become a prevailing alternative due to its low carbon emissions, renewability,
competitiveness, and operation security. The layout of a transmission channel is a key consideration
in marine project implementation. This paper investigates the technical characteristics, application
status, and viable advantages of a conventional AC transmission, voltage source converter-based
high-voltage direct current (VSC-HVDC) transmission, gas-insulated line (GIL) transmission, and
hybrid HVDC transmission. A component-resolved evaluation model was proposed to estimate the
costs to be incurred of four electrical transmission options for offshore wind power along the coast
of Eastern China, with technical feasibility and economical considerations. Cost comparisons and
component sensitivity analyses were developed with different transmission distances and capacities.
Results suggest HVAC transmission and VSC-HVDC are the preferable solutions for present offshore
wind farm development in Eastern China, and the economic potential of the hybrid HVDC makes it
feasible for future deployment. Some conclusions can be applied in disparate regions across the globe.

Keywords: offshore wind; China; HVDC; opex; economic evaluation

1. Introduction

Deployment of variable renewable energy resources are technical solutions driving
global climate change. In order to sharply decrease the carbon emission and accelerate the
global energy transition [1], wind power has experienced a rapid development in the last
20 years, which has become the mainstream renewable energy around the world now [2].
In 2019, China maintains the first place in terms of cumulative installed capacity of wind
power and is vigorously promoting wind power on a priority basis [3]. Compared with
onshore wind power, offshore wind farms have much less negative impacts on humankind
as no land resource is needed, which also makes them usually have a larger scale and the
offshore turbines have a larger capacity, which means a fall in the capital costs [4].

Because of the above advantages, plenty of studies have been conducted in the cost as-
sessment area of the offshore wind farms (OWFs), which concentrates on the cost evaluation
methodologies, potential economical technologies, and cost reduction. The infrastructure
costs of OWFs are strongly related to the spatial condition [5,6]. Myhr et al. presented a cost
sensitivity analysis and pointed out that the results suffer significant spatial bias and may
differ in various countries [7], such as spatially-explicit assessment for the United Kingdom
(UK) [8,9], Australia [10], Thailand [11], India [12], and Nigeria [13]. Thus, a Geographic
Information System (GIS) makes costs and energy potential estimations possible based
on spatially clustered data [14,15]. To obtain the cost reduction potential, the GIS-based
levelized production cost (LPC) methodology is a common analysis model [16–18]. Fur-
thermore, some assessments take the impacts of marine ecosystem and weather or climate
variance into consideration [19,20].
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The costs of the OWFs are more expensive than the onshore farms due to its com-
plex foundation, installation, and submarine cabling; with the construction of the marine
economy, the transmission vehicle becomes an important part [21]. Furthermore, the costs
of different transmission methods are distance- and capacity-dependent functions [22],
because the required diameter and number of cables are capacity-resolved, especially for
projects with GWs capacity, and there exists a “breakeven” distance [23]. Two prevailing ap-
proaches are conventional: alternating current (AC) transmission, which is effective for near
shore farms [24], and extensive voltage source converter-based high-voltage direct current
(VSC-HVDC) transmission, which is the preferred solution for long-distance transmission.
The HVDC transmission technology has many advantages, such as a fast power control
speed [25] and oscillation damping control [26], and can be used in ultra-high-voltage
occasions [27–29]. However, the HVDC implementation also has disadvantages. The first
disadvantage compared to AC transmission is the cost, as the VSC is based on so many
IGBT components that finally lead a relatively high investment. The second disadvantage
is the stability problem, where the VSC often suffers from oscillation risk, especially when
the power fluctuates. The third disadvantage is that the IGBT is very sensitive to the fault
current, and it requires a fast protection scheme. However, the advantage of VSC makes it
still be suitable for offshore wind farm integration. Offshore wind power is often located in
the far sea area and the transmission cable also decreases the fault possibilities. The same
as with HVDC transmission, a gas-insulated transmission Line (GIL) provides another way
due to its advantage of considerably larger capacity, but its exaggerated expense makes
it less competitive. Consequently, VSC-HVDC becomes more eye-catching for investors
with predominant capability and desirable loss, which is suitable for crossing long-distance
water transmission, such as in the North Sea of Germany [30]; but, the terminal converter
stations are more expensive. However, the choice of electrical transmission ultimately
depends on both technological potential and economic potential [31]. For future technical
development of OWFs, there is another competitive option—hybrid VSC/LCC-HVDC
technology—which is a novel form of HVDC transmission not widely applied, but it greatly
decreases the costs and is planned for use China, possessing huge technological potential.

In China, there are many large-scale blocks with a capacity of more than hundreds
of MW planned for OWFs [32]. The existing research has mostly focused on a single off-
shore wind farm project [33], lacking the overall research on regional offshore transmission
systems [34]. There is a need to explore the optimal technical transmission method of
the regional offshore transmission network for wind farms, which is conducive to wind
energy utilization. This paper conducted regional cost analysis and economic feasibility
comparisons of four electricity transmission options for offshore wind power in Guangdong
Province using component-resolved evaluation models. Economic costs and sensitivity
have been derived using the Discounted Cashflow Model (DCF). This contributes to deter-
mining the reasonable scope of technical and economic application of various transmission
modes, giving perceptible information for stakeholders for offshore wind transmission in-
frastructure under indigenous development, economic perspective of relevant technologies,
and possible potential to future deployment and implementation of marine projects.

To make clear the characteristics of the different wind power transmission technologies,
this paper compares various offshore wind farms with the HVAC, HVDC, GIL, and hybrid
HVDC output channels. The novelties of the paper are as follow.

(1) The evaluation models for different wind power integration technologies are inves-
tigated, and the techno-economic costs can be calculated according to the proposed
method for different technologies.

(2) The economic characteristics of each technology are clarified based on the proposed
analysis model, and the compositions of these various transmission solutions are
studied and compared.

(3) The influence factors for the investment of different technologies are also investi-
gated, and the suitable application situations are proposed for different wind power
output solutions.
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This paper is structured as follows: The study area and technical potentials of the four
transmission methods are introduced in Section 2. Section 3 proposes specific evaluation
models of the various transmission solutions. Then, the techno-economic costs and sensi-
tivity to transmission distance and capacity analysis results are investigated using the DCF
approach in Section 4. The conclusions and areas of further work are discussed in Section 5.

2. Study Area and Methodology

2.1. Study Area

Guangdong is located on the eastern coast of China, which is rich in offshore wind
energy; it is also the core area of economic development in southern China. To reach the
new goal of deployment of the Guangdong–Hong Kong—Macao Greater Bay area (GBA). It
has made great efforts to develop offshore wind power, which is effective to adjust coastal
resources in line with a prosperous economy. By 2030, more than 1000 km of transmission
lines will be built for grid connections for offshore wind power. For this trend of future
planning of OWFs in Guangdong, policymakers are concerned with the cost assessments
of efficient electrical transmission options to transport large quantities of offshore energy
across great distances.

Offshore wind resources of Guangdong Province are in western and eastern Guang-
dong. Based on the Notice of Guangdong Development and Reform Commission on
Guangdong offshore wind power development plan (2017–2030), 15 offshore wind farm
sites are located in the offshore shallow water area, and 8 sites are in the offshore deep-water
area. Yangjiang city is the closest with a stable wind power supply base in the west to
the GBA. There are three regions for offshore wind farms in the plan: Nanpeng Island
OWFs, Hailing Island OWFs, and Shapa OWFs. The total planned installed capacity of the
renewable energy is about 36 GW, as indicated in Figure 1.

Figure 1. Overview of the study area.

2.2. Technical Evaluation of the Transmission Solutions

Four transmission solutions are studied in this paper, as shown in Figure 2. The
offshore wind power from each farm is collected and transmitted to the offshore step-
up transformer station. Then the voltage will be raised and the electrical power will
be delivered to the onshore step-up transformer station via a submarine high-voltage
transmission line (AC/DC cable or GIL line) and delivered to the onshore booster station.
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Figure 2. Structure of the four transmission methods for OWFs.

As mentioned above, AC transmission is widely used in near sea OWFs, compared
with others. The distributed capacitance of the AC cable will become larger and larger,
and the ampacity will decrease with the increase in length. This significantly reduces the
transmission ability; also, multi lines are needed to transfer the large amount of wind
power, which means more investment cots in the AC cable. In addition, due to the close
electrical connection between the wind farm and the onshore power grid, the fault of either
side will quickly spread to the other side; this will cause voltage oscillation and power
instability, which reduces the power quality. It is necessary to install dynamic reactive
power compensation devices to improve the stability and available transfer capability. A
DC cable is cheaper and able to transfer more capacity with lower loss, which is popular in
OWF transmission, but an offshore converter station needs to be assembled and a large DC
platform should be built for it, which makes the economic investment of VSC-HVDC higher
in the early infrastructure. However, it is convenient to build and expand by stages, and
the asynchronous connection to onshore grid can suppress the synchronous transmission
of faults.

With regard to GIL lines, as derived from GIS, GIL only needs to have basic electrical
performance, such as insulation and dynamic thermal stability, and there is no switchgear;
it thus has obvious reliability advantages over either AC/DC cable or overhead lines in
long-distance and large-capacity power transmission. However, the high costs and high
technical requirements of the construction design and the long project period are difficult
problems for the actual project. In China, a new hybrid DC transmission mode combines
the superior performance of LCC-HVDC and VSC-HVDC technologies and has a lower cost
than current VSC-HVDC transmission. Yet, the available transmission power is determined
by the VSC-HVDC side, and it is hard to realize power flow reversal due to the voltage
polarity that needs to be changed in the LCC converter station. Still, it is a new trend of
innovation and becomes an alternative for offshore wind power transmission though it
has not been applied due to a lack of research, except in China. In summary, the technical
potential of the four methods is in Table 1.
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Table 1. Technical comparisons of the four transmission options.

Methods Advantage Restrictions Potential

HVAC Easy layout, High reliability,
Rich experience

Large distributed capacitance,
Additional reactive power

compensation, Multi lines for
larger capacity,

Synchronous fault propagation

Popular for near sea OWFs

VSC-HVDC

Better stability, Low line cost and
loss, Restrain fault propagation,

Easy for construction and
capacity expansion

Layout of converter station,
Additional offshore platform

Developing rapidly
Large-capacity transmission,

and long-distance
transmission

GIL
Best operation reliability, High
ampacity, Large transmission

capacity of single line and less loss

High cost, High technical
requirements, Long project period

Limited application for
large-capacity transmission

Hybrid HVDC
Better performance than

VSC-HVDC or LCC-HVDC, Lower
cost than VSC-HVDC

The available transmission power
is determined by VSC side, Hard

to power flow reversal,
Lack research

New trend of transmission,
Worth developing

3. Methodology

The costs evaluation can be broken down into multiple components, such as site-
dependent variables, fixed water depth, the distance to grid connection point, and fixed
costs [35]. Total investment cost equals the summation of the capital cost components,
calculated as suggested by Dicorato et al. [35] and Hong and Möller [14,33].

The methodology establishes an empirical component-resolved evaluation model
from an industry standard or outline to evaluate four electrical transmission concepts.
The economic costs under each concept are intricate, so the main resolved components,
including capital costs, OPEX, and loss costs, are considered and calculated in this paper.

3.1. Costs Calculation of HVAC Cables Transmission

The HVAC cable transmission concept is a popular way for offshore wind farms, and
the principal cost drivers include capital costs Ccap.AC, operation and maintenance costs
Copex.AC, and loss costs Closs.AC. The calculation is given by

CAC = Ccap.AC + Copex.AC + Closs.AC (1)

3.1.1. Capital Costs

In the concept of HVAC cable transmission, Ccap.AC covers the relative substation
foundation costs Cstation.AC, underwater cable foundation and installation costs Ccable.AC,
and reactive power compensation foundation costs Creacpc.AC, estimated by

Ccap.AC = Cstation.AC + Ccable.AC + Creacpc.AC (2)

1. Substation foundation cost

Substation foundation cost in the HVAC transmission system is the total costs of
each transformer substation capital expenditure, which is dependent on the infrastructure
investment of the substation, expense of the transformer and the investment cost of auxiliary
electrical equipment, including the reactive compensation capacitor and switchgear. Then
the calculation of Cstation is based on cost CperMVA and determined by the capacity of
substation S.

Cstation.AC = CperMVA·S (3)
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2. Cable foundation and installation cost

The underwater cable for offshore wind energy is utilized for the link between the
transformer substation and offshore substation; hence, Ccable.AC is estimated as a proportion
of distance to station L.

Ccable.AC = 3(P1 + P2)L (4)

where P1 and P2 are the expense and installation cost of one unit (length, km) of cable,
respectively.

3. Reactive power compensation foundation cost

In the HVAC transmission system, the distributed capacitance of the cable is generally
much larger than the overhead line, so a large capacitance current will be generated in the
AC line, which significantly reduces the available transfer capability. Therefore, reactive
power compensation devices should be installed on sides of the cable according to the actual
operation. Thus, compared with the VSC-HVDC transmission method, the foundation
cost of the reactive power compensation should be considered additionally, which mainly
includes the cost of the shunt reactors. To calculate it, the reactive power Qreac (MVAR) of
the line capacitance is calculated.

Qreac = 2π × f × c × l × Ucable
2 (5)

where f is the operational frequency of system, c is the capacitance value per km of the
cable, and Ucable is the voltage of AC cable.

The capacity of reactors Creacpc.AC can be determined by

Creacpc.AC = P3 × Qreac (6)

where P3 is the expense of the reactors.

3.1.2. Operation and Maintenance Costs

Copex.AC is usually estimated in the form of percentage A of the annual maintenance
cost to total investment cost (excluding land occupation cost and offshore platform costs) or
percentage A1 of lifetime maintenance costs to total investment cost. The relation between
A and A1 is

A = A1 × i(1 + i)n

(1 + i)n − 1
(7)

where i is the annual interest rate; n is the lifetime; Van Eeckhout gives the specific data of
A equals to 1.2%, n is 20 years, i is 5% [36]. Then, Copex.AC is estimated:

Copex.AC = Ccap.AC · A (8)

3.1.3. Costs of Loss

The loss costs Closs.AC comprise of substation loss Csub.loss and transmission line loss
Cline.loss. Csub.loss is dependent on the substation loss rate Psub.loss, as referred to in the
literature [36]. The Psub.loss of two substations is 0.8%, that means the loss rate of each
substation is 0.4%. Cline.loss includes conductor losses Ccon.loss and losses of sheath and
armor Cshar.loss. Ccon.loss can be formulated by the current Icable of the copper conductor,
which can be approximately calculated by

Icable =
P√

3Ucable cos ϕ
(9)

where P is the active power; the power factor cosϕ is 0.95.
Therefore, with the resistance of conductor Rcu, Ccon.loss is given by

Ccon.loss = 3Icable
2 · RCu (10)
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The losses of sheath and armor Cshar.loss is estimated.⎡⎣ ΔUC
ΔUS
ΔUA

⎤⎦ =

⎡⎣ Z1 Z2 Z3
Z4 Z5 Z6
Z7 Z8 Z9

⎤⎦⎡⎣ IC
IS
IA

⎤⎦ (11)

where ΔUc, ΔUs, ΔUA, Ic, Is, IA are the voltage and current of the copper core, sheath, and
armor, respectively; Z1–Z9 are the matrix of parameters of the cable.

Moreover, since both ends of the sheath are grounded, the armor layer is linked with
the sea, with the assumption of Us = UA = 0 and Ic = Icable; so, Cshar.loss can be given by the
power loss Par = 3IA

2 × R, Psh = 3IS
2 × R, and IS and IA are⎧⎨⎩ IA =

(
Z9 − Z8Z−1

5 Z6

)−1(
Z8Z−1

5 Z4 − Z7

)
IC

IS = −Z−1
5 (Z4 IC + Z6 IA)

(12)

The costs of Carsh is dependent on the operation time of full generation per year Tf and
the on-grid price of electricity Pon-grid, which are

Cshar = (Psh + Par)× Tf × Pon−grid (13)

The evaluation of Closs.ac is obtained by total Csh and Car.

Closs.AC = Csub.loss + Cshar + Ccon.loss (14)

3.2. Costs Calculation of VSC-HVDC Transmission

As for the VSC-HVDC transmission concept, the total costs of CVSC compose of capital
costs Ccap.VSC, operation and maintenance costs Copex.VSC, and loss costs Closs.VSC.

CVSC = Ccap.VSC + Copex.VSC + Closs.VSC (15)

3.2.1. Capital Costs

Ccap.VSC consists of the converter station foundation cost Cstation.VSC, and the cable
foundation and installation costs Ccable.VSC.

Ccap.VSC = Cstation.VSC + Ccable.VSC (16)

1. Converter station foundation cost

Cstation.VSC is the total infrastructure investment of each converter station. Furthermore,
the additional costs of IGBT, converter controller and reactor, DC capacitor and AC filter, as
well as the cost of civil construction of the offshore platform for converter station layout are
estimated. Then Cstation.VSC is computed as a proportion of the capacity of per converter
station P.

Cstation.VSC = CperMW · 2P (17)

2. Cable foundation and installation cost

Similar to HVAC cable, Ccable.VSC of DC cable is calculated by the transmission distance.

Ccable.VSC = 2(P1 + P2)L (18)

where P1 and P2 are the expense and installation costs of per km DC cable.

3.2.2. Operation and Maintenance Costs

Copex.VSC is obtained in Equation (8), and the A of the DC submarine cable equals to
0.5%, n is 20 years, and i is 5%, which were applied to this study.
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3.2.3. Costs of Loss

The loss costs Closs.VSC consist of converter station loss Csub.loss and line loss Cline.loss.
Converter station loss rate Psub.loss is the percentage of station power loss to the transmitted
power. Psub.loss of two converter stations is 1.6–2.4%, and Zhen points out that Psub.loss is
1–2% [36]. The levelized loss rate of each substation is

Psub.loss = (
1.6% + 2.4%

2
+

1% + 2%
2

)/2 = 1.75% (19)

Meanwhile, the line losses Cline.loss can be evaluated as

Cline.loss = (P/UDC)
2 · R · 2L · Tf · Pon−gird (20)

where UDC is the DC voltage; R is resistance.
The evaluation of Closs.VSC is described as

Closs.VSC = Psub.loss · P · Pon−gird + Cline.loss (21)

3.3. Costs Calculation of GIL Transmission Concept

The GIL transmission concept is similar to the AC transmission concept, but there is
no reactive power compensation costs.

CGIL = Ccap.GIL + Copex.GIL + Closs.GIL (22)

3.3.1. Capital Costs

The capital expenditure Ccap.GIL is dependent on the transformer substation foundation
cost Cstation.GIL and cable foundation and installation cost Ccable.GIL.

Ccap.GIL = Csub f ound.GIL + Ccable.GIL (23)

The foundation cost Cstation.GIL is similar to Cstation.AC in Equation (3); similarly, the
calculation of Ccable.GIL is as Equation (4).

3.3.2. Operation and Maintenance Costs

Based on the OPEX in HVAC transmission system, Copex.GIL is expressed by the per-
centage A as in Equation (7).

3.3.3. Costs of Loss

The loss costs Closs.GIL in the GIL transmission system comprises of Csub.loss and line
loss Cline.loss as well.

Closs.GIL = Csub.loss + Cedcir + Ccon.loss (24)

where Csub.loss is dependent on the Psub.loss, Cline.loss comprises of conductor losses Ccon.loss,
as computed by Equation (10), and the eddy current and circulating current loss Cedcir.loss of
the shell.

3.4. Costs Calculation of Hybrid HVDC Transmission
3.4.1. Capital Costs

Capital costs in the hybrid HVDC transmission Ccap.HybDC covers the converter station
foundation cost Cstation.HybDC, cable foundation cost, and installation cost Ccable.HybDC.

Ccap.HybDC = Cstation.HybDC + Ccable.HybDC (25)

where Cstation.HybDC is dependent on the sum of the investment costs of the different types
of converter stations on both sides.
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3.4.2. Operation and Maintenance Costs

Since the OPEX in the hybrid HVDC transmission system is in the same way in the
VSC-HVDC transmission system, Copex.HybD can be calculated by Equation (8).

3.4.3. Costs of Loss

Similarly, Closs.HybDC consists of substation loss Csub.loss and line loss Cline.loss. Csub.loss is
dependent on the converter station loss rate Psub.loss, which is 1.75% for VSC-HVDC and
0.8% for LCC-HVDC. The average value of Psub.loss is 1.275%. The transmission line loss
Cline.loss is the same as in Equation (20).

4. Results and Discussion

The empirical component-resolved evaluation models give a crucial message to stake-
holders that the economic costs are sensitive to transmission distance and capacity. The
cost comparisons of the four electrical transmission options for wind farms with different
distances and transmitted power were carried out. The rated voltage is 220 kV, and the
frequency is 50 Hz, and the operation hour of full capacity per year is 2500 h. If the capacity
is 300 MW, 600 MW, and 900 MW, respectively, the economic evaluations from 25 km to
75 km were conducted.

4.1. Essential Evaluation Data

Based on the DCF model, the costs evaluation results can be converted to cash value.
Unlike an onshore power grid, the specific environment and operational conditions of the
offshore substation are more complicated; it is necessary to adopt more strict standards for
long-term stability. For the AC cable, one line is needed for 300 MW, two lines for 600 MW,
and three lines for 900 MW wind power. However, it is important to point out that in
the GIL transmission concept, the rated current is 3.15 kA, so the transmission capacity
of a single line is 1200 MVA, and there is no need to install additional lines with different
capacity. The data are given in Table 2.

Table 2. Overview of basic data related to the economic evaluation of offshore wind farm transmission.

Components Cost

HVAC VSC-HVDC GIL Hybrid HVDC

220 kV, 1200 mm2

Singlecore Underwater
AC Cable

±200 kV, 500 mm2

Core Optical
DC Cable

220 kV GIL Line
±200 kV, 500 mm2

Core Optical
DC Cable

Capital costs

Foundation costs
of substation

(converter station)

CNY
0.45 million/MVA [a]

CNY 1.1
million/MW [36]

CNY 0.45
million/MVA [a]

CNY 0.9621
million/MW [b]

Expense for P1
CNY

3.732 million/km [c]
CNY 1.077

million/km [b]
CNY 20

million/km [37]
CNY 1.077

million/km [b]

Installation cost
P2(P3)

CNY 0.30533
million/km [a,d]

CNY 0.3
million/km [a]

CNY 0.3
million/km [a]

CNY 0.3
million/km [b]

OPEX Annual
percentage A 1.2% [36] 0.5% [36] 0.5% [36] 0.5% [b]

Loss costs

Power loss of
substation

(converter station)
0.4% [36] 1.75% [36] 0.4% [36] 1.275% [b]

Loss costs of
cables CNY 0.6145 million/km CNY 0.0876

million/km [38]
CNY 0.077

million/km [37]
CNY 0.0876

million/km [b]

[a] Design Control Index of Power Grid Project in China (2014). [b] Presented in this paper considering both
LCC-HVDC and VSC-HVDC cost. [c] Materials provided by Dongfang Cable Factory in Ningbo city, China.
[d] Materials of the project of 66kV Xin-Guang underwater cable in Dalian city, China.
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4.1.1. Capital Costs Evaluation

The Cstation of the AC cable varies among different projects. For example, according to
the materials in Design Control Index of Power Grid Project (2014 standard) provided by
the Electric Power Planning and Engineering Institute of China [39], the investment of the
220 kV Yucai substation project (indoor) is 0.303 million RMB per megavolt-ampere (MVA),
and the cost of the 220 kV Pingli substation project (Laizhou, Shandong) is CNY 0.435 mil-
lion/MVA. In this study, for 35 kV wind farms with a 220 kV single-core underwater cable,
the foundation costs of substation CperMVA is CNY 0.45 million/MVA. Procurement materi-
als provided by Dongfang Cable Factory in Ningbo city indicates that the expense basis of a
220 kV single-core underwater cable with the 1200 mm2 cross-sectional area of copper core
is CNY 3.732 million/km. The installation costs refer to cable crossing barge, sea sweeping,
and trench laying. The project of the 66 kV Xin-Guang submarine cable in Dalian city gives
the cost P2 around CNY 0.3 million/km. As for the reactive power compensation, the
rated power of the AC cable is 427 MVA and the capacitance for the 1200 mm2 cable is
0.179 μF/km. The maximum DC resistances of the 20 ◦C and AC resistance of 90 ◦C are
0.0151 Ω/km and 0.02 Ω/km, respectively.

Several studies provide various foundation costs for the converter station for reference.
The costs of the traditional ±500 kV and ±800 kV LCC-HVDC converter stations are around
CNY 0.52428 million/MW and CNY 0.56228 million/MW, respectively. There is a lack
of reports on the cost of a VSC-HVDC converter station in China, which varies widely
across the globe. Reference [36] applied the technical materials of ABB Ltd. to evaluate
the costs of a VSC-HVDC station as CNY 1.155 to 1.343 million/MW, and the costs of the
±300 kV converter station are CNY 1.2 million/MW. Taking the development of offshore
wind power technology into account, the standard of CperMW is CNY 1.1 million/MW.
According to the industry date provided by Dongfang Cable Factory, the expense the P1
of XLPE-insulated DC submarine cable (Model: DC200 kV YJQ411 500 + 2 × 12 (core
optical cable)) with a cross-sectional area of 500 mm2 is CNY 1.077 million/km. Moreover,
considering the difficulty of hybrid HVDC transmission technology, then CperMW is CNY
0.9621 million/MW.

The expense of GIL P1 is CNY 20 million/km. P2 of the four transmission methods
equals CNY 0.3 million/km. Thus, the capital costs under different capacity can be obtained.

4.1.2. Operation and Maintenance Costs Evaluation

The annual percentage A of the operation and maintenance cost of the AC submarine
cable accounts for 1.2%, and 0.5% is adopted in the other three transmission methods.

4.1.3. Costs of Loss Evaluation

It is assumed that the operation hours are 2500 h per year, referred to in [37], and the
on-grid price of offshore wind power is CNY 0.0085 million/MW·h [40]. The substation
loss rate Psub.loss in AC cable and GIL transmission system is 0.4%. The apparent power
is 427 MVA, based on Equation (9), and the current of copper core with Icable is 0.8287 kA.
Rcu is 0.006 Ω/km. Some industry gives Is is 502.4 A and IA is 313.2 A. The resistances of
the sheath and armor are 0.21 Ω/km and 0.301 Ω/km. The eddy current loss Ped.loss and
circulating current loss Pcir.loss in the GIL lines are 0.0177 MW/km and 0.0062 MW/km,
respectively.

For the XLPE-insulated DC submarine cable, the rated power is 324 MW and the
DC resistance is 0.0366 Ω/km. Based on Equation (20), the conductor loss of 300 MW is
0.0412 MW/km, 0.0824 MW/km, and 0.1648 MW/km. The substation loss rate Psub.loss in
the hybrid HVDC system is 1.275%.

4.2. Evaluation Results

It can be seen from the above analysis that offshore distance and capacity have an
important impact on the capital costs of the four types of transmission. Based on the
DCF model, the comparisons with different transmission distances and capacities were
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calculated, and the results shown in Table 3. Components analysis of the total costs was
carried out to acquire an importance view for stakeholders, shown in Table 4. The gradual
change in color from green to red represents an increase in costs.

Table 3. Economic costs comparisons of different P and different L.

P
(MW)

L
(km)

HVAC
(CNY Million)

VSC-HVDC
(CNY Million)

GIL
(CNY Million)

Hybrid HVDC
(CNY Million)

25 471.624 745.839 1686.1 659.657
300 50 796.791 817.222 3218.2 731.04

75 1121.96 888.605 4750.2 802.423

25 943.247 1491.68 1840.2 1250.12
600 50 1593.58 1634.45 3372.2 1323.69

75 2243.93 1777.21 4904.3 1397.26

25 1414.47 2237.52 1993.8 1840.58
900 50 2389.99 2451.67 3525.9 1916.34

75 3365.48 2665.82 5057.9 1992.1

Table 4. Economic costs comparisons of different P and different L.

Options
L

(km)
Ccap

(CNY Million)
Copex

(CNY Million)
Closs

(CNY Million)
Ctotal

(CNY Million)

25 448.33 5.38 17.914 471.624
HVAC 50 754.46 9.054 33.278 796.791

75 1060.59 12.727 48.641 1121.958

25 728.85 3.644 13.345 745.839
VSC 50 797.7 3.989 15.534 817.222

75 866.55 4.332 17.723 888.605

25 1664.7 8.323 13.083 1686.11
GIL 50 3187.2 15.936 15.009 3218.15

75 4709.7 23.549 16.935 4750.18

25 646.11 3.231 10.317 659.657
Hybrid 50 714.96 3.575 12.506 731.04

75 783.81 3.919 14.694 802.423

4.3. Comparisons of Economic Evaluation

To obtain the best transmission method for Guangdong offshore wind power, the costs
comparisons were calculated.

4.3.1. Total Costs Comparisons with Different L

According to the data in Table 2, the relationships between the total costs of transmis-
sion distance L from 25 km to 75 km are shown in Figure 3.

It is clear that the economic costs of the GIL electrical transmission concept are con-
siderably much more than either the HVAC or HVDC transmission concept. When the
transmission distance is not so long, such as 25 km, the costs of the GIL system is more
than twice of that in other systems. In addition, the costs of the GIL changes great when
L increases, which means it is most sensitive to transmission distance; it can even be four
times that of the others at a distance of 75 km. On the other hand, the hybrid HVDC
transmission concept has economic advantages to the VSC-HVDC system, and when the
installed capacity increases, the preferred distance range under the hybrid HVDC technol-
ogy becomes longer from 50 km (300 MW), 38.6 km (600 MW), to 36.4 km (900 Mw). It is
feasible if the technology is developed widely in the future.
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Figure 3. Total costs of different L of 300 MW, 600 MW, and 900 MW wind farms: (a) shows the
300 MW offshore wind farm total costs with different distances; (b) shows the 600 MW offshore wind
farm total costs with different distances; (c) shows the 900 MW offshore wind farms total costs with
different distances.

If the hybrid HVDC is not taken into present planning consideration due to its limited
development, compared with VSC-HVDC electrical transmission, the HVAC concept is
more superior when L is less than around 50 km in both 300 MW, 600 MW, and 900 MW
wind farms. Otherwise, the HVDC transmission concept is preferable with a longer distance.
HVDC is also less sensitive to transmission distance than the HVAC system.

4.3.2. Costs Components Comparisons with Different L

Taking 300 MW wind farms as an example, as Figure 4 shows, in the GIL and AC
transmission system, the cable costs account for a large proportion of the total cost, espe-
cially the extravagant cable costs of the GIL transmission concept. That means the capital
costs are the most important component to be considered, and the HVDC system has huge
technological potential for offshore wind power transmission.

For the VSC-HVDC and hybrid HVDC transmission systems, cable costs are cheaper
than for the AC transmission system. In turn, he costs of the converter station are much
higher than that of the substation, as well as the costs of the converter station loss. It is
important to notice that the capital costs in the AC system and GIL system increase greater
than in HVDC systems.

4.3.3. Total Costs Comparisons with Different P

The economic costs of various transmission concepts are sensitive to transmission
capacity, as shown in Figure 5. In near sea wind energy transmission, the economic costs
of GIL transmission for 900 MW wind farms are even lower than that of VSC-HVDC
transmission near sea wind farm transmission due to its advantages of large-capacity
transmission. Thus, the GIL concept may be a better choice in the scenario under short
distances with large-capacity transmission.
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Figure 4. Cost component comparisons with different L (P is 300 MW): (a) shows the HVAC system;
(b) shows the VSC-HVDC system; (c) shows the GIL system; (d) shows the Hybrid HVDC system.
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Figure 5. Total costs of different P of 25 km, 50 km, and 75 km wind farms: (a) shows the 25 km offshore
wind farms total costs with different capacity; (b) shows the 50 km offshore wind farms total costs
with different capacity; (c) shows the 75 km offshore wind farms total costs with different capacity.

Still, the lowest economic costs with different capacities are seen in the hybrid HVDC
transmission concept, followed by HVAC electrical transmission and VSC-HVDC trans-
mission. The GIL system increases significantly with a longer transmission distance; so,
GIL is not recommended. Considering both economic and technical feasibility, for the
offshore wind farms with different distances and transmission capacities, at present, HVAC
transmission and VSC-HVDC transmission are selected according to the actual situation.
The total costs are more sensitive to the distance than capacity. What is more, there is a
need to notice that the hybrid HVDC transmission system is a preferred choice with the
economic potential for either large-capacity or long-distance wind farms.

4.3.4. Costs Components Comparisons with Different P

Components comparisons of different P are carried out to acquire a view for investors.
Taking the 25 km wind farms as an example, a sensitivity analysis was conducted, and the
results shown in Figure 6.

It can be seen that there is an obvious advantage of the GIL system, as the capital costs
of the GIL transmission system changed the least compared to the other systems, even
when the capacity reached 900 MW. That means it is less sensitive to transmission capacity.
However, the HVAC system and HVDC systems are so sensitive to capacity, which should
be considered in OWF planning.
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Figure 6. Costs components comparisons with different P (L is 25 km): (a) shows the HVAC system;
(b) shows the VSC-HVDC system; (c) shows the GIL system; (d) shows the Hybrid HVDC system.

5. Conclusions

This paper investigates the four electrical transmission options for current and fu-
ture Western Guangdong offshore wind farm implementation, including their technical
characteristics, application status, and economic costs. Based on the component-resolved
evaluation model, the capital costs, OPEX, and loss costs of four concepts of electrical trans-
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mission were studied, with the results showing that capital costs are the major component.
The capital cost of the DC-type transmission technology is mainly related to the converter
investment, while the cost of the AC type and GIL transmission technology is mainly
related to the line and compensation cost. Meanwhile, the analysis also indicates that the
offshore distance and capacity have an important impact on the capital costs of the four
types of transmission. The sensitivity analysis of the four transmission solutions regard-
ing transmission distance and capacity recommends the powerful competitive alternative
of the HVAC transmission concept if the transmission system is less than 50.48 km for
Yangjiang offshore wind farms, and VSC-HVDC and hybrid HVDC transmission for longer
distances and larger capacities. For future planning, the GIL transmission system should
be the preferred option in near sea and large-capacity wind farms, and the hybrid HVDC
transmission possesses significant economic potential with a wide range of transmission
distances and capacities.
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Abstract: This paper presents the economic feasibility analysis of a 2 MW Ocean Thermal Energy
Conversion (OTEC) power plant in the open cycle. The plant can supply 6.35% of the average annual
consumption of the electricity demand located at San Andrés Island (Colombia). On the one hand,
the work presents the selection of the place to locate an offshore facility considering the technical
viability while, on the other hand, the economic viability analysis is performed. The latter considers
two scenarios: one without desalinated water production and another one with desalinated water.
In this way, it is intended to first determine its construction’s technical requirements to analyse its
economic performance. This approach allows us to have a general idea of the implementation costs
and the benefits obtained with this type of plant, for the particular case of San Andrés, an island in
the Colombian Caribbean with sustained stress on electricity production and freshwater generation.
The results obtained show that the technology is viable and that the investment can be recovered in
an adequate time horizon.

Keywords: floating OTEC plant; marine energy; power energy; economic feasibility analysis

1. Introduction

Islands emit fewer greenhouse gases (GHG) globally than the emissions generated on
the continents; however, they have high per capita emissions. For example, the Caribbean
Islands generated 0.4% of the world’s total GHG emissions in 2011, but per capita emissions
exceeded 120 tons while the world average was 5 tons per person [1]. These emissions are
derived mainly from the generation of energy through fossil fuels.

Due to its location far from the rest of the country, the San Andrés Island is part of
the non-interconnected areas of Colombia. Currently, electricity at San Andrés Island is
generated by diesel power plants, with an approximate cost of USD 0.3 per kWh, which is
relatively high compared to an interconnected city whose electricity price fluctuates around
USD 0.08 per kWh. This difference is due to the costs of the thermoelectric operation
plant and because diesel fuel must be brought by boat from Cartagena. It should also be
noted that thermoelectric plants produce greenhouse gases that reach the atmosphere and
contribute to global warming. Furthermore, most developing countries have insufficient
financial and legislative resources to meet the challenges of climate change [2]. In addition,
sustainable energy supplies are needed to reduce greenhouse gas emissions, thus mitigat-
ing the devastating effects of climate change [2]. Furthermore, the seventh Sustainable
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Development Goals of the United Nations Organization emphasise energy affordability
and clean energy use. In this way, Colombia and, in particular, the Colombian Caribbean
is consequently in need of reliant sources of energy capable of guaranteeing a continuous
supply of energy sustainably.

Furthermore, the well-being of communities can be improved by increasing the supply
of electricity. However, there are historical reasons why this has not happened in some
regions of the Colombian Caribbean. The lack of enough energy is added to other problems
concerned with access to potable water, adequate housing, quality food, and high infant
mortality rate, among others [3,4]. The reports [5,6] reveal that it will be necessary to
increase political commitment and investment in energy at San Andrés Island, or else
energy poverty will increase.

If a small part of the energy stored in the oceans could be recovered, the world’s
energy demand could be satisfied. However, the technology to recover energy from the
oceans is at a very incipient level of development, with the production of marine power
being only residual compared to other sources of renewable energy [7,8]. Among the
different technologies to harvest energy from the sea, OTEC is one of the most incipient and
promising ones. According to [9], the installed capacity of ocean energy in 2050 could reach
337 GW [7]. Along the same lines, a recent analysis by [10] estimates that the industrial-
scale potential of an OTEC system is around 13 terawatts worldwide [7]. Moreover, the
development of OTEC technologies is an opportunity to generate an industry around this
type of energy generation, generating new jobs, both for the construction and maintenance
of OTEC plants.

Countries located in tropical areas have the ideal conditions to develop OTEC tech-
nology; due to their proximity to the equator, the necessary temperature gradients are
generated for the OTEC system operation [11,12]. Additionally, OTEC systems can be built
to generate power on a small scale [13]. On the other hand, OTEC systems have greater
economic viability in tropical islands not connected to the mainland electricity grid, with
potable water deficiencies and air conditioning needs, since these needs could be mitigated
simultaneously by an OTEC system [7]. Some developing countries that are investigating
the feasibility of OTEC technology are Colombia [14], Indonesia [15–17], Panama [18] and
Pakistan [7], among others.

OTEC systems use only the temperature gradient (ΔT) generated between the sea
surface and deep water as an energy source, converting it into renewable energy. The
ΔT is directly related to the performance of the OTEC power cycles; ΔT ≈ 20 ◦C is
generally needed for an OTEC system to be viable [8]. Therefore, OTEC systems have a low
thermal efficiency compared to other renewable energy sources. For example, an OTEC
system based on the Rankine cycle generally has an efficiency of no more than 5% [19,20].
However, an OTEC system has the following two advantages. First of all, the power
generation system can constantly work 24 h a day, something that is not possible with
photovoltaic or wind systems; the temperature of the sea in tropical areas does not change
considerably throughout the year, presenting small variations in the order of degrees due to
the seasons and climate changes. Additionally, the variation of ΔT between day and night
is around 1 ◦C [15,21]. Second, the OTEC system can generate freshwater as an indirect
product [22–25].

Research on the OTEC system has focused on evaporators, turbines, generators, con-
densers, pumps, pipes to transport water, and moorings. For example, some investigations
focus on the design of turbines to obtain the highest efficiency and net power [15]. Other in-
vestigations work on cycles; the most used are the Rankine, and double-stage Rankine [26]
cycles; OTEC systems have also been implemented using various cycles such as Kalina [27],
Uehara [28], which is an improvement of the Kalina cycle [19,20,27]. At the pipeline level,
research is being carried out on the material and coating of the pipeline and the control
that can be implemented to keep it stable. The pipe that transports deep seawater is a
fundamental component of the OTEC system; this pipe, generally greater than 1000 m,
must be designed to withstand the vibrations generated by deep water. Research on flexible
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structures can be found in [25]. Finally, studies on the economic viability of OTEC systems
can be found in [15]. Various studies [16,29] have shown that the economic viability of
an OTEC system requires plants with a maximum power of 100 MW, since the cost and
complexity increase considerably from systems with the higher power.

Although the technical aspects are essential for developing this technology, it is also
true that it is necessary to know the economic viability due to its low efficiency and high
implementation costs. In this line, different works with multiple approaches have been
developed. For example, in [30], a thermo-economic analysis of a 20 kW OTEC system
is conducted by calculating the unit cost of electricity generated. They concluded that
OTEC systems are economically viable in regions where the surface seawater temperature
is greater than 25 ◦C. On the other hand, Ref. [31] presents the design of an OTEC Ecopark
consisting of a 60 MW OTEC system coupled to a marine aquaculture farm located near the
Island of Cozumel. The proposed system meets part of the needs of coastal communities
for energy production, desalinated water and food production. The work was based on the
technical-economic evaluation of the OTEC Ecopark, and the financial evaluation showed
that the OTEC Ecopark is economically viable, having a CAPEX of USD 655.38 M, an OPEX
of USD 69.66 M and an annual income of USD 348 M. Studies that carry out economic
viabilities can be found in [32–34], and an interesting review on economic feasibility studies
is presented in [35].

This paper conducts an economic feasibility study of installing an OTEC plant at San
Andrés Island. In this sense, it is assumed that the economic viability is closely related to
the installation location and the plant’s technical design. The economic viability is based
on two analyses, (i) a cash flow analysis of the project, and (ii) a levelized cost of energy
(LCOE) are carried out [36]. The latter way of measuring is usually used to assess the
cost of employing different methods for generating renewable energy [35]. It should be
noted that the LCOE in this work is calculated individually for the proposed OTEC system.
Ideally, if it wants to have a total generation from renewable energy, the LCOE should be
calculated for the entire system [37].

This study is a starting point to develop this technology on the Island, developing
an OTEC system that improves electricity and potable water supply needs. Furthermore,
the environmental conditions at San Andrés Island sea (optimal surface temperature, ΔT
around 20 ◦C all year, low frequency of hurricanes, ideal depth at a short distance from the
coast) favour the implementation of an OTEC plant, which could generate electricity for
several homes on the island without producing polluting waste and operating costs lower
than those of the diesel plants.

The paper is organised as follows. Section 2 explains the current energy and water
situation at San Andrés Island and briefly describes an OTEC system. Section 3 summarises
the methodology for performing the economic analysis. Section 4 exposes an OTEC system
location, the technical conditions of the OTEC system, and the economic viability of two
possible scenarios presented, without potable water and with potable water. Finally,
Section 5 summarises the main conclusions.

2. Problem Formulation

Next, the energy and water needs of San Andrés Island are presented to complete the
description of the OTEC system.

2.1. Energy and Water Needs of San Andrés Island

San Andrés Island is located to the west of the Caribbean Sea in the Atlantic Ocean.
The island has a warm climate, between 26 ºC and 29 ºC all year round. Throughout the
year, there are two seasons (i) the dry season, usually between January and April, but it
can last a maximum of five months, (ii) the other months are part of the rainy season with
strong winds, usually between May and December [38].
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The economy of the department is based mainly on tourism and commerce. Its main
export product is coconut, but it also produces avocado, sugar cane, mango, orange and
yucca [39].

It is the least extensive department in the country and has the highest population
density, which places the islands in a delicate resource management situation. It is estimated
that around 75,000 people live on San Andrés Island, and every year, one million tourists
arrive [40]. A considerable figure for a territory of 26 square kilometres with no rivers.

The particular geography of the San Andrés Island, its condition of insularity, having
only two aquifers, the amount of population that inhabits the islands, as well as the floating
population that arrives throughout the year and depends on imported food are just some of
the characteristics that make this territory highly vulnerable to climate change and shortage
of potable water.

Currently, the San Andrés Island electricity demand is approximately 160–
187 GWh/year [41], which is supplied by diesel-powered thermoelectric plants, consum-
ing around 40 million L of diesel each year, which are brought by boat from Cartagena.
In addition, there is also a thermoelectric power plant that works with the burning of
garbage, which has an installed capacity of 1.6 MW and a helpful power of 1 MW [42]. This
situation, combined with the variable costs of fuel and the transport high prices, serves as
an incentive for companies and communities to seek new energy alternatives.

On 17 July 2018, the Colombian government delivered the new desalination system
and treated water line for the neighbourhoods of La Loma, El Cove and San Luis, at San
Andrés Island, which facilitates the supply of treated water in the communities of this
sector and avoids that emergencies occur due to the shortage of water in times of drought.
The work had a total initial investment of 4.2 million dollars, and the plant can treat 25 L of
water per second, enough to benefit more than 23,000 inhabitants [43].

It is convenient to study more thoroughly the possibilities offered by an OTEC plant
for the San Andrés Island since not only can the natural resources available be used
to generate electricity, but in addition, OTEC plants can convert seawater into potable
water at a cost similar to that of a conventional desalination plant [44]. This last one
would be quite beneficial for the island population because it would help to supply this
indispensable resource.

2.2. Ocean Thermal Energy

OTEC is a type of renewable energy that uses the ΔT between the surface and deep
layers of the sea to move a thermal machine and produce valuable work, usually in the
form of electricity [12]. On the other hand, the oceans cover more than 70% of the earth’s
surface, and by absorbing heat, it can store a large part of the energy emitted by the sun.
In this sense, using a small portion of this stored energy could meet the energy needs of a
country [45]. The water column temperature in the Colombian Caribbean depends on the
origin of the water masses from different latitudes, such as the North or Central Atlantic,
and the contribution of the great rivers of the southern Orinoco and Amazon. Each mass
of water has a characteristic temperature, salinity, and density [46]. In the Colombian
Caribbean, three thermal layers can be differentiated in the water:

1. The surface is between 0 and 100 m deep and has a temperature between 25 ºC and
30 ºC all year round.

2. The intermediate one is between 100 and 1000 m deep and is a thermal barrier between
the upper and lower.

3. The depth is more than 1000 m deep, where the temperature gradually drops to 4 ºC.

In an OTEC system, the cycle efficiency is directly related by the ΔT [47]. The larger
the ΔT is, the higher efficiency obtained. OTEC systems should be located close to shore to
reduce the transmission costs of the electricity generated [14].
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2.2.1. OTEC Cycles

Surface water heats a liquid using a heat exchanger, transforming it into steam, which
drives a turbine that generates electricity. The cycle cools the steam with another heat
exchanger in deep water, restarting the generation cycle. Currently, the primary cycles
are open, closed or hybrid. In an open cycle OTEC system, the hot water found on
the surface is taken to a vacuum chamber using a vacuum pump, which operates at a
maximum of 3% of atmospheric pressure [48]. The water evaporates rapidly through
this pressure drop, and the expanding steam drives a low-pressure turbine connected
to an electric turbine. An advantage of this cycle is that the steam leaves the minerals
in the vacuum chamber, producing desalinated water, which can be used depending on
its physical-chemical characteristics for water for human consumption or irrigation [49].
Closed cycle OTEC systems, on the other hand, use refrigerant, which is heated directly by
heat from surface water; the evaporated refrigerant drives an electric turbine and is cooled
in deep water. The main advantage of this cycle is lower construction and operation costs;
however, it requires more outstanding care in the handling of the refrigerant; it should
be noted that the closed cycle does not produce desalinated water [50]. The hybrid cycle
contains characteristics of both the open-loop and the closed-loop. In this case, the water is
taken through a pump to a vacuum chamber to be evaporated. The water vapour heats
a refrigerant that activates an electric turbine; the water vapour is condensed in a heat
exchanger located in deep water. The hybrid cycle has desalinated water as an indirect
product [51].

2.2.2. Desalinated Water as a Derived Product

An advantage of OTEC systems is the possibility of generating desalinated water. For
example, a 1 MW hybrid OTEC system can produce around 4500 m3/day of desalinated
water [52]. However, it should be noted that the cost of producing desalinated water by
this method is comparable to standard desalination plants [48].

OTEC systems can be a solution to both the water and energy needs of San Andrés
Island. However, the implementation costs are high. Considering that the Island has
limited financial resources, it is necessary to carry out a financial assessment that serves
as a starting point when implementing a size project to ensure its long-term viability and
profitability. This work is aimed at contributing to this point.

3. Methodology to Perform the Economic Analysis

The proposed methodology is divided into three parts: first, selecting a location for the
system; second, a power plant’s technological description and third, an economic analysis,
which are described below.

3.1. Methodology Used in the System Location

The OTEC system’s location selection aims to determine the place to settle the plant
and select if an onshore or offshore installation is carried out. Bathymetry and temperature
differences at San Andrés Island, along with the best location selection are presented.
To this end, environmentally data collected from NASA are used. Then, the differential
temperature between the sea surface and the 1000 m depth around San Andrés Island is
obtained. Next, bathymetry is performed at 7 points on the island, and the point with the
most appropriate profile is selected according to [14].

3.2. Power Plant’s Technological Description

The power plant’s technological description is introduced to perform its economic
analysis. To this end, various software will be used to simulate the operation of an OTEC
power plant at San Andrés Island, understand its benefits and obtain its technical charac-
teristics. Google Earth for the positioning of the plant, Autodesk Inventor for the 3D sketch
and Cadesimu for the electrical circuit.
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The technical conditions of the OTEC system are defined, and it should be clarified
that simplifications are made to obtain an overview of the implementation. The energy
model, the sketch of the power plant, the electrical transfer scheme, and the emissions
analysis are provided in this step.

3.3. Economic Analysis

Finally, the economic analysis is carried out for two scenarios, namely, without and
with potable water production, based on the particular characteristics designed in the
previous items. The economic viability is based on two analyses.

3.3.1. Cash Flow Analysis of the Project

The project’s cash flow analysis is made with RETScreen, which calculates and anal-
yses variables associated with the project, being these either technological, economic or
environmental. The information that must be supplied to the software is as follows:

• It is taken from its database based on location, parameters such as temperature, relative
humidity, precipitation, atmospheric pressure, wind speed, and daily solar radiation.

• Type of installation (type of generation)
• Turbine Specifications: steam flow, operating pressure, temperature, efficiency, genera-

tion capacity.
• Initial and annual costs
• Transmission and distribution losses
• Financial parameters: 3% of the inflation rate, project lifetime of 30 years, a debt ratio

of 50%, debt interest rate of 3%, debt duration of 15 years.
• Meteorological parameters correspond to the particular location, such as temperature,

relative humidity, precipitation, atmospheric pressure, wind speed, and daily solar
radiation. These parameters are taken from the RETScreen database.

The parameters specifying the above characteristic are provided in the technical
description of the system in Section 4.2.

3.3.2. Levelized Cost of Energy (LCOE)

The LCOE can be used to assess the economic viability of energy projects. The LCOE
can be interpreted as the minimum average price at which the generated electricity should
be sold (throughout its useful life) to reach a similar cost to other energy projects. All ex-
penses associated with the project must be considered [35,53]. It can be calculated using
Equations (1) and (2).

LCOE =
CRF · CAPEX + OPEX

Et
(1)

with

CRF =
i · (1 + i)N

(1 + i)N − 1
(2)

and:
CAPEX: capital expenses.
OPEX: operational expenses.
Et: produced electricity in year t.
CRF: capital recovery factor.
N: project lifetime
i: interest rate.

4. Results

4.1. OTEC System Location

Initially, selecting an appropriate place to locate the OTEC facility is discussed. Ac-
cording to NASA data presented in Table 1, San Andrés Island has the appropriate sea
and weather conditions to host an OTEC facility. Table 1 presents the air temperature
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(AT), relative humidity (RH), daily solar radiation (DSR), wind speed (WS) and earth
temperature (ET).

Table 1. Climatological data of San Andrés Island, average of the last ten years. Source NASA.

Month
AT RH DSR WS ET
(°C) (%) (kWh/m2/d) (m/s) (°C)

January 26.6 75.0 5.4 7.6 27.3
February 26.3 75.0 6.1 7.2 27.0

March 26.1 75.8 6.9 6.7 27.1
April 26.4 78.0 7.0 6.0 27.6
May 26.7 82.8 6.1 4.9 28.1
June 27.0 83.9 5.4 5.1 28.3
July 2.0 82.5 5.5 5.9 28.0

August 26.9 83.5 5.6 5.1 28.4
September 26.8 84.5 5.4 4.1 28.8

October 27.0 82.7 4.9 4.3 28.9
November 27.2 79.0 4.6 5.6 28.5
December 27.1 76.0 4.7 7.4 27.8

Anual 26.8 79.9 5.6 5.8 28.0

The main requirement to meet is the condition ΔT ≥ 20 ◦C between the surface and
deep layers of the ocean. Conveniently, the ΔT is achieved as superficially as possible to
minimise the water pumping cost.

It can be seen in Figure 1 that the ΔT at San Andrés Island is greater than 20 ◦C
throughout the year, between the surface and 1000 m depth. In the period of highest
temperature, which occurs in September, it is observed that the ΔT is around 22.5 ◦C. In
the season of lowest temperature, which occurs in March, the ΔT is around 20 ◦C. It should
be noted that the blank spaces in Figure 1 mean that the depth is less than 1000 m in those
places. Consequently, it is convenient to select locations for the OTEC facility where the
access to 1000 m depth is easy. To this end, the bathymetry of the San Andrés Island is
presented in [14].

Figure 1. Differential on water temperature between surface and 1000 m depth around San Andrés
Island on March (left) and September (right).
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Figure 2 shows the bathymetric profile for seven points at San Andrés Island. The seven
points selected are Airport, Barrio Obrero, Hans Dive Shop, La Loma, Playa Rocky Cay,
San José, and Tana. The specific location of these points can be found in [14]. The bathy-
metric and temperature conditions of the seven points are presented in Table 2. Where
sizemp is the distance from the coast to where the platform break is generated, depthpb is
the depth where the platform break starts, distance f c is the distance from the coast to reach
1000 m depth, ΔTmin is the minimum temperature differential and ΔTmax is the maximum
temperature differential. It can be seen that the maximum width is around 4 km.

Figure 2. Bathymetric profiles around San Andrés Island, showing how high depths are reached near
the coast.

Table 2. Continental platform break in 7 points of San Andrés Island.

Cities
sizemp depthpb distance f c

Slope
ΔTmin ΔTmax

(km) (m) (km) (°C) (°C)

Aeropuerto 3.27 −39.52 7.85 165.46 19.88 22.38
Barrio Obrero 3.94 −58.74 8.00 191.21 19.97 22.49

Playa Rocky Cay 3.29 −36.39 8.75 160.34 19.94 22.40
San José 1.01 −41.37 10.32 59.48 20.03 22.40

Hans Dive Shop 0.42 −38.64 2.68 403.53 19.91 22.25
La Loma 0.75 −113.16 3.18 298.73 19.91 22.26

Tana 0.35 −43.86 2.49 324.77 19.91 22.24

Based on the climatological data, the San Andrés Island has an ideal temperature to
implement an OTEC plant, in addition to the other necessary characteristics, such as a
short distance between 1000 m deep and the coast, with a steep slope and a seabed without
many reliefs, the location must have low waves (height less than 3.7 m), and ocean surface
currents less than 1.5 m/s, and a low incidence of natural phenomena such as storms,
earthquakes, hurricanes, among others [54].

It is concluded that the best location for the OTEC facility is at Tana Point, at coordi-
nates 81º44′ W and 12º29′ N. Tana presents the 1000 m depth at 2.49 km; another advantage
is that the slope decreases rapidly from the break in the platform at 0.35 km until the
first kilometre. After that, it descends gently, being an advantage when establishing the
mooring system. On the other hand, the ΔTmin is 19.91 ◦C, and the ΔTmax is 22.24 ◦C, being
an ideal temperature for the optimal efficiency of an OTEC system. Therefore, this will be
the location chosen to analyse the economic feasibility of the OTEC plant.

4.2. Technical Conditions of the OTEC System

The technical conditions of the proposed system are described below.
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4.2.1. Development of the Energy Model

According to the calculations made in [55], they determined that about 4 m3/s of
surface water and 2 m3/s of deep water are required with ΔT ≈ 20 ◦C for each MW of net
electricity generated. An average speed of around 2 m/s is required for the seawater to
circulate through the pipes from deep water to the surface; in this way, pumping losses
more significant than 30% of the gross power are avoided [56]. Taking as a reference [57],
which states that 10% of the steam that enters the turbine can be converted into desalinated
water, this value is taken as a reference point in the calculations presented here.

An open-cycle OTEC of 2MW is chosen for the design, representing approximately
9.4% of the yearly electricity demand at San Andrés Island (160–187 GWh/year). Table 3
shows the variables used in the energy model.

Table 3. Summary of the variables with their respective values calculated for a 2 MW OTEC.

Symbol Quantity Values Units

HWF Hot water flow 8 m3/s
CWF Cold water flow 4 m3/s
WS Water speed m/s

IDHWP Internal diameter of hot water pipe 2.25 m
IDCWP Internal diameter of cold water pipe 1.59 m

SFT Steam flow in the turbine kg/s
MFDW Mass flow of desalinated water 9.37 kg/s
DWF Desalinated water flow L/s

Equations (3)–(10) present the calculations for the energy model; it should be noted
that these calculations are based on recommendations made by [55]. The values were
adjusted to meet the 2 MW objective of the proposed plant.

HWF = 4 m3/s · 2 = 8 m3/s (3)

CWF = 2 m3/s · 2 = 4 m3/s (4)

WS = 2 m/s (5)

IDHWP =

√
4 · 8 m3/s
2 m/s · ß

= 2.25 m (6)

IDCWP =

√
4 · 4m3/s
2 m/s · ß

= 1.59 m (7)

SFT = 8 m3/s · 1000 kg/m3 · 1.17% = 93.75 kg/s (8)

MFDW = 93.75 kg/s · 10% = 9.375 kg/s (9)

DWF = 9.37 L/s (10)

In Figure 3, it can be seen the system sketch, along with the amounts of water in both
liquid and gaseous states, which are calculated for each processing part. Table 4 presents
the values calculated in the RetScreen software, taking into account the thermodynamics of
a steam turbine [58]. A 2 MW plant can produce up to 15.8 GWh/year.
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Figure 3. A schematic diagram showing values for an open-cycle OTEC system of 2 MW.

Table 4. Operating Specifications for Steam Turbine.

Item Unity Value

Avaliability 90.0% 7884 h
Steam flow kg/h 337.50

Operating pressure kPa 3.00
Saturation temperature ◦C 23.00

Steam temperature ◦C 28.00
Back pressure kPa 1.00

Steam turbine efficiency % 22.00
Actual steam rate kg/kWh 166.88
Power capacity kW 2.02

Electricity exported to grid MWh 15.95
Electricity exported rate MWh 166.67

4.2.2. Sketch of the Power Plant

Due to the island’s conditions, an offshore floating OTEC is chosen. An offshore
installation is selected instead of an onshore one since San Andrés Island has a high
density and limited onshore space. On the other hand, the 1000 m depth is obtained near
the coast, reducing transmission costs to the coast of both the electrical energy and the
water produced. By the calculations shown above, the pipes’ sizes and the plant itself are
dimensioned. A preliminary design is created and shown in Figure 4.

4.2.3. Electrical Transfer Scheme

Since many companies and businesses have diesel plants, these could continue to be
used if the OTEC plant needs to stop for maintenance or it cannot provide the required
energy. For these cases, the electrical design is presented in Figure 5.

This transfer circuit would allow switching between the OTEC and the Diesel genera-
tion to the grid. The change occurs automatically when the power of the OTEC network is
not available, in which case it will take eight seconds, and the backup system will be acti-
vated. When the OTEC power returns, the backup system will be automatically deactivated,
eight seconds will pass, and the central system will re-enter.
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Figure 4. A layout for 2 MW OTEC floating device.

Figure 5. Electrical transfer circuit. In case of a failure, the electric transfer circuit is in charge of
switching between energy coming from the OTEC to a backup diesel plant.
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4.2.4. Analysis of Emissions

The emissions analysis gives a favourable result for the OTEC plant since, if it compares
the same generation of energy made with the existing diesel plants, an annual reduction of
2404 tons of CO2 can be obtained, equivalent to 1,032,932 L of gasoline not consumed.

In Table 5, it can be seen the broken down of this data, all of them calculated using
the RetScreen software by using statistical data on the production of greenhouse gases in
power generation plants.

Table 5. Emissions analysis. Net annual GHG emission reduction 2404 tCO2 is equivalent to
1,032,932 L of gasoline not consumed.

Base Case Electricity System (Baseline)

GHG emission GHG
factor T&D emission

(excl. T&D) losses factor
Country-region Fuell type tCO2/MWh % tCO2/MWh

Colombia All types 0.15 L 12.3 0.17

GHG emision reduction summary

Gross annual Net annual
Base case Proposed case GHG GHG

GHG GHG emission emission
emission emission reduction reduction

tCO2 tCO2 tCO2 tCO2

Power project 2741.7 337.2 2404.5 2404.50

4.3. Result of Economic Analysis

Apart from generating electricity, the OTEC power plant offers another essential
advantage: potable water production. In this paper, two possible scenarios for the OTEC
plant at San Andrés Island are examined, the first is without potable water production, and
the second is if potable water is produced and sold as a public service.

In both cases, an initial investment of 50% of the total project value is assumed by
the company that builds the OTEC system, while the other 50% is requested from exter-
nal financing with a 15-year loan. According to the current OTEC plants, it is estimated
that the cost of construction of one of these plants is, on average, USD 15,000 per kW,
without counting the transmission lines or the adjustments that must be made to the ter-
rain. It should be noted that the economic data for the construction of the plant and the
energy production itself were taken based on the OTEC built by the Natural Energy Labo-
ratory of Hawaii Authority (NELHA) [59], also taking into account importation costs and
Colombian labour.

4.3.1. Scenario 1: Without Production of Potable Water

Table 6 presents the information from the financial analysis. In this case, the total initial
cost is USD 39,245,257 and has an annual cost of USD 1,528,675 for salaries, maintenance
and payments for the external financing. The only income is the sale of electric energy,
approximately 15,945 MWh per year, which generates an average annual income of USD
2,657,472. Figure 6 shows the behaviour of the cash flow of scenario 1. The project starts to
be profitable after year 13; then, the profit exceeds the annual costs.
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Table 6. Initial and annual costs, and annual income, for Scenario 1.

Project Costs and Saving/Income Summary

Initial costs

Feasibility study 2.5% $1,000,000
Engineering 12.7% $5,000,000

Power system 79.9% $31,376,435
Balance of system & misc. 4.8% $1,868,822

Total initial costs 100% $39,245,257

Annual costs and debt payments

O&M $220,500
Fuel cost-proposed case 0
Debt payments-15 years $1,308,175

Total annual costs $1,528,675

Annual saving and income

Electricity export income $2,657,472

Total annual saving and income $2,657,472

Figure 6. Return on investment, and long-term cash-flow, for Scenario 1.

Using Equations (1) and (2) a LCOE of 0.22 USD/kWh is obtained for scenario 1.
Despite this value may be slightly high compared to [35], whose LCOE is around 0.2
USD/kWh, it is observed that the proposed system has a cost of 36% lower than diesel
production, which at this time is around 0.3 USD/kWh. Consequently, installing an OTEC
facility without desalination is economically viable on San Andrés Island.

4.3.2. Scenario 2: Potable Water as Public Service

In this case, the total initial cost is USD 42,395,257, as can be seen in Table 7. It is
more expensive than the first scenario because equipment must be purchased, and rooms
must be conditioned to convert the desalinated water into potable water (it is necessary
to adjust the pH to 7.7 and eliminate all types of pathogenic organisms by chlorination,
perchlorination or ozonation).
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Table 7. Initial and annual costs, and annual income, for Scenario 2.

Project Costs and Saving/Income Summary

Initial costs

Feasibility study 2.4% $1,000,000
Engineering 18.9% $8,000,000

Power system 74.0% $31,376,435
Balance of system & misc. 4.8% $2,018,822

Total initial costs 100% $42,395,257

Annual costs and debt payments

O&M $517.465
Fuel cost-proposed case 0
Debt payments-15 years $1,413,175

Total annual costs $1,930,641

Annual saving and income

Electricity export income $2,657,472
Other income (cost) - 30 year $295,492

Total annual saving and income $2,952,964

The annual cost is about USD 1,930,641 for salaries, maintenance, payments to the
bank, and potable water production. It has two incomes:

The sale of electric energy, approximately 15,945 MWh per year, which generates an
average annual income of USD 2,657,472.

The sale of potable water as public service, approximately 295,492 m3 per year, with a
standard price of 1 USD/m3. It represents an additional annual income of USD 295,492.

The two incomes add up to an annual total of USD 2,952,964. The project starts to be
profitable after year 15. After that, some profits greatly exceed the annual costs, as shown
in Figure 7.

Figure 7. Return on investment, and long-term cash-flow, for Scenario 2.

For scenario 2, the LCOE obtained is 0.26 USD/kWh, which remains competitive
concerning diesel production and makes installing an OTEC facility with desalination
economically viable at San Andrés Island.
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5. Conclusions

San Andrés Island has the ideal condition for the location of an OTEC power plant
since it meets all the technical and environmental conditions required, and a power plant
of this type would bring significant benefits to the island, such as an electrical system more
ecological, economic and stable, together with a more continuous potable water service.

The results show that the operation of an OTEC plant at San Andrés can be viable.
Of course, it requires a high initial investment, but given that it is a clean technology that
does not consume fuels and that can cogenerate associated products, in the long term, the
investment can be recovered and eventually give benefits.

However, it must be taken into account that the values obtained in this paper are based
on a theoretical analysis; these values would change when implementation is carried out
since it is possible that environmental factors and the type of soil, among others, impact
the costs of the plant. In this sense, it is recommended to carry out more detailed studies
regarding the installation and moorings costs in different parts of the island, which may
be lines of future research. However, the analysis performed in this work provides the
positive overall conclusion that it is worthy to seriously explore the installation of such a
facility in San Andrés since the system is economically feasible.
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The following abbreviations are used in this manuscript:

AT Air temperature
CWF Cold water flow
ΔT Temperature Gradient
DSR Daily solar radiation
DWF Desalinated water flow
ET Earth temperature
GHG Greenhouse Gases
HWF Hot water flow
IDCWP Internal diameter of cold water pipe
IDHWP Internal diameter of hot water pipe
LCOE levelized cost of energy
MFDW Mass flow of desalinated water
OTEC Ocean Thermal Energy Conversion
RH Relative humidity
SFT Steam flow in the turbine
T&D Transmission and distribution
WS Wind speed
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