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Preface to ”Sea Surface Temperature Retrievals from

Remote Sensing”

Since the launch of NOAA-7 on 23 June 1981, sea surface temperatures (SSTs) have been

derived from Earth-orbiting satellites. Thus, SSTs provide the longest time series of satellite-derived

ocean parameters, now spanning nearly four decades. Sensors such as the Moderate Resolution

Imaging Spectroradiometer (MODIS) and the Visible Infrared Imaging Radiometer Suite (VIIRS)

have provided increased spatial resolution, while Geostationary Platforms provide information on

the diurnal cycle and increased cloud-free detection of infrared-derived SSTs. Microwave sensors

continue to provide all-weather capability. The dual view capability of the Along-Track Scanning

Radiometer (ATSR) allows for the accurate determination of atmospheric corrections, critical for

climate data records.

This collection covers topics ranging from the detailed error analysis of SSTs to new applications

employed, for example, in the study of the El Niño–La Niña Southern Oscillation, lake temperatures,

and coral bleaching. New techniques for interpolation and algorithm development are presented,

including improvements for cloud detection. Analysis of the pixel-to-pixel uncertainties provides

insight into applications for high spatial resolutions. New approaches for the estimation and

evaluation of SSTs are presented. The collection provides an excellent overview of the current

technology, while also highlighting new technologies and their applications to new missions.

Overall, 17 papers have been published in this Special Collection. Below is a very brief highlight

of each paper.

The authors of “Sea Surface Temperature (SST) Variability of the Eastern Coastal Zone of the

Gulf of California” use sea surface from the Pathfinder Advanced Very High Resolution Sea Surface

Temperature Data Set as well as Moderate Resolution Imaging Spectroradiometer to examine the

space-time variability of SST in the eastern part of the Gulf of California. The authors found a

seasonal cycle as well as decreasing values from south to north. In “Quality Assessment of Sea

Surface Temperature from ATSR of the Climate Change Initiative (Phase 1)”, direct comparisons are

made between SSTs from Along-Track Scanning Radiometer (ATSR) instruments and drifting buoys.

Robust Standard Deviations ranging from 0.2 K to 0.3 K were derived.

In “Confirmation of ENSO-Southern Ocean Teleconnections Using Satellite-Derived SST”, the

authors examined teleconnections between SSTs in the Antarctic and Southern Oceans. The authors’

primary conclusion is that significant correlations exists between the oceanic basins, which influence

cooling and warming trends. The authors of “Spatio-Temporal Interpolation of Cloudy SST Fields

Using Conditional Analog Data Assimilation” apply an analog data assimilation technique to create

cloud-free level 4 SST products. A specific example using ocean current data is highlighted.

The article “Optimal Estimation of Sea Surface Temperature from AMSR-E” uses an optimal

estimation (OE) technique developed by the European Space Agency. The OE technique is applied to

a set of drifting buoys to estimate SSTs from the Aqua AMSR-E microwave instrument.

“Exploring Machine Learning to Correct Satellite-Derived Sea Surface Temperatures” applies

four statistical models to a set of co-located satellite/in situ data to determine which model best

predicts the errors. The advantage of the machine learning approach is that it considers the

non-linearity of the errors.

The authors of “The Accuracies of Himawari-8 and MTSAT-2 Sea-Surface Temperatures in

the Tropical Western Pacific Ocean” compare the quality of two geostationary Japanese satellites,

ix



MTSAT-2 and Himwari-8. Overall, comparisons with the TOGA-TAO measurements in the Western

Tropical Pacific showed the Himawari-8 SSTs had greater accuracies by approximately 0.15 K.

In the “Role of El Niño Southern Oscillation (ENSO) Events on Temperature and Salinity

Variability in the Agulhas Leakage Region”, the authors specifically examine the relationship between

the variability in the Agulhas retroflection and ENSO. Overall, using SST, sea surface salinity, and a

model, they determine that a strong relationship exists between ENSO and the Agulhas retroflection.

The authors of “Stability Assessment of the (A)ATSR Sea Surface Temperature Climate Dataset

from the European Space Agency Climate Change Initiative” show that the reprocessing of the

(A)ATSR data, under ESA’s Climate Change Initiative (CCI), leads to stability estimates of 0.01

degrees Kelvin/decade.

In the article “Bayesian Cloud Detection for 37 Years of Advanced Very High Resolution

Radiometer (AVHRR) Global Area Coverage (GAC) Data”, the authors apply the method of statistical

probability (Bayesian) to remove clouds from the AVHRR SST record. Comparisons with in situ data

indicate a reduction in bias and STD by 10%, critical for application to climate studies and the longest

satellite-derived measurement of SST from the AVHRR satellite.

The authors of “The Role of Advanced Microwave Scanning Radiometer 2 Channels within an

Optimal Estimation Scheme for Sea Surface Temperature” found that a 0.37-K accuracy could be

achieved using an optimal estimation approach for the derivation of SSTs. Critical to achieving this

accuracy was prior knowledge of errors, inclusive of instrument errors.

In “Remote Sensing of Coral Bleaching Using Temperature and Light: Progress towards an

Operational Algorithm”, the authors use SST from the Advanced Very High Resolution Radiometer

(AVHRR) to assess the impacts of temperature on coral bleaching. Their overall conclusion is that the

prediction of coral bleaching is dependent on both SST and light.

“Reconstruction of Daily Sea Surface Temperature Based on Radial Basis Function Networks”

shows that the Radial Basis Function Network improves on traditional OI approaches for gap filling,

especially under cloudy conditions. Comparisons with in situ data show that errors are reduced to

0.48 K for the specific example given during the passage of a hurricane.

The article “Submesoscale Sea Surface Temperature Variability from UAV and Satellite

Measurements” shows that in a comparison between MODIS-derived SSTs and experimental

infrared-derived in situ SSTs in the Arctic, significant subpixel variability exists. The highest

variability occurred in areas of high density and SST fronts.

In the article “Environmental Variability and Oceanographic Dynamics of the Central and

Southern Coastal Zone of Sonora in the Gulf of California”, 1-km SST data are used to examine

the variability in the Gulf of California and the correlation with climate indices, including ENSO.

High resolution data were used for both SST and Chlorophyll-a in the Sonora region off the Gulf of

California.

The paper “Determining the Pixel-to-Pixel Uncertainty in Satellite-Derived SST Fields” examines

the spatial variability of the data and applicability to submeso-scale and frontal studies. Two methods

are applied that use wavenumber spectra and variograms to determine the uncertainty.
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In the paper “Evaluation of the Multi-Scale Ultra-High Resolution (MUR) Analysis of Lake

Surface Temperature”, the MUR SST data is validated in three different lakes: a small, a medium,

and a large sized lake. Larger biases were directly linked to cloud issues, as well as the application of

the ice mask. Overall trends from the buoys and the MUR dataset were well correlated.

Jorge Vazquez-Cuervo, Xiaofeng Li

Special Issue Editors
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Abstract: The coastal zones are areas with a high flow of energy and materials where diverse
ecosystems are developed. The study of coastal oceanography is important to understand the
variability of these ecosystems and determine their role in biogeochemical cycles and climate change.
Sea surface temperature (SST) analysis is indispensable for the characterization of physical and
biological processes, and it is affected by processes at diverse timescales. The purpose of this work
is to analyze the oceanographic variability of the Eastern Coastal Zone of the Gulf of California
through the study of the SST from time series analysis of monthly data obtained from remote sensors
(AVHRR-Pathfinder Version 5.1 and Version 5 resolution of 4 km, MODIS-Aqua, resolution of 4 km)
for the period 1981 to 2016. The descriptive analysis of SST series showed that the values decrease
from south to north, as well as the amplitude of the warm period decrease from south to north (cold
period increase from south to north). The minimum values occurred during January and February,
and ranged between 18 and 20 ◦C; and maximum values, of about 32 ◦C, arose in August and
September. Cluster analysis allowed to group the data in four regions (south, center, midriff islands
and north), the spectral analysis in each region showed frequencies of variation in scales: Annual (the
main), seasonal, semiannual, and interannual. The latter is associated with the El Niño and La Niña
climatological phenomena.

Keywords: sea surface temperature (SST); oceanographic variability; Eastern Coastal Zone;
Gulf of California

1. Introduction

The coastal zones are wide geographical areas with intense physical, chemical and biological
interactions with strong exchange of energy and materials between the terrestrial environment, aquatic
environment and the atmosphere [1]. The coastal zones have high primary productivity levels and
play important role in the biogeochemical cycles [2]. These areas support high abundance of natural

Remote Sens. 2018, 10, 1434; doi:10.3390/rs10091434 www.mdpi.com/journal/remotesensing1
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resources, providing refuge, feeding and spawning areas for diverse organisms, and enhancing
activities like tourism, aquaculture and fisheries [3].

The Gulf of California is a marginal sea located in the Eastern Pacific Ocean, surrounded by arid
environment that encompasses the Baja California Peninsula, and the states of Sonora, Sinaloa, and
Nayarit, with an average length and width of 1400 and 150–200 km respectively and basins (deepening
to the south) separated by sills [4,5]. Tidal currents, the transfer of wind moment, upwelling and
high solar heating determine a strong physical dynamics [5]. Northwest Winds from December to
May produce intense upwelling processes off the Eastern Coast. During these “winter conditions”,
nutrients supply enhance the growth of phytoplankton communities. While, from July to October, the
prevailing winds from the southeast, are weak and do not have enough energy to break the strong
thermal stratification of the water column in summer, these “summer conditions” do not have an effect
on the levels of phytoplankton biomass on the western coast [5,6]. The months of June and November
are considered periods of transition between both conditions [7]. On the other hand, the Baja California
Peninsula has mountain ranges that prevent the low-level clouds from the Pacific Ocean influencing in
the gulf generating cloud-free most of the time with exceptions in summer when the tropical air from
the south moves into the gulf [8].

The Eastern Coast of the Gulf of California is characterized by diverse water bodies, that play
an important role in fisheries. This coastal zone has a coastal plain with an extensive deltaic river
formed by the Colorado, Sonora, Yaqui and Mayo Rivers [9]. The seasonal coastal winds develop a
sea surface circulation along the coast, to the south during October–March, and to the north during
June–September [8,10].

Sea surface temperature (SST) is considered the most important variable in oceanography, it
is considered an essential climate variable (ECV) and essential ocean variable (EOV) [11], because
influences many physical, chemical and biological properties of oceans, and is an effective indicator of
changes in marine ecosystems [12]. SST is considered the most important variable in oceanography.
The SST temporal spatial distribution is useful in the location of thermal fronts, current systems
in the oceans and the exchange of thermal energy between the ocean and the atmosphere [13]. In
the recent years, the anthropogenic activities have increased contributing to climate change through
modifications of physical and chemical aspects in the marine ecosystems [14,15]. Global warming
associated with anthropogenic climate change impacts both mean SST, and as well as the thermal
and atmospheric processes that affect ocean circulations. It also has influence on the physiology,
behavior and demographic aspects of organism, altering size, structure, range of distribution, and
abundance of populations consequently generating changes the trophic routes and the community
and functions of the ecosystem [15]. The changes in the SST have as a consequence, alterations in
the marine biological processes, from individuals to ecosystems, in local to global scales, impacting
the ecosystem services [16]. The SST as an ECV is of great importance for the study, monitoring and
management of the marine environment since it allows to quantitatively estimate recent changes and
their effect on ecosystem services [12].

When analyzing SST variability, it is important to study its trends of change associated with
environmental modifications that can occur of a natural or anthropogenic form [17]. From this
perspective, remote sensing is a technique that can provide a high temporal resolution with a wide
coverage of environmental variables; besides, their cost is lower than in situ measurements from
boats that are not considered optimal when looking for long and large regions. The use of satellite
images, through remote sensing, has allowed having accurate information on a global scale describing
the physical and biological aspects of the oceans [18]. One of the disadvantages of remote sensors
are uncertainty of SST retrievals in the presence of clouds, atmospheric gases and aerosols [19]. The
analysis of SST in marine environments can be a challenge due to the variety of available remote
sensors characteristics and resolution (spatial, spectral, radiometric and temporal). The coastal areas
are sites with large spatial and temporal fluctuations, showing a high complexity, their study requires
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the analysis of high-resolution processes [20,21]. Remote sensing provides adequate resolution of SST,
a very important variable in oceanography that contributes to their long-term studies [20].

Several time series analyses have shown that sea surface temperature in the Gulf of California
varies on seasonal to interannual scales [22,23]. Soto-Mardones et al. [22] found a decrease in the
sea surface temperature from south to north, and also that the annual scale is responsible for most
of the SST variability oscillating in phase with minor north-south variations. Escalante et al. [24]
also reported this decrease of the SST average from south to north along the Gulf of California, with
clear differences between the warm (summer and autumn) and cold (winter and spring) conditions
for the entire gulf. Robles and Marinone [25], as well as Ripa and Marinone [26] found a clear
seasonal SST variability across the Guaymas Basin in the Central Gulf of California: Winter conditions
extend from December to April and summer conditions from June to October with transition periods
in May and November. Valenzuela-Sánchez [23] worked in the Central Region of the Gulf of
California focusing on SST off Guaymas Bay, concluding that the annual cycle dominates following
the semiannual signal. Interannual variability was associated with the cyclonic north equatorial
circulation composed of the North Equatorial Countercurrent, the North Equatorial Current and the
Costa Rica Current [27], El Niño-La Niña, and also with the Interdecadal Variability of the Pacific
Ocean [28]. García-Morales et al. [29] analyzed meso-scale phenomena, and their influence on SST
in the southern and central region of the coastal area of the State of Sonora. They showed that
environmental conditions in the Gulf of California have a great influence, seasonal and interannual, of
the meteorological and oceanographic processes variability of the Pacific Ocean. The studies in the
eastern side of the Gulf of California have done in coastal lagoons and bays, but there are lack of studies
along this coastal zone to analyze its oceanographic variability. These areas are vulnerable to natural
and anthropogenic changes, and it is required to provide more environmental and oceanographic
information along this area through the SST analysis considered important in the marine ecosystems.
According to Heras-Sánchez [30], there are clear differences in the Western and Eastern Coast of the
Gulf of California, with clear variability in the SST values. Lon-term observations in coastal zones are
important for the analysis and prediction of changes in marine ecosystems allowing developing an
adequate management of the marine and coastal resources. The SST analysis allows us to establish
ecological characterizations, change trends associated with environmental and oceanographic factors,
how it influences the ecosystem and its possible effect on the distribution and abundance of marine
resources, promoting knowledge of oceanography of the Eastern Coastal Zone by remote sensing.
The Gulf of California is often cloud free, which makes it ideal for observations using satellite remote
sensing techniques [8]. Therefore, the objective of this work is to describe the spatial and temporal
variability (regional and monthly) of the SST in the Eastern Coastal Zone of the Gulf of California
using a 415-month (September 1981–March 2016) series of remote sensor databases.

2. Materials and Methods

2.1. Study Area

This study comprised the Eastern Coastal Zone of the Gulf of California (from the north of
Sinaloa State to the delta of the Colorado River) (Figure 1). This coastal region has a great diversity of
costal ecosystems with several important fishing ports like Yavaros, Guaymas and Puerto Peñasco,
and highly productive irrigated farmlands are located in the coastal plain; it also has a high fertility
induced by coastal upwellings [31]. The central region has a seasonal pattern of biological production,
pigment concentration, pigment-rich water is found at northeast side (continental side) during early
winter (November to December), and sometime later this water expands to southwestern region
(peninsula side). Summer conditions contracts the rich water in the opposite direction, remaining a
small rich area in the northeastern central coastal zone [32–34]. In the Midriff Islands area, there is a
vertical distribution of nutrients constantly associated to tidal mixing [35]. Hidalgo-González et al. [36]
indicated near from the Tiburón Island and Ángel de la Guarda Island there are sills and deep basins

3



Remote Sens. 2018, 10, 1434

forming tidal streams developing a particular behavior in the distribution of the temperature with
different levels in the south of Ángel de la Guarda and Tiburón Island [37]. We retrieved SST data
from 17 georeferenced sites (sampling points), from the Eastern Coast of the Gulf of California. These
sampling points were 60 km separated from each other and 30 km from the coastline, that ranges from
the northern Sinaloa to northern Sonora (Table 1).

Figure 1. Map of the Eastern Coastal Zone of the Gulf of California showing the location of the
sampling points where monthly sea surface temperature (SST) was measured for environmental and
oceanographic analyses. Ocean surface circulation: Warm period (red) and cold period (blue) [38].

Table 1. List of geographic coordinates of the sampling points of the Eastern Coastal Zone of the Gulf
of California.

Sampling Point Geographic Coordinates Sampling Point Geographic Coordinates Sampling Point Geographic Coordinates

1 24◦48′N, 108◦24′W 8 27◦36′N, 111◦W 15 30◦24′N, 113◦18′N
2 25◦12′N, 108◦54′W 9 28◦N, 111◦36′W 16 30◦48′N, 113◦24′W
3 25◦36′N, 109◦42′W 10 28◦24′N, 112◦W 17 31◦12′N, 113◦48′W
4 25◦60′N, 109◦42′W 11 28◦42′N, 112◦12′W
5 26◦24′N, 109◦42′W 12 29◦12′N, 112◦42′W
6 26◦48′N, 110◦12′W 13 29◦36′N,112◦54′W
7 27◦12′N, 110◦48′W 14 30◦N, 113◦6′W

2.2. Oceanographic Characterization and Obtaining Data of the Sea Surface Temperature (SST)

The SST data were obtained of the Physical Oceanography Distributed Active Archive Center
(PODAAC) of the Jet Propulsion Laboratory California Institute of Technology (https://podaac.jpl.
nasa.gov/) and OceanColor Web (https://oceancolor.gsfc.nasa.gov/) from NASA, processed at level 3
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and downloaded in HDF (Hierarchical Data Format). The data processing from PODAAC at level 3
consist on variables mapped on uniform space-time. The all-pixel SST files contain values for each
pixel location, including those contaminated with clouds or other sources of error. The Overall Quality
Flag values may be used to filter out these unwanted values. The SST value in each pixel location
is an average of the highest quality AVHRR Global Area Coverage (GAC) observations available in
each roughly 4 km bin. First-guess SST, the Pathfinder algorithm uses a first guess SST based on the
Reynolds Optimally Interpolated SST (OISST), Version 2 product. The OISST V2 is also used in the
quality control procedures. That is this parameter indicates the number of AVHRR GAC observations
falling in each approximately 4 km bin, as well as standard deviation of the observations in each 4 km
bin. Overall Quality Flag, the overall quality flag is a relative assignment of SST quality based on a
hierarchical suite of tests. The Quality Flag varies from 0 to 7, with 0 being the lowest quality and 7 the
highest. For most applications, using SST observations with quality levels of 4 to 7 is typical, this being
the quality indicator that was used to validate the AVHRR GAC images, since the of the pixels of poor
values (level 0) are discarded in the first tests of condition, quality or error. For applications requiring
only the best-available observations (at the expense of the number of observations), use quality levels
of 7 only [39].

The data processing from OceanColor are of geophysical variables that have been projected onto
a well-defined spatial grid over a well-defined time period, each file contains an equirectangular
projection and a registration of structure square cells grids grid of floating-point values for a single
geophysical parameter. NASA standard processing and distribution of the SST products from the
MODIS sensors is now performed using software developed by the Ocean Biology Processing Group
(OBPG). The OBPG generates Level-2 SST products using the Multi-Sensor Level-1 to Level-2 software
(l2gen), which is the same software used to generate MODIS ocean color products. The SST algorithm
and quality assessment logic are the responsibility of the MODIS Science Team Leads for SST (currently
P. Minnett and R. Evans of the Rosenstiel School of Marine and Atmospheric Science at the University
of Miami). The description is valid for both the standard products distributed by the OBPG through
the ocean color web and the products delivered to the Physical Oceanography DAAC, where the
latter are subsequently repackaged for GHRSST distribution. MODIS Aqua Global Level 3 Mapped
Thermal SST products consists of sea surface temperature (SST) data derived from the 11 and 12 um
thermal IR infrared (IR) bands (MODIS channels 31 and 32). Daily, weekly (8 day), monthly and annual
MODIS SST products are available at both 4.63 and 9.26 km spatial resolution and for both daytime
and nighttime passes. This particular dataset is the MODIS Aqua, thermal-IR SST level 3, 4 km, daily,
daytime product (ftp://podaac-ftp.jpl.nasa.gov/allData/modis/L3/docs/modis_sst.html).

The sensors used of the PODAAC portal to obtain the SST data were Advanced Very High
Resolution Radiometer (AVHRR-Pathfinder Version 5.1) for the period from September 1981 to January
1985 and Advanced Very High Resolution Radiometer (AVHRR-Pathfinder Version 5) for the period
from February 1985 to June 2002. These sensors correspond to day period in Celsius degrees (◦C) with
pixel size 4 × 4 km2. However, due the AVHRR-Pathfinder sensor only presents SST data until 2009,
the other sensor used was Aqua MODIS Sea Surface Temperature (11μ daytime) in scale of degree
centigrade (◦C) with a resolution of 4 km from the OceanColor Web for the period from July 2002 to
March 2016 with the objective to construct and continue a database of 415 months. This last sensor
is of the new generations of radiometers that combine a wider range of spectral measurement with
improvements in technology, the values measured with both sensors are similar [40]. The satellite
images were processed with the Windows Image Manager (WIM), WimSoft version 9.06 Software
(Copyright Mati Kahru 1995–2015) to obtain the SST monthly mean data of the 17 sampling points
transect of the coastal zone.

2.3. Analysis and Processing Monthly Data of SST

Before performing the statistical analysis that will be presented here, SST data were previously
inter-calibrated to adjust the values from the different sensors used, by means of lineal regression in
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each one of the data pair where the SST were obtained. This process was developed using a five years’
period where both sensors coincide (July 2002–July 2007), a strong correlation between both data and
an intersection that is not significantly different from zero indicated that the values are practically
similar. Monthly SST comparisons of different sensors have done to validate the combination of these
sensors, obtaining a similar distribution pattern and a high correlation coefficient justifying the analysis
of long SST time series from different sensors [40]. Each regression equation (AVHRR-Pathfinder VS
Aqua MODIS) was used to adjust the SST data of the Aqua MODIS.

Once the sensor data were inter-calibrated, a cluster analysis was carried out, with the purpose of
grouping the sampling points with greater homogeneity among them, and greater difference (statistical
distance) between the groups. A nonparametric test (Kruskal-Wallis, p < 0.05) was used to show the
statistical differences between the groups obtained from the cluster analysis. A descriptive analysis
that includes tables, box plots and Receiver Operating Characteristic (ROC) curves were done to
analyze the climatology and time series by regions and during the different months. The ROC curves,
is a statistical tool, which are widely used for assessing the performance of classification algorithms.
The class assignment is made comparing a score or measurement, with a threshold: If the score is
above the threshold, it is assigned to one class, otherwise, is assigned to the other class [41]. In this
way, ROC curves allows us to identify if we could differentiate between two regions, based on their
mean SST values. On the other hand, a simple way to see if the classifier has the ability to discriminate
between two populations or in this case, two regions, is checking if the Area Under the Curve (AUC)
is significantly greater than 0.5, the chance diagonal. From an averaged time series of each group, a
Fast Fourier Transform was performed to obtain the spectral density. The software Statistical Software
version 7.5 and R Software version 3.3.2 performed all the analyzes.

3. Results

3.1. Distribution and General Variability of SST

The overall SST distribution (Figure 2) evince a latitudinal gradient. The warmest SST values
were located at the entrance of the gulf, with average values higher than 26 ◦C, and the coldest SST
values from the Midriff Islands to the north, with average values lower than 24 ◦C.

Figure 2. Hovmoller diagram of the Sea Surface Temperature (SST) of Eastern Coastal Zone of the Gulf
of California.

The coastal zone SST rapidly increases from minimum values of 18 to 20 ◦C (January and February)
to maximum temperatures of 30 to 32 ◦C (August and September). Two well defined periods were
observed in the annual SST pattern for the Eastern Coast of the Gulf of California: Warm period with
SST higher than 25 ◦C, and cold period with SST lower than 25 ◦C, May–June and November are
transitions periods with temperatures around the 25 ◦C (Figure 3).
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Figure 3. Climatology of the SST of the Eastern Coastal Zone of the Gulf of California.

3.2. Characterization of Regions

Cluster analysis clearly grouped the SST values in four clusters from 20 linkage distance units
(Figure 4). The first group includes from the first to the third sampling point, South Region. The second
group, Central Region, comprises from the fourth to the tenth sampling point. The third group is the
Midriff Islands Region that covers only the eleventh sampling point, and the fourth group is the North
Region that spans from the twelfth to the seventeenth sampling point. These regions will be analyzed
from now on (Table 2).

Figure 4. Cluster analysis of the sampling points of the Eastern Coastal Zone of the Gulf of California.
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Table 2. Classification of the Regions of the sampling points of the Eastern Coastal Zone of the Gulf
of California.

Sampling Point Region Sampling Point Region Sampling Point Region

1 South Region 8 Central Region 15 North Region
2 South Region 9 Central Region 16 North Region
3 South Region 10 Central Region 17 North Region
4 Central Region 11 Midriff Islands Region
5 Central Region 12 North Region
6 Central Region 13 North Region
7 Central Region 14 North Region

3.3. Time Series and Climatology

The averaged time series for SST of each group showed values between 12 and 36 ◦C. The South
Region presented the narrowest range, between 17 and 32 ◦C (Figure 5), while Central Region has a
range of values between 16 and 32 ◦C (Figure 6). On the other hand, Midriff Islands Region (Figure 7)
presented the widest range of values (12 to 36 ◦C) and the North Region (Figure 8) has the similar
range as the Central Region.

Figure 5. Time series of the SST of the South Region of Eastern Coastal Zone of the Gulf of California.

The SST anomalies varied from −5.5 to 4.3 ◦C. The South Region has the narrowest range
between −2.9 and 2.8 ◦C (Figure 9) and the Midriff Islands Region showed the widest range of values
between −5.5 and 4.3 ◦C (Figure 10). The Central and North Region anomalies varied from −4.1
to 2.9 ◦C (Figure 11) and −4.8 and 2.4 ◦C (Figure 12). The SST anomalies were compared with a
database of Southern Oscillation Index (SOI) from the Equatorial Pacific Ocean downloaded from
ClimateDateGuide (https://climatedataguide.ucar.edu/climate-data/nino-sst-indices-nino-12-3-34-4-
oni-and-tni) with a range between −3.4 and 4.2 indicating that the positive anomalies are associated to
El Niño event and a negative anomalies are associated to La Niña event.
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Figure 6. Time series of the SST of the Central Region of the Eastern Coastal Zone of the Gulf
of California.

Figure 7. Time series of the SST of the Midriff Islands Region of Eastern Coastal Zone of the Gulf
of California.
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Figure 8. Time series of the SST of the North Region of the Eastern Coastal Zone of the Gulf of California.

Figure 9. Time series of the SST anomalies of the South Region of the Eastern Coastal Zone of the Gulf
of California.
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Figure 10. Time series of the SST anomalies of the Central Region of the Eastern Coastal Zone of the
Gulf of California.

Figure 11. Time series of the SST anomalies of the Midriff Islands Region of the Eastern Coastal Zone
of the Gulf of California.

Some overall statistics for SST are described in Table 3. This table contains the mean, standard
deviation, as well as the maximum and minimum of SST, for each region, and clearly, we can observe
a decrease in the SST mean value from south to north region.
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Figure 12. Time series of the SST anomalies of the North Region of the Eastern Coastal Zone of the
Gulf of California.

Table 3. Descriptive statistics of SST for each region of the Eastern Coastal Zone of the Gulf of California.

Region Mean ± SD (◦C) Maximum (◦C) Minimum (◦C)

South 25.81 ± 4.28 32.43 16.76
Central 24.80 ± 4.77 32.41 15.71

Midriff Islands 23.67 ± 5.68 36.30 11.90
North 23.49 ± 5.01 31.83 15.48

For each of these regions a similar variability was observed, with different time intervals of the
transitions periods around 25 ◦C (Figure 13). The South Region present the transition to summer
between April and May reaching maximum values in August and September for seven months of
warm period with a mean of 28.53 ◦C and a maximum of 32.43 ◦C, while the transition to winter starts
between November and December reaching the minimum values in February for five months of cold
period with a mean of 22.10 ◦C and a minimum of 16.76 ◦C. The Central Region begins its transition to
summer between May and June reaching the maximum values in August and September for seven
months of warm period with a mean of 28.55 ◦C and maximum of 32.41 ◦C, while the transition to
winter starts again between November and December obtaining minimum values in January and
February for six months of cold period with a mean of 21.12 ◦C and a minimum of 15.71 ◦C. The
Midriff Islands Region begins the transition to summer between May and June with maximum values
in August for five months of warm period with a mean of 28.77 ◦C and maximum of 36.30 ◦C, while
the transition to winter that starts between October and November with minimum values in January
for seven months of cold period with a mean of 20.08 ◦C and a minimum of 11.90 ◦C. The North
Region has a summer transition that begins in June with maximum values in August for four months
of warm period with a mean of 29.01 ◦C and a maximum of 31.83 ◦C, while the transition to winter
begins between October and November having minimum values in February for eight months with a
mean of 20.76 ◦C and a minimum of 15.48 ◦C.
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Figure 13. Climatology of the SST of each region of the Eastern Coastal Zone of the Gulf of California.

According to the statistics for SST during each one of the periods (warm and cold) that are
described in Tables 4 and 5, the SST gradients are reversed in each period. During the warm period,
the months of summer decreased in time from south to north, as well as SST mean values increased
from south to north. During the cold period, the months of winter increased in duration and the SST
mean values decreased from south to north.

Table 4. Descriptive statistics of SST for each region of the Eastern Coastal Zone of the Gulf of California
(warm period).

Region Time Mean ± SD (◦C) Maximum (◦C) Minimum (◦C)

South 7 Months 28.53 ± 3.00 32.43 19.49
Central 6 Months 28.55 ± 2.96 32.41 18.94

Midriff Islands 5 Months 28.77 ± 3.32 36.30 13.92
North 4 Months 29.01 ± 2.18 31.83 24.03

Table 5. Descriptive statistics of SST for each region of the Eastern Coastal Zone of the Gulf of California
(cold period).

Region Time Mean ± SD (◦C) Maximum (◦C) Minimum (◦C)

South 5 Months 22.10 ± 2.68 28.03 16.76
Central 6 Months 21.12 ± 3.06 30.79 15.71

Midriff Islands 7 Months 20.08 ± 3.99 34.85 11.90
North 8 Months 20.76 ± 3.55 29.47 15.48

For the comparison of the monthly SST values in the warm and cold period between the four
regions, a Kruskal-Wallis test was performed. The monthly SST values of the warm period between
these regions were not statistically different (p = 0.7763); however, the monthly SST winter values
were statistically different (p < 0.0001). Differences of monthly SST mean of the cold period values
were confirmed by a Bonferroni multiple comparison post hoc test. Significant p values (2-Tailed) are
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denoted with an asterisk in Table 6, where can be observed that only North and Central Regions are
not statistically significant.

Table 6. Multiple comparison p values (2-Tailed) of the monthly values of the cold periods with a
Bonferroni adjustment of each one of the regions of the Eastern Coastal Zone of the Gulf of California.
Asterisk (*) denotes probability values of statistical differences.

South Central Midriff Islands North

South 0.003880 * 0.000000 * 0.000000 *
Central 0.003880 * 0.000094 * 0.339130

Midriff Islands 0.000000 * 0.000094 * 0.048219 *
North 0.000000 * 0.339130 0.048219 *

A Box-Whisker plot for winter SST mean values can be observed in Figure 14, where a clear
difference in variability can be seen. Graphically the differences between the regions obtained in
Table 5 were presented using ROC Curves based on the mean SST values. It is clear that during the
warm period the South and Midriff Islands Regions are practically similar with a low sensitivity and
specificity levels (0.617, 0.462) and a confidence interval for the Area Under the Curve (AUC) of (0.47,
0.584), where 0.5 is into this interval (Figure 15), being not possible to discriminate between these
regions. However, during the cold period the results were different obtaining a high sensitivity but
low specificity levels (0.943, 0.473) and a confidence interval of (0.656, 0.755) for AUC, obtaining clear
differences between these regions (Figure 16).

Figure 14. Variance distribution of the monthly SST values during cold period of each one of the
regions of the Eastern Coastal Zone of the Gulf of California.
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Figure 15. ROC curve analysis of the South and Midriff Islands Regions of the Eastern Coastal Zone of
the Gulf of California (warm period).

Figure 16. ROC curve analysis of the South and Midriff Islands Regions of the Eastern Coastal Zone of
the Gulf of California (cold period).

3.4. Fourier Analyses

The SST spectral analysis of the regions (Figures 17–20) showed that the main frequencies are
annual associated with maximum levels in summer and minimum levels in winter, semiannual
(six months), and also interannual (periods of three to five years), whose frequencies of variation
are associated to global climatological-oceanographic phenomena such as El Niño and La Niña.
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In addition to all these frequencies, also a seasonal variability can be observed in some regions
(South, Central and Midriff Islands), but not at the North Region. The spectral analysis showed an
increase in the semiannual frequency from the South to the North Region as well an increase in the
seasonal frequency in the Midriff Islands Region reaching almost the same semiannual spectral density
level. The interannual frequency rise in the Midriff Islands Region, as well, a possible rise of the
decadal frequency.

Figure 17. Spectral Analysis for the SST of the South Region of the Eastern Coastal Zone of the Gulf
of California.

Figure 18. Spectral Analysis for the SST of the Central Region of the Eastern Coastal Zone of the Gulf
of California.
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Figure 19. Spectral Analysis for the SST of the Midriff Islands Region of the Eastern Coastal Zone of
the Gulf of California.

Figure 20. Spectral Analysis for the SST of the North Region of the Eastern Coastal Zone of the Gulf
of California.

4. Discussion

The SST during the year is similar to the values reported by Robles and Marinone [25] and
Valenzuela-Sánchez [23] allowing establishing a general climatology, highlighting the occurrence of
two clearly defined periods. A warm and a cold period, with very short transition periods. The
climatology of the Gulf of California has been described by Roden [42], showing clear latitudinal
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differences and from the east and west coasts, related to atmospheric circulation and mountain ranges
that influences its circulation. The SST mean values of the study area decreased from south to north
during the warm period, and reversed during the cold period. This gradient from south to north is
similar to the results for whole Gulf of California described by Soto-Mardones et al. [22], Escalante
et al. [24] and Hidalgo-González and Álvarez-Borrego [43]. This SST distribution, during the warm
period, can be explained by the fact that the direct communication with the Tropical Pacific Ocean
allows the entry of Equatorial Surface Water [29,44], and inside the Gulf of California it is modified by
greater solar irradiance and evaporation effects [42], generating this gradient. During the cold period,
SST decrease inside the Gulf by physical dynamics such tidal and wins mixing [25], mainly in the
Midriff Islands and North Regions. In addition, the effect of the continental meteorological conditions
in the northern Gulf of California are important in the decrease of the SST [42,45]. Low temperatures
are found all around the year in the Midriff Islands, where winds and tides [46], hydraulic jump [8]
and strong currents through the narrow channels mix the water column. López et al. [47] reported a
decrease on SST in this region, coldest SST were associated to tidal pumping and mean flow in the sills
in the southern part of this region, developing a particular circulation pattern that generates persistent
upwelling of deep waters causing low SST values, high productivity and well mixed conditions
throughout the water column. A more constant SST at the entrance of the Gulf allows these gradients
to exist, as well as, the varying duration of warm or cold periods. The further south the duration of the
warm period is longer, and the cold period is shorter.

Based on the Cluster analysis, four regions were obtained: South, Central, Midriff Islands and
North. Different regionalizations have made for the whole Gulf based on different aspects: Round [48]
on the phytoplankton remains in sediments. Santamaría-del-Angel et al. [6] used a time series of Chl a
in a number of stations throughout the gulf and for a short period (eight years). Hidalgo-González
and Álvarez-Borrego [43] analyzed Chl a data during the cold season along the Gulf of California
and Heras-Sánchez [30] used a combination of SST and Chl a for a period of 18 years included in
their regionalizations the coastal zone of the Gulf. Our results agree with Hidalgo-González and
Álvarez-Borrego [43], and also are very similar with Heras-Sánchez [30], who identified four regions
of the Gulf of California with three trophic levels with a clear seasonality. The results of this work
are different from Santamaría-del-Angel et al. [6], because they obtained 14 regions using eight years
chlorophyll weekly composites of the Coastal Zone Color Scanner data. The high chlorophyll variability
associated to physical phenomena such as the movement of water masses and the upwelling systems
generated a greater number of regions along the Gulf of California.

The South Region is directly influenced by the tropical Pacific, and has a more homogenous
temperature distribution throughout the year. During the summer with the northward displacement
of the Inter-Tropical Convergence Zone (ITCZ) [27], there is advection of water of tropical origin. The
SST climatology of this region, maximum values during August and September and minimum during
January and February, agreed with the observed by Castro et al. [49] at the entrance of the Gulf of
California, showing a seasonal increase of the thermocline, due to the exchanges that take place when
alternating the inflow and outflow of water masses. These conditions reported by Castro et al. [49]
can extend to the Central Region, and agree with the one reported by Robles and Marinone [25] in the
Guaymas Basin. They found winter conditions from December to April and summer conditions from
June to October, with an increase of SST from 16◦ in February–March to 31 ◦C in August. The SST
values were similar to Valenzuela-Sánchez [23], Soto-Mardones et al. [22] and García-Morales et al. [29],
as well as in this study. Bernal et al. [50] report that the variability in this region is caused by the effects
of seasonal winds and the oceanographic influence from the Pacific Ocean, the seasonal coastal winds
develop a sea surface circulation along the Eastern Coast, to the south during October–March and
to the north during June–September [8]. Robles and Marinone [25] suggested an advection process
of the California Current Water and indicated that Subtropical Subsurface Water may occur around
the year in this region, but vertical mixing during winter attenuated their characteristics. Midriff
Islands and North Regions presented the lowest minimum in comparison with the ones observed in
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Central and South Regions. This minimum value is due to the mixing processes in the Midriff Islands
Region, system of fronts influenced by seasonal winds and the development of coastal upwellings
in the Eastern Coast [8]. Strong currents take place at the channels between the islands, particularly
at the Sonora Coast, El Infiernillo Channel is a narrow and shallow channel between Tiburon Island
and mainland that allows a well-mixed water column. The North Region is considered a shallow
area [4,22], and subjected to a strong tidal mixing in a vertical form as well by the effect of the gravity
currents [51] that modulate the distribution pattern of the temperature, the lowest averaged SST
observed. However, the maximum temperature values associated with the summer months cause the
climatology between each of the regions to cover the same range of values, indicating little difference
between them, probably due to the stratification effect, causing the surface temperature of the sea to be
constant in each of the regions. In this region, the influence of the continental climate, surrounded by
desert with high solar irradiance may be part important of higher temperatures during warm periods.

The range of average annual values was very wide, and almost of the same magnitude, in all the
regions of the Eastern Coast of the Gulf. In such a way, the main frequency of variation in each of
the regions was the annual, same frequency that was observed by Garcia-Morales et al. [29], Lavín
et al. [28] and Herrera-Cervantes et al. [52]. Soto-Mardones et al. [22] showed that the annual scale
determines most of the SST variability with small variations from south to north and a warming and
cooling process in the entire gulf. The annual variability in the gulf is determined by the influence
of the Tropical Pacific Ocean, through the displacement of the Inter-Tropical Converge Zone (ITCZ)
that develops latitudinal displacements of all the current systems and consequently modulating the
SST values at a seasonal scale [38,53] as well by the influence of the continental climate [42,45]. In
addition, the semiannual variability was observed in the four regions. Soto-Mardones [22] showed an
increase of the semianual and annual amplitude to the north, with a maximum in the Islands Region.
The winds in the gulf are strong and dominant from the northwest (NW) in winter-spring, and weak
in summer–autumn with a main component of the southeast (SE) [42,45], upwelling is present in the
Eastern Coast during the cold period, while in the warm period the Eastern Coast presents a strong
stratification [22,45], with a great semiannual variability in SST. Furthermore, associated to this, winds,
surface circulation changes from warm (coastal circulation to the north) to cold (coastal circulation
to the south) periods [8]. In the region of the islands, this effect is more important because in this
region other physical processes increase semiannual variability: Tide mixing and water and heat flows
between the north and central gulf [4,38]. The seasonal cycle is present in these regions, except in the
Northern Region, where it is clear that they dominate the annual and semiannual signal, possibly due
to a greater influence of the continental desert climate. Ripa and Marinone [26] indicated a significant
seasonal cycle associated to the interaction with the atmosphere through turbulent diffusion of heat, as
well horizontal physical processes that contribute in the heat balance in the upper layers. A five-year
signal was detected in each of the regions of the coastal zone, this interannual variability is associated
with periods such as the El Niño Southern Oscillation. This signal increases from south to Midriff
Islands, and then decreased to northern region, the influence of these processes (El Niño–La Niña) in
the Gulf have been described by Baumgartner and Christensen [27], Robles and Marinone [25] and
Lavín et al. [28]. Lavin et al. [28] explained that the positive anomalies are related to warm water
advection of El Niño and negative anomalies associated to La Niña events, with positive anomalies
larges in the Central Gulf and the negatives did not have a pattern. Robles and Marinone [25] mention
that this signal is attenuated in the central region by mixing processes in this place; in this work, this
signal is greater in the region of the Midriff Islands and present in the northern region, according to
Herrera-Cervantes et al. [52] concludes that it can be observed in the northern region. Although the
spectral analysis requires repeating 10 times the observations of a particular period, it is evident in
the region of the islands a variability associated with decadal changes; in the other regions, it is not
observed. This frequency of variability, as well as a greater variability in interannual scales, El Niño-La
Niña, suggests that the region of the islands is potentially more susceptible to long period events.
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The SST variability analysis indicated that this variable is determined mainly by physical
and climatological processes in different timescales, with an influence in the coastal ecosystems
either a positive or negative effect and consequently to the distribution of the organism.
García-Morales et al. [29] found indicating that the SST and chlorophyll a (Chl a) in the central coastal
zone of Sonora can influence on the pelagic ecosystems providing productive and biologically rich
habitats of diverse species, some of them of commercial interest reported this effect. Nevárez-Martínez
et al. [54] obtained similar results when analyzing the distribution and abundance of the Pacific sardine
(Sardinops sagax) in the Gulf of California, and its relationship with the environment, determining that
the distribution is influenced by the SST and winds that causes upwelling effects. On the other hand,
García-Morales et al. [55] determined the influence of environmental variability in the distribution of
whales in the Gulf of California, based on the SST and Chl a, they obtained that the largest number of
whales were during the cold season of the Gulf of California and the lowest number during the warm
season, concluding that the SST influence the relative abundance of the whales while the concentration
of Chl a influences its distribution.

5. Conclusions

There is an increase (decrease) of SST mean value from south to north region during the warm
(cold) period, with different duration in time and effects in the SST mean values.

A clear semiannual variability in the SST climatology was observed with maximum values in
August and September while the minimum values were during January and February. Ranges of the
transition periods during summer and winter were different.

Statistical analysis showed that the Eastern Coastal Zone of the Gulf of California can be grouped
in four regions. During cold period mean monthly SST values were significant different, something
that is not observed during warm period due to homogenization process in the water column.

Based on the results in this research, the four regions of the coastal zone of Sonora have different
climatology and transitions periods.

In each one of the regions, the annual variability was the main frequency of variability followed
by the variability associated with semiannual, seasonal and interannual events.

The SST analysis showed that the variability is determined by physical and climatological and
processes that present different timescales, developing an influence in oceanographic processes as well
as in environmental conditions of the coastal zone of Sonora.
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Abstract: Sea Surface Temperature (SST) observations from space have been made by the Along
Track Scanning Radiometers (ATSRs) providing 20 years (August 1991–April 2012) of high quality
data. As part of the ESA Climate Change Initiative (CCI) project, SSTs have been retrieved from
the ATSRs. Here, the quality of CCI SST (Phase 1) from ATSRs is validated against drifting buoys.
Only CCI ATSR SSTs (Version 1.1) are considered, to facilitate the comparison with the precursor
dataset ATSR Reprocessing for Climate (ARC). The CCI retrievals compared with drifting buoys
have a median difference slightly larger than 0.1 K. The median SST difference is larger in the tropics
(∼0.3 K) during the day, with the night time showing a spatially homogeneous pattern. ATSR-2
and AATSR show similar performance in terms of Robust Standard Deviation (RSD) being 0.2–0.3 K
during night and about 0.1 K higher during day. On the other hand, ATSR-1 shows increasing RSD
with time from 0.3 K to over 0.6 K. Triple collocation analysis has been applied for the first time on
TMI/ATSR-2 observations and for daytime conditions when the wind speed is greater than 10 m/s.
Both day and night results indicate that since 2004, the random uncertainty of drifting buoys and
CCI AATSR is rather stable at about 0.22 K. Before 2004, drifting buoys have larger values (∼0.3 K),
while ATSR-2 shows slightly lower values (∼0.2 K). The random uncertainty for AMSR-E is about
0.47 K, also rather stable with time, while as expected, the TMI has higher values of ∼0.55 K. It is
shown for the first time that the AMSR-E random uncertainty changes with latitude, being ∼0.3 K in
the tropics and about double this value at mid-latitudes. The SST uncertainties provided with the
CCI data are slightly overestimated above 0.45 K and underestimated below 0.3 K during the day.
The uncertainty model does not capture correctly the periods with instrument problems after the
ATSR-1 3.7 μm channel failed and the gyro failure of ERS-2. During the night, the uncertainties are
slightly underestimated. The CCI SSTs (Phase 1) do not yet match the quality of the ARC dataset
when comparing to drifting buoys. The value of the ARC median bias is closer to zero than for CCI,
while the RSD is about 0.05 K lower for ARC. ARC also shows a more homogeneous geographical
distribution of median bias and RSD, although the differences between the two datasets are small.
The observed discrepancies between CCI and ARC during the period of ATSR-1 are unexplained
given that both datasets use the same retrieval method.

Keywords: ATSRs; sea surface temperature; CCI; ARC; validation; drifting buoys; AMSR-E; triple
collocation

1. Introduction

Sea Surface Temperature (SST) is an Essential Climate Variable (ECV) for which there are available
observations continuously since 1850 [1,2] made mainly by ships, but also from drifting and moored
buoys during the recent decades. SST is directly related to and often dictates the exchanges of heat,
momentum and gases between the ocean and the atmosphere [3], making it an important geophysical
parameter for climate variability monitoring and prediction, operational weather and ocean forecasting,
ecosystem assessment and military operations [4]. Because of its significance, SST observations have
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been made operationally from space using the AVHRR instruments since 1981, as they offer the
advantage of global coverage in contrast to in situ measurements [5,6]. Other satellite instruments
designed for SST retrievals are the ATSRs, with ATSR-1 on board ERS-1 from August 1991 and its
successor instruments ATSR-2, and AATSR, on board ERS-2 and ENVISAT, respectively, providing
20 years of high quality global SST observations [7]. Indeed, the three ATSRs SSTs outperform not
only in comparison to other satellite instruments like AVHRRs, but also, their SST retrievals are of
about equal or even better quality to in situ instruments [8,9]. Thus, the measurements from ATSRs
have been used to assess the quality of in situ SST observations [10], to bias correct other satellite SST
retrievals either directly [11,12] or through an SST analysis system [13], and to estimate the background
error covariance parameters in SST analysis systems [14].

The ATSRs produce accurate SST retrievals thanks to their well-calibrated blackbodies and
the low-noise infrared detectors cooled by a pair of Stirling-cycle coolers [15], while their dual
view capability allows for better cloud detection and correction of atmospheric absorption and
aerosols [16–18]. All three ATSRs observed Earth with four channels at 1.6, 3.7, 10.8 and 12 μm,
while ATSR-2 and AATSR had three additional visible/NIR channels. The pre-launch calibration of
the ATSRs demonstrated that the radiometric noise was below 0.05 K (at a reference of 270 K) in all
thermal IR channels and was stable throughout the lifetimes of ATSR-2 and AATSR, and although
variable for ATSR-1, the total drift of the mission was only 0.1 K [19]. The temporal stability of AATSR
and its good radiometric calibration, especially for the 10.8 μm channel, have been verified against the
high spectral resolution interferometer IASI on MetOp-A, which is the reference used by GSICS [20,21].
Similarly, ATSR-2’s good radiometric calibration consistency to the level of 0.1 K has been verified by
comparing with the high spectral resolution spectrometer AIRS [21].

The CCI SST [22], part of the ESA’s Climate Change Initiative (CCI) [23], is an effort to produce a
complete and homogeneous dataset of SST designed specifically with the climate quality criteria in
mind, i.e., high accuracy and stability, while at the same time providing uncertainties per pixel. Phase 1
of CCI SST covers the period 1991–2012 when data from both ATSRs and AVHRRs are available.
The project attempts to increase the global coverage on a daily scale by the use of AVHRRs, which
have a larger swath width than ATSRs (2900 vs. 500 km), by combining their observations with the
high quality SST retrievals based on ATSRs. The purpose of this study is to assess the quality of the
SST retrievals from Phase 1 of the CCI project using comparisons with drifting buoys. The results
will be compared with respective match-ups from the ATSR Reprocessing for Climate (ARC) dataset,
which was the precursor of the CCI SST project [7,24,25]. As ARC involved only measurements from
the ATSRs, in order to facilitate the comparison between CCI and ARC, hereafter, the focus is on the
validation of CCI SST from ATSRs only. In Section 2, the datasets are described. Section 3 presents
the assessment of CCI SST based on match-ups with drifting buoys, while in Section 4, similar results
for ARC are given followed by the comparison with CCI SST. Finally, the conclusions are given in
Section 5.

2. Datasets

2.1. Satellite SST Retrievals

The description of Phase 1 CCI SST project (CCI) is given by Merchant et al. [22] and the references
therein, while for ARC, see Merchant et al. [7]. A short description is provided here focusing mainly on
the differences and the similarities between CCI and ARC. In CCI, the retrieval of SST from ATSR-2 and
AATSR brightness temperature observations is based on optimal estimation theory following the work
of Merchant et al. [26]. In contrast, in ARC, the inversion of SST from ATSRs observations was based
on retrieval coefficients estimated from radiative transfer simulations [27,28]. However, the SST from
ATSR-1 in CCI also used the retrieval method of coefficients, in order to account for the impacts of the
stratospheric aerosols from the Pinatubo eruption and the less stable performance of ATSR-1. Both CCI
and ARC SST retrievals are independent of in situ measurements in contrast to the majority of other

25



Remote Sens. 2018, 10, 497

satellite SST datasets, which are calibrated against them [29–32]. In both datasets, the cloud mask is
based on a probabilistic (Bayesian) approach [33] (with minor differences concerning the versions
of the radiative code and the NWP model), while dust aerosols are treated as clouds (i.e., masked)
using the infrared dust index [34,35]. The ARC dataset provides more flexibility with SST retrievals
calculated from both nadir and dual views either for two or three (during night time) channels, while
CCI retrievals are based on dual view only, because of the better atmospheric correction [7,25], with
two channels during daytime and three channels during night time. An exception to this is the period
for ATSR-1 after the failure of 3.7 μm in May 1992, when the two 10.8 and 12 μm channels are used for
both day and night retrievals. In addition to the skin temperature, which is the SST retrieved by the IR
radiometers, both ARC and CCI provide the SST at a depth of 20 cm (ARC also provides depths at
1 and 1.5 m). The depth SST is based on a parameterization of the ocean skin effect [36] in order to
facilitate the comparison with drifting buoys and the creation of climate datasets merging satellite and
in situ observations [37]. In CCI, the depth SST is given at a standardized local time of 10:30 a.m./p.m.
in contrast to the actual time of observation in ARC. The Equator crossing time for ATSR-1/2 was
10:30 a.m./p.m. and 30 min earlier for AATSR, stable (deviations less than 2 min) for all three satellite
instruments during their lifetime [38]. Finally, the spatial resolution of the two datasets is different
with ARC being 0.1◦ and CCI 0.05◦, for the L3U product, which is the assessed product here (L3U
stands for SST data from a single orbit file remapped and/or averaged onto a regular grid).

For the application of the triple collocation (or three-way error) analysis [39,40], in order to
estimate the random uncertainty of CCI SSTs, use was made of SST retrievals from microwave (MW)
observations obtained from TRMM Microwave Imager (TMI) [41] and Advanced Microwave Scanning
Radiometer for EOS (AMSR-E) [42]. TMI was on board the TRMM satellite with a low-inclination orbit
covering only the tropics and subtropics 40◦ S–40◦ N and providing good quality SST observations
from 1998–2014 with variable Equator crossing times. AMSR-E on board the AQUA platform measured
SST globally from 2002–2011 with an Equator crossing time of 1:30 am/pm. For both instruments,
the SST retrieval developed by Remote Sensing Systems (Version 7) was used, with a spatial resolution
of 0.25◦. The SST retrieval algorithm for both TMI and AMSR-E is a physically-based two-stage
regression that expresses SST in terms of the brightness temperatures for all the available channels of
each instrument [42,43]. Here, TMI data are used from January 1998–July 2002 and AMSR-E data from
August 2002–September 2011.

2.2. In Situ Observations and Quality Control

The assessment of the CCI dataset is based on comparisons with SST observations from
drifting buoys available through International Comprehensive Ocean-Atmosphere Data Set (ICOADS)
Version 2.5 [44] for the period 1991–1996 and the Global Telecommunication System (GTS) for the
period 1997–2012. Drifting buoys had a conservative quality control developed at the Met Office in
order to eliminate buoys with gross errors [45]. The spatial collocation criterion between satellites and
drifting buoys is 0.05◦ for CCI and 0.1◦ for ARC. In both cases, the maximum time window is 3 h,
but when several observations from drifting buoys are available, the closest in time to the satellite
overpass is chosen. It should be noted that the quality assessment of the ARC dataset provided by
Lean and Saunders [25] was based mainly on the comparison of drifting buoy SST with ARC at a
depth of 1 m. As the CCI depth is calculated only at 20 cm, the respective ARC depth (at 20 cm) will be
used for consistency. However, according to the results of Lean and Saunders [25], the comparison
statistics are similar for different SST depths, especially at night.

In both datasets, a common threshold has been applied to eliminate match-ups with a difference
between buoys and ATSRs greater or equal to ±3 K. In this way, problematic drifting buoy observations
that have passed the above-mentioned quality control and/or cloud affected satellite SST retrievals
were eliminated. Although, drifting buoys datasets exist with more elaborate quality control [44,46,47],
here the same dataset as in Lean and Saunders [25] is used in order to provide a direct comparison
between CCI and ARC. The constant threshold has been chosen because the number of match-ups
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increases with time following the number of available drifting buoys. This can be seen in Figure 1a by
the solid lines for day (red) and night (blue) when the number of match-ups before filtering increases
from ∼500 in 1991 to more than 30,000 in 2011. Note that the first data from ATSR-1 became available
in August 1991, while AATSR ended in April 2012. The choice of the threshold is based on the annual
standard deviation of the ATSRs-buoys unfiltered differences which is relatively close to 1 K for both
datasets (Figure 1b). Thus, the selected threshold of 3 K is roughly a three sigma elimination of outliers,
being mostly a conservative option that does not remove too many pairs.

The annual percentage of match-ups filtered out by the 3 K threshold is in general close to 1%
for both datasets either for daytime or night time retrievals (Figure 1a, dashed lines). Nevertheless,
there are years when the percentage of filtered match-ups is greater than 2%. For CCI these years
are 1998–2001 and 2005, while for ARC (not shown) are 1998 and 2005. The years 1998 and 2005
appear in both datasets, with the percentage of collocations filtered out in 1998 during CCI daytime
retrievals approaching 6%. The differences in the actual number of percentages between CCI and
ARC indicate that the outliers are not only due to errors in drifting buoys. Furthermore, the difference
in quality of drifting buoys from ICOADS and GTS can be clearly seen in Figure 1, with ICOADS
buoys (1991–1996) having both smaller rejection percentage and standard deviation than the GTS
data (1997–2012). In order to understand better the reason for the outliers, Figure 2a presents the
bias (CCI minus drifting buoy SST) for daytime retrievals in 2005, the year with the larger number
of outliers (n = 568). It can be observed that the outliers generally follow tracks rather than found
in isolated locations or specific regions. This suggests drifting buoys with gross errors passed the
conservative quality control. In an effort to locate possible regions that are prone to outliers, Figure 2b
shows the geographical distribution of the daytime rejected match-ups for the whole period of CCI.
For convenience, the number is provided only for 5◦ grid boxes with more than four rejected match-ups.
Two regions that have systematic outliers (more than 30) for 2005 are the Mediterranean Sea and the
Japan/East China Sea. In the next section, the location of the outliers will be reassessed in light of the
CCI evaluation results.

Throughout this paper, the term bias is used, which by definition implies that drifting buoys
provide unbiased observations. Certainly this is not true, at least not for all individual drifting buoys.
Another study will focus on the quality of drifting buoys SST observations.

Figure 1. (a) Time series of the total number of match-ups (solid lines, left axis) before the application
of ±3 K filter during day (red) and night (blue) and of the percentage of eliminated match-ups due
to the ±3 K filter (dashed lines, right axis) during day (green) and night (magenta). (b) Annual time
series of the standard deviation between CCI and drifting buoys before the application of ±3 K filter
during day (red) and night (blue).
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Figure 2. (a) SST difference of CCI minus drifting buoys for filtered match-ups in 2005 during daytime.
(b) Number of CCI-buoys filtered match-ups for the period 1991–2012 in 5◦ boxes during daytime.

3. CCI SST Validation

3.1. Individual Performance

Firstly, the evaluation of each of the three ATSRs will be examined independently
against drifting buoys. Table 1 presents the results for whole period with data for each
instrument: ATSR-1 (2 August 1991–29 May 1996), ATSR-2 (1 June 1995–31 May 2003) and AATSR
(24 July 2002–8 April 2012). Note that for ATSR-2, there are no data for the first six months of 1996 due
to the scan mirror failure, while the quality of the data (when available) is reduced during the period
mid-January to mid-June 2001 due to the gyro failure [7]. The mean and the median bias (CCI minus
drifting buoys) is 0.10–0.13 K for all three instruments both for daytime and night time retrievals
indicating a slight overestimation of depth SST by CCI. On the other hand, there are differences among
the three instruments regarding the standard deviation or the Robust Standard Deviation (RSD) and
between daytime and night time retrievals. During day, the RSD (standard deviation) is 0.55 (0.67)
K for ATSR-1, 0.39 (0.53) K for ATSR-2 and 0.28 (0.43) K for AATSR. The respective values during
night are 0.55 (0.69) K for ATSR-1, 0.28 (0.46) K for ATSR-2 and 0.22 (0.39) K for AATSR. The standard
deviation is larger than RSD as it is more affected by pairs with bigger differences, while RSD better
describes the distribution of the SST differences (RSD is 1.4826-times the median absolute deviation).
Daytime retrievals have larger values than night time, unsurprising given the use of the 3.7 μm channel
during night, which offers a better correction for atmospheric absorption, especially regarding water
vapour in the Tropics. The 3.7 μm channel in ATSR-1 worked only for the first 10 months, meaning
that the two channels retrieval was used for both day and night for the rest of its lifetime. This explains
the absence of a difference at the standard deviation or RSD between day and night for ATSR-1.
The performance of the instruments improves with time with ATSR-1 having the worst results and
AATSR the best in terms of RSD and standard deviation. However, the apparent improvement with
time from Table 1 can also reflect an improvement in terms of performance of the drifting buoys.
The results of Table 1 are similar to those reported in Merchant et al. [22], although both the median
bias and the RSD are slightly larger here. This probably reflects the less stringent quality control
applied here for the drifting buoys, given that the number of match-ups is lower in the study of
Merchant et al. [22].

In order to eliminate the variable performance of drifting buoys with time in the evaluation of
ATSRs, Table 2 presents the statistics for the periods when the nominal operations of two instruments
overlap. During the last seven months of 1995, both ATSR-1 and ATSR-2 were taking observations in
tandem. The daytime results of the common period (Table 2) are similar to above-mentioned results
for the whole lifetime of ATSR-1 and ATSR-2, with the exception of the mean bias for ATSR-2, which is
reduced to 0.05 K. This confirms that ATSR-2 was performing better than ATSR-1. The common period
between ATSR-2 and AATSR lasted for about 10 months. The daytime retrievals of ATSR-2 between
August 2002 and May 2003 have a similar quality to the whole period (Table 1), but for AATSR both
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the standard deviation and the RSD are increased approaching the values of ATSR-2. The opposite can
be observed for the night time retrievals with AATSR showing the same performance to the lifetime
results and the ATSR-2 standard deviation/RSD improving and matching the respective values of
AATSR (Table 2). This fact indicates that ATSR-2 and AATSR CCI SSTs are essentially of similar quality,
with AATSR being only very slightly better.

Table 1. Statistics (mean bias, standard deviation, median bias, Robust Standard Deviation (RSD) and
match-ups number) of the comparisons between CCI ATSRs and drifting buoys. The period with
available data for each instrument is indicated in parentheses, while daytime and night time retrievals
are treated separately. † No data for ATSR-2 during the first 6 months of 1996.

Algorithm Mean Bias (K) St. Deviation (K) Median Bias (K) RSD (K) Number

ATSR-1 (08/1991–05/1996)

Day 0.13 0.67 0.13 0.55 16,241
Night 0.10 0.69 0.12 0.55 13,832

ATSR-2 (06/1995–05/2003) †

Day 0.10 0.53 0.10 0.39 66,029
Night 0.11 0.46 0.12 0.28 45,861

AATSR (07/2002–04/2012)

Day 0.11 0.43 0.12 0.28 274,795
Night 0.10 0.39 0.11 0.22 217,622

Table 2. As in Table 1 but for the common periods (indicated in parentheses) when observations from
two ATSRs are available. For ATSR-1/2, only daytime comparisons are shown, because the night time
retrieval algorithms are different due to the early failure of ATSR-1 3.7 μm channel.

Algorithm Mean Bias (K) St. Deviation (K) Median Bias (K) RSD (K) Number

ATSR-1 (06/1995–12/1995)

Day 0.11 0.71 0.12 0.56 3609

ATSR-2 (06/1995–12/1995)

Day 0.05 0.57 0.07 0.39 3791

ATSR-2 (08/2002–05/2003)

Day 0.09 0.52 0.11 0.39 10,794
Night 0.14 0.40 0.15 0.25 8203

AATSR (08/2002–05/2003)

Day 0.08 0.50 0.10 0.34 11,429
Night 0.12 0.40 0.12 0.25 8719

3.2. Geographical Distribution

Figure 3 presents the maps of median bias, RSD and number of collocations for the 20 years
period separately for day and night. The median bias and RSD are calculated for every 5◦ grid box
with at least 20 match-ups inside it for the whole period of ATSRs. Thus, the white boxes indicate lack
of sufficient number of collocations. Regarding the overlapping periods between satellites (Table 2),
data from the best performing satellite have been used i.e., ATSR-2 and AATSR (instead of ATSR-1 and
ATSR-2). It can be seen that during day the CCI depth SST is significantly warmer than the buoys SST
in the tropics ∼0.3 K, while in general for the other regions, the median difference is inside the range
[−0.1, 0.1] K with CCI being mainly slightly warmer than the buoys. Median differences less than
−0.1 K can be observed in the Black Sea and off the coast of Arabian Peninsula. On the other hand,
during night time, the CCI is found again warmer than buoys around 0.1–0.2 K, but now, the difference
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is more homogeneous spatially. Higher differences are found over the northern Indian Ocean and
the Western Pacific. Especially, in the case of the north Indian Ocean, there is a sharp transition with
the bias being cold off the Arabian Peninsula becoming warm close to the Indian Peninsula. A less
significant gradient can be also observed over the eastern part of tropical Atlantic. The cold bias off
western Africa and Arabian Peninsula may be related to dust aerosols, which are abundant in these
two areas [48,49]. The location of the daytime warm bias in the tropics seems to be related to the
absorption of IR radiation by water vapour, which is retrieved less accurately with the two-channel
algorithm, used during the day. A very similar geographical pattern for the median difference between
the CCI SST analysis and drifting buoys has been found in Merchant et al. [22].

Figure 3. The median bias (a,b), robust standard deviation (c,d) and number of match-ups (e,f) of
ATSRs’ CCI SST against drifting buoys averaged in 5◦ × 5◦ boxes for the period: August 1991–April
2012. The results for daytime (night time) observations are presented in left (right) column. Gridboxes
with less than 20 match-ups appear white.

Regarding the robust standard deviation of the difference between CCI and buoys, during the
day, larger values ∼0.6 K are found over the Maritime Continent (SE Asia) and Northwest Pacific
(Figure 3c). During the night, the spatial distribution is again more homogeneous than daytime
and only off the eastern coast of Canada, and the south-western Atlantic Ocean RSD reaches 0.5 K
(Figure 3d). The geographical distribution of match-ups is not spatially homogeneous (Figure 3e,f),
but this fact does not impact the median difference or the robust standard deviation.

It should be kept in mind that the number of drifting buoys increased considerably with time
(Figure 1a and Table 1), especially after 2003, meaning that the maps reflect mostly the performance of
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AATSR. The same analysis has been repeated for each one of the three ATSRs (not shown); the results
are similar to Figure 3a,c for ATSR-2, and the geographical patterns are very similar, although the
values for the bias and the RSD are slightly larger. For ATSR-1, it is difficult to assess as there are far
fewer collocations to give statistically-significant results about the geographical patterns of median
bias and the RSD.

It can be useful to investigate if there is a specific geographical distribution for the collocations
with the largest differences between CCI and drifting buoys. Figure 4 presents the mean bias and
number of match-ups for the collocations with absolute difference larger than 1 K. The threshold of
1 K is chosen arbitrarily taking into account that collocations with difference greater than ±3 K are
discarded (Section 2), while an important number of match-ups should be left in order to arrive to some
conclusions. The comparison of Figure 4a with Figure 3a indicates that the pairs with |ΔSST| > 1 K
during daytime contribute to the warm bias observed in the tropics and the western Pacific. For the
other regions, the large differences from these collocations cancel out more or less giving a mean value
close to 0 K. It is important to note that the number of the collocations per grid box with large SST
differences is about 5–15 (Figure 4b) and much lower, at least an order of magnitude, than the total
number of collocations (Figure 3e). For the night time retrieval (not shown), there are even fewer
pairs with absolute SST differences larger than 1 K. The only geographic patterns emerging during
night are the warm biases over the north-western Pacific and around the Indian Peninsula (similarly
to Figure 3b). The identified regions with systematic large positive SST differences probably indicate
deficiencies in the SST retrieval rather than issues with observations from drifting buoys.

Figure 4. Maps of mean bias (a) and number of match-ups (b) for the collocations with |ΔSST| > 1 K
during daytime. Gridboxes with less than 5 match-ups appear white. Note the different scales to
Figure 3.

3.3. Time Series

In order to have a clear indication of how the statistics are evolving with time given that Figure 3
reflects mostly the results of AATSR, Figure 5 presents the time series of CCI for the median bias and
the RSD. The median bias is almost always positive with the exception of the last months of 1991 and
the years 1997 and 1998 for the daytime retrieval only, when it reaches −0.1 K. From 2002 onwards,
the daytime and night time retrievals have the same monthly global median bias of about 0.12 K,
a fact clearly reflecting the stability of AATSR. Similar values of the median bias for the daytime and
the night time retrievals are also found for the ATSR-1 period, but for ATSR-2 from 1995–2001, there
are differences between day and night, although these are in general smaller than 0.1 K. The similar
values between day and night for the ATSR-1 after 27 May 1992 (when the 3.7 μm channel failure
occurred) are not surprising as the retrieval algorithms are the same, although the daytime cloud
mask also uses the 1.6 μm channel. When switching between ATSR-1 and ATSR-2 (the ATSR-2 scan
mirror failed in December 1995 and restarted in July 1996), an abrupt change of the median bias can
be observed during night (for daytime observations a change also exists, but it is less significant).
This is as expected as ATSR-2 uses the 3.7 μm channel in the night time algorithm. The median
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bias of ATSR-1 is not stable temporally increasing from 1991–1993 reaching 0.3 K and then mainly
decreasing towards 0 K. For ATSR-2, the changes are more of stepwise nature with the median bias
being mostly stable between them, especially for the night time retrieval. These step changes occur
around January 1997 (decrease from 0.15 K–0.05 K during night) and then around October 1999
(increase from 0.05 K–0.2 K during night), with the changes being slightly larger in magnitude for
the daytime retrieval. The median bias for the whole 20 years of ATSRs CCI is almost always within
±0.2 K with the exception of the periods 1993–1994 and 2000.

The temporal evolution of the robust standard deviation is simpler than the median bias
(Figure 5b). Always, the night time RSD is lower than the daytime by about 0.1 K (for ATSR-1
after May 1992, there are no differences as the day and night retrieval algorithms are the same, using
only the 10.8 and 12 μm channels). For ATSR-1, the RSD increases with time from 0.3–0.4 K to about
0.6–0.7 K with the most rapid change occurring during 1992. On the other hand, for ATSR-2 and
AATSR, the RSD decreases slightly with time being lower for AATSR and the lowest values of ∼0.21 K
(0.28 K) for night time (daytime) obtained during 2008–2010. The switches from ATSR-1 to ATSR-2 are
obvious with the RSD reducing from ∼0.6 K to 0.3–0.4 K. However, it is important to note that the
RSD of the first months of ATSR-1 (before the failure of 3.7 μm channel) is very similar to the values
found during the first months of ATSR-2 operations. The switch from ATSR-2 to AATSR is smooth,
especially for the night time retrieval. There is an apparent jump for the daytime RSD from 0.35 K to
0.6 K during February–May 2001 due to the gyro failure on ERS-2.

Figure 5. Global monthly time series of median bias (a) and robust standard deviation (b) of CCI
against drifting buoys. The red (blue) line is for daytime (night time) retrievals. The black vertical
lines indicate the switch of the time series from one instrument to another as indicated at the bottom of
each panel.

Another way to investigate the temporal performance of the CCI against drifting buoys is by
presenting how the percentages of match-ups for fixed SST threshold differences evolve. Figure 6 shows
the evolution for differences less than 0.1 K or 0.2 K and larger than 1 K or 2 K. The thresholds are ad
hoc, but the lowest values represent mostly the optimal cases will the largest thresholds are indicative
for possible significant (i.e. in terms of magnitude) events. Similarly with the RSD (Figure 5b), there
is a clear separation between night and day (again except for the period after the failure of 3.7 μm
channel on ATSR-1), with the night retrievals showing better performance. This stratification between
day and night retrievals breaks down for the |ΔSST| > 2 K and the AATSR period for the differences
larger than 1 K. Likewise for RSD, the performance improves with time as the percentage within 0.1
or 0.2 K increases, and the percentage larger than 1 K decreases. About 23% (30%) of day (night)
retrievals are within 0.1 K from drifting buoys SST. The percentage of collocations within 0.2 K is
almost always larger than 40% (50%) for day (night) retrievals. However, the percentages for the
ATSR-1 period after the 3.7 μm channel failure are lower being around 14% (27%) within 0.1 K (0.2 K).
Poor performance for the same period of ATSR-1 can also be observed in the percentage of match-ups
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which are larger than 1 K (Figure 6b), reaching values larger than 20% for some months towards
the end of the mission. Despite this ATSR-1 period, the 1 K percentage is around 5%. Interestingly,
the percentage of collocations that are larger than 2 K does not fluctuate a lot with time being 0.5–1%,
although the ATSR-1 period shows more variability from one month to the next. Regarding the period
of the ERS-2 gyro failure (beginning of 2001), there is an obvious decrease of the percentages within
0.1 K or 0.2 K and an increase of the percentage larger than 1 K for the daytime retrievals. Nevertheless,
the night time retrievals do not seem to be impacted significantly by the gyro failure. In addition,
the gyro failure does not affect the percentage of collocations larger than 2 K, which means that any
degradation of the CCI due to the gyro failure is within 2 K. In Figure 6b, a spike can be observed
for both 1 K and 2 K percentages in August/September 2009, which does not coincide with any
known instrumental issue for AATSR, thus indicating an issue with the drifting buoys or at least their
quality control.

Figure 6. Temporal evolution of monthly percentages of CCI and drifting buoys SST absolute
differences for various thresholds separately for daytime and night time retrievals. (a) Within 0.1 K
and 0.2 K. (b) Larger than 1 K and 2 K.

3.4. Triple Collocation Analysis

The triple collocation or three way error analysis uses three independent datasets observing the
same quantity (here SST) in order to calculate the standard deviation of the error for every one given the
fact that the observations are uncorrelated [39,40]. If the assumptions behind the triple collocation hold,
the standard deviation of the error is the random error for observations of each instrument (or more
correctly the random uncertainty). Here, the latest version of AMSR-E SST is used (Version 7, which
differs from the versions used by Lean and Saunders [25] and O’Carroll et al. [39]). For the first time to
the best of our knowledge, the results are extended backwards in time by using the SST observations
of TMI (Version 7.1) before August 2002. Thus, ATSR-2/TMI are used for the years 1998–2001 and
AATSR/AMSR-E for the years 2003–2011, while for 2002, both sets are used. The match-ups of ATSRs
with buoys are collocated with the closest observation of MW SST (provided with resolution of 0.25◦)
in a time window of 180 min for all three observations. As previously (Section 2), only collocations
with absolute differences less than 3 K are used for any combination of the three datasets. In the
past, the triple collocation approach has been used only for night time SST observations in order to
avoid the impact of the diurnal thermocline [50–52]. However, here, for the first time to the best of
our knowledge, the triple collocation is applied also during day, only when the wind speed observed
from the MW imagers is larger than 10 m/s. This wind threshold is based on the results of previous
studies [50,51,53,54], as it is expected that when the wind speed is above 10 m/s, the diurnal SST cycle
should be absent especially for the ATSR overpass time of 10:30 LT.

Figure 7 presents the annual results of the triple collocation analysis. It can be noted that after
2003 both AATSR and drifting buoys have a stable standard deviation of the error ∼0.22 K both during
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day and night. For the period before 2004, the daytime results indicate that ATSR-2 and AATSR are at
the same level, while the night time values suggest that ATSR-2 is slightly better. The drifting buoys
before 2004 show a worse quality with values for the standard deviation of the error of 0.3 K or above
for the daytime results. Regarding AMSR-E, the night time results indicate a rather stable value of
∼0.47 K, but for the daytime conditions this value increases to about 0.6 K. The TMI has higher values
than AMSR-E for the standard deviation of the error being 0.55 K during night and even larger during
day. The poorer performance of TMI in comparison to AMSR-E is not surprising given that TMI lacks
the 7 GHz channel, which is more sensitive to SST [42,43]. The daytime results before 2004 show a lot
of annual variability for all three types of instruments. This variability coincides with a number of
collocations less than 300 (cyan line) and even less than 100 for 1999 to 2001. Note that for 1998, there
are not even 20 collocations during daytime to produce statistically meaningful results. The variability
is expected as the number of collocations reduces to lower than about 500 [40], so the daytime results
before 2004 should be interpreted with caution.

Figure 7. Triple collocation annual results. For the period January 1998–July 2002 observations from
ATSR-2/TMI are used, while from August 2002–September 2011, AATSR/AMSR-E are used. The cyan
line indicates the number of collocations (right axis), while the red, blue and green lines the standard
deviation of the error (left axis) for ATSR-2/AATSR, drifting buoys and TMI/AMSR-E, respectively.
(a) During daytime when the TMI/AMSR-E wind speed is larger than 10 m/s and (b) during night time.

It is important to know if the results of the triple collocation vary geographically. Figure 8
presents the Hovmoller diagrams for the standard deviation of the error of the three instrument
types (IR imagers, in situ and MW imagers) together with the number of collocations. It can be
seen that for the ATSRs (Figure 8a) and the drifting buoys (Figure 8b), the results are rather stable
both in time and latitude with the majority of the grid boxes having values between 0.1 K and 0.3 K.
The observed variability around the value of 0.22 K and mainly few values outside the range of
[0.1, 0.3] K are the result of relatively low number of collocations, especially when the number is less
than ∼100 (Figure 8d). On the other hand, AMSR-E does show a variable behaviour with latitude with
observations north of 35◦S having a standard deviation of error ∼0.3 K, while south of 35◦S, the value
doubles to 0.5–0.6 K. This characteristic performance of AMSR-E is stable with time. To the best of our
knowledge, this is the first time that the latitudinal variability of AMSR-E SST is reported. While such a
latitudinal dependence is expected for an MW SST retrieval using the 11-GHz channel [43], this should
not be the case for the 7-GHz channel, which is available on AMSR-E. Regarding TMI, the standard
deviation of error is more stable with values 0.5–0.6 K, similar to what is found in Figure 7b. There is
also an indication that TMI performance degrades south of 35◦S, but as the number of collocations
is small (about 60) for this latitude, it is hard to arrive at firm conclusions. The small number of
collocations can sometimes prevent the application of the triple collocation approach, e.g., the white
grid boxes in Figure 8 for 2010 and 2011 in northern tropics. It is important to note that the triple
collocation during night samples mainly the Southern Hemisphere mid-latitudes (Figure 8d). This fact
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and the variable performance of AMSR-E with latitude could explain the differences seen in Figure 7
between day and night for this instrument.

Figure 8. Hovmoller diagrams of triple collocation during night. Standard deviation of the error
for (a) ATSR-2/AATSR, (b) drifting buoys and (c) TMI/AMSR-E, while (d) shows the number of
collocations. Until end of July 2002, the observations of ATSR-2/TMI have been used and afterwards
those of AATSR/AMSR-E. Only grid boxes with at least 20 match-ups are plotted.

Previous studies using the triple collocation approach have found for the drifting buoys standard
deviation of the error values of 0.23 K [39], 0.26 K (median value) [29], 0.15–0.19 K [25], 0.20 K [55] and
0.21–0.22 K [56], which are very close to the value of ∼0.22 K reported here. The respective values
found for AATSR are 0.16 K [39], 0.14 K [25] and 0.15–0.30 [56], which are somehow smaller than the
value of ∼0.22 K of this study, but in agreement with Xu and Ignatov [56], who have also applied the
triple collocation to the CCI. The results for AMSR-E standard deviation of the error are 0.42 K [39],
∼0.48 K [25] and 0.28 K [55]. The first two results compare favourably with the value of ∼0.47 K
found here. The much lower value for AMSR-E reported by Gentemann [55] despite using the same
dataset version to this study could be a result of averaging the SST from the IR imager (MODIS in
Gentemann [55]) to the spatial resolution of the AMSR-E (i.e., 0.25◦).

3.5. Validation of Uncertainty

One significant advantage of the CCI dataset is that each SST value is provided with its
uncertainty [57,58]. Thus, it is important to assess not only the quality of the SST, but also its associated
uncertainty. Figure 9a,b presents how the mean bias and the standard deviation vary against the
binned CCI uncertainty for day and night, respectively. Ideally, the bias (red crosses) should be 0 K and
the standard deviation (blue squares) should lie on the green line given by the equation y =

√
0.22 + x2,

where 0.2 K is the uncertainty of the drifting buoys and x the uncertainty of CCI. Here, the assumption
is made that the uncertainty of the drifting buoys is 0.2, which is in line with the above-mentioned
results and studies and the review paper by Kennedy [59]. For CCI daytime retrievals, the mean
bias increases slightly with increasing CCI uncertainty. Above 0.9 K, the mean bias is oscillating
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around 0 K, but there, the number of match-ups is very small (right axis, cyan bars). The number
distribution indicates that the majority of daytime CCI has uncertainty values between 0.4 K and 0.6 K.
The standard deviation lies rather close, although below to the theoretical line for the uncertainty
interval [0.45, 0.9] K, an indication of a slight overestimation of CCI daytime uncertainty. Below the
uncertainty level of 0.3 K, the standard deviation is almost constant at 0.4 K, which is higher than the
expected value of 0.2 K, thus indicating an underestimation of CCI uncertainty. In total, about 78% of
the match-ups are within the combined uncertainty (CCI and drifting buoys), while 94% of them are
within twice the combined uncertainty.

Figure 9. (Top row) Binned mean bias (red crosses) and standard deviation (blue squares) of the
difference CCI minus drifting buoys against the CCI uncertainty for (a) day and (b) night. The size of
the bin is 0.02 K. The cyan bars indicates the number of match-ups for each bin (right axis). The green
line is the theoretical value of the standard deviation for the match-ups by assuming that the standard
deviation of the error for the drifting buoys is 0.2 K. (Bottom row) 2D histograms of the absolute bias
versus CCI uncertainty for the number of match-ups with SST difference larger than the combined
uncertainty for (c) day and (d) night. Again, it is assumed that the standard deviation of the error
(δSST) for the drifting buoys is 0.2 K, and the size of the bin is 0.02 K for both axis. Only grid boxes
with at least five pairs having absolute SST difference larger the combined uncertainty are plotted.

Regarding the CCI night time uncertainty, the situation is more complicated as in general the
measurements have an uncertainty of either ∼0.2 K or ∼0.28 K (Figure 9b). Only a small number
of CCI match-ups have uncertainties in the interval [0.13, 0.3] K, and a very limited number has
uncertainty larger than 0.3 K. The bias for the majority of match-ups (having uncertainties of about
0.2 or 0.28 K) is 0.1 K, and the standard deviation is close to the theoretical value, but now mostly
indicating an underestimation of the CCI night time uncertainty. The underestimation is more evident
for the rest of the match-ups, although not too far away from the theoretical value, while now, the
mean bias is closer to 0 K. The poorer performance of the night time uncertainties in comparison to
daytime is also reflected in the percentages of the match-ups within the combined uncertainty being
57% and 84% for them within twice the value of the combined uncertainty. Given that uncertainty of
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the drifting buoys is the same between day night, this suggests that the CCI night time uncertainty
model needs to be improved.

It is useful to further understand to what degree the uncertainty validation of the CCI depends on
the uncertainty value of the drifting buoys and the goodness of the CCI uncertainty model. Figure 9c,d
presents the two-dimensional histograms of the absolute bias versus the CCI uncertainty for day and
night. In these two figures, only pairs with SST difference outside the expected combined CCI and
drifting buoys uncertainties are considered. For the daytime conditions, the majority of the pairs is very
close to the border, lying almost parallel to it. This means that with a slight increase of either the CCI
or the drifting buoys’ uncertainty, these pairs would be successful in terms of uncertainty validation.
More specifically regarding the CCI, any uncertainty increase should occur only for the uncertainties
in the region of 0.2 K. The increased number of match-ups outside the combined uncertainty in the
interval 0.4–0.6 K coincides with the bulk of the uncertainty assignment (Figure 9a). It is worth noting
that only a limited number of match-ups (less than 40) shows absolute SST differences larger than
0.8 K not captured by the uncertainty model. On the other hand, the underestimation of CCI night
time uncertainty is evident from Figure 9d. It is worth considering that the number of match-ups
indicating an underestimation of uncertainty is not huge (compare Figure 9b,d), but still, the absolute
SST difference reaches up to 0.8 K when the estimated CCI uncertainty is only 0.2 K.

Figure 10 presents the monthly evolution of the percentage for the match-ups that have differences
within the combined uncertainty. In order to verify the impact that the uncertainty of drifting buoys
can have on these percentages, three values (0.15 K, 0.20 K and 0.25 K) are chosen, which are compatible
with literature and this study. During the day, the percentage of match-ups within the uncertainty
improves with time from 70–85%, and this is in line with the previously mentioned percentage of
78% for the whole dataset. However, both the periods after the failure of the ATSR-1 3.7 μm channel
(May 1992) and during the ERS-2 gyro failure (beginning of 2001) have lower percentages down to 60%
indicating that the uncertainty model does not capture these events well. Although it could be argued
that the apparent temporal improvement of the percentage is due to drifting buoys, the difference
during day among the three percentages (one for each δSST) is too small to justify this (at least for
the δSST considered here). For night time retrievals the percentage within the uncertainty shows
obvious monthly fluctuations before 2006, while there is some temporal improvement from 60–75%.
Surprisingly, it is the first period of ATSR-2 (till the end of 1996) that shows the poorest performance,
about 10% lower than ATSR-1. Now, the choice of the drifting buoys uncertainty has a considerable
impact on the percentage by increasing it about 10% when δSST increases from 0.15 K–0.25 K. This is
expected given that the night time CCI has a similar uncertainty to drifting buoys (Figure 9b).

To summarize, the daytime uncertainty of CCI is better than the respective one during night,
but still in both cases the underlying uncertainty model of CCI should be further improved in order
to eliminate the temporal evolution as far as possible and to take into account known periods with
degraded instrument performance.

Figure 10. Monthly percentages within combined uncertainty (CCI and drifting buoys) for three
different values of uncertainty for the drifting buoys (δSST) during (a) day and (b) night.
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4. Comparison with ARC

The ARC SST was the precursor dataset of the CCI, so it is useful to make a comparison between
the two. For this purpose, the match-up dataset of Lean and Saunders [25] is used here, which covers
the period August 1991–December 2009 (thus no AATSR/drifting buoys collocations for 2010–2012).
Both the observations and the collocation approach used by Lean and Saunders [25] are the same as
described in Section 2. Similarly to the quality control applied for CCI (Section 2), a ±3 K threshold
is used to eliminate the outliers not removed by the conservative quality control. It is reminded
that a three-sigma annual filter has been used in Lean and Saunders [25], while the validation has
been performed mainly for 1 m depth SST, which could explain some minor differences between the
two studies.

Figure 11 is similar to Figure 3, but presents the comparison between ARC and drifting buoys
for the period 1991–2009. The significant warm biases seen in the CCI dataset are absent in ARC
both during day and night or at least much less prominent, with ARC being in general in the range
[−0.1, 0.1] K from drifting buoys, particularly for night time. The regions appearing consistently with
warm SST biases in respect to buoys for both CCI and ARC are off the coast of Indian Peninsula,
the Maritime Continent (but not for night time ARC) and the Gulf of Mexico, with the region around
the Indian Peninsula being the more challenging (median bias about 0.5 K). During the day, the median
bias of CCI is lower than ARC in the Gulf of Mexico and the region of Kuroshio current. There are a
few regions with cold biases in ARC, although these are less obvious than CCI with values close to
−0.1 K. In terms of robust standard deviation, again the ARC performs better than CCI, and especially
during night, the RSD is almost everywhere less than 0.2 K.

However, the direct comparison between Figures 3 and 11 is not really valid as they do not cover
exactly the same period, despite the fact that AATSR CCI was pretty stable for its whole lifetime
(Section 3). For this reason, Table 3 presents the statistics of the comparison between both CCI and
ARC with drifting buoys. The results for all statistical measures of CCI are very similar (maximum
difference ±0.03 K) between Tables 1 and 3, despite that the period examined in the Tables is different
for all three ATSRs. This shows the robustness of the overall statistics to small changes of the time
period considered for CCI. Returning to the comparison between CCI and ARC, it can be seen that
the number of match-ups is slightly different between the two (Table 3) with ARC having in general
more match-ups. This is the outcome of different spatial resolutions 0.05◦ for CCI vs. 0.1◦ for ARC.
All statistical parameters show better agreement of ARC with drifting buoys than CCI. Nevertheless,
the differences are not large and in general are within ±0.05 K. However, the difference in the statistics
between CCI and ARC for ATSR-1 is puzzling, especially regarding the biases. The SST retrieval
method is the same between the two datasets, and the only difference is the spatial resolution.

In order to investigate the temporal evolution of quality between CCI and ARC, Figure 12 presents
the annual median bias and robust standard deviation. The better performance of ARC than CCI in
terms of median bias (being closer to 0 K) can be seen for the whole period from 1991–2009. However,
CCI is more consistent regarding the differences between day and night for the periods of ATSR-1 and
AATSR. During the ATSR-2 period (1997–2000), the performance of CCI is almost identical to ARC for
the daytime retrieval. The sign of the median bias is not the same before 2000 during night, with CCI
presenting a warm bias and ARC having a cold bias. The difference in performance between CCI and
ARC during night reaches about 0.25 K in 1993–1994 (Figure 12a). As mentioned previously, this big
difference is surprising as both CCI and ARC use practically the same cloud mask and SST retrieval
method in this period. Concerning the time evolution of the RSD, this is very similar between CCI and
ARC, with CCI having larger values by ∼0.05 K from ARC. It is interesting to note that ARC daytime
is not impacted by the switch from ATSR-1 to ATSR-2 in 1996, while the CCI night time is not impacted
by the gyro failure on ERS-2 in 2001 (in accordance with Figure 5). Furthermore, the daytime ARC
RSD is very similar to the night time RSD of CCI.
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Figure 11. The median bias (a,b) and robust standard deviation (c,d) of ARC SST minus drifting
buoys averaged in 5◦ × 5◦ boxes for the period: August 1991–December 2009. The results for daytime
(night time) observations are presented in left (right) column. Gridboxes with fewer than 20 match-ups
appear white.

Table 3. Same as Table 1. Statistics are provided both for CCI and ARC against drifting buoys for the
period indicated in the parentheses.

Algorithm Mean Bias (K) St. Deviation (K) Median Bias (K) RSD (K) Number

CCI

ATSR-1 (08/1991–05/1995)

Day 0.15 0.65 0.14 0.53 11,060
Night 0.13 0.67 0.14 0.53 9373

ATSR-2 (07/1996–06/2002)

Day 0.10 0.53 0.10 0.39 50,125
Night 0.10 0.46 0.11 0.28 33,605

AATSR (08/2002–12/2009)

Day 0.11 0.43 0.11 0.28 194,786
Night 0.11 0.38 0.11 0.22 152,962

ARC

ATSR-1 (08/1991–05/1995)

Day 0.01 0.61 0.02 0.46 13,963
Night −0.09 0.58 −0.07 0.42 10,779

ATSR-2 (07/1996–06/2002)

Day 0.08 0.48 0.08 0.31 50,639
Night 0.04 0.43 0.04 0.24 37,333

AATSR (08/2002–12/2009)

Day 0.08 0.37 0.09 0.21 185,114
Night 0.07 0.34 0.06 0.18 156,662
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Figure 12. Annual (a) median bias and (b) robust standard deviation of CCI (dotted lines) and ARC
(solid lines) against drifting buoys. The results are given for day (red lines) and night (blue lines)
during 1991 to 2009.

Figure 13 shows the monthly evolution of percentages for four ad hoc thresholds (the same
as Figure 6), but for ARC. In this way, performance changes at sub-annual time scale are more
easily discerned, thus providing complementary information to Figure 12. The superiority of ARC
is confirmed with percentages of collocations inside ±0.1 K or ±0.2 K being about 10% higher than
CCI. It is worth noting that for night time ARC the percentage within 0.2 K reaches 70% after 2005.
Regarding the percentages with absolute differences larger than 2 K, there is no difference between
CCI and ARC, although ARC shows smoother evolution. For the percentage of |ΔSST| larger than
1 K, ARC displays lower values than CCI, especially during the ATSR-1 period by ∼5%. The failure of
ATSR-1 3.7 μm channel (May 1992) and the ERS-2 gyro (beginning of 2001) are clearly seen in the time
series, together with the switch from ATSR-1 to ATSR-2. Although, in ARC, the first months of ATSR-2
have higher percentages (Figure 13a) than the respective period of ATSR-1 (before the 3.7 μm channel
failure), as CCI the two instruments seem to have a similar quality.

Figure 13. Same as Figure 6, but for ARC during August 1991 to December 2009.

5. Summary and Conclusions

The CCI SSTs (Phase 1, Version 1.1) from the ATSRs covering the period 1991–2012 have
been assessed against collocated observations from drifting buoys and also compared with the
corresponding comparisons for the ARC (the precursor dataset of CCI SST). Only the performance
of CCI SSTs from the ATSRs has been assessed here. For the comparison of the CCI and ARC
datasets, it should be noted that apart from ATSR-1, the retrieval methods for the skin SSTs are
different. Furthermore, the ARC dataset is provided at a spatial resolution of 0.1◦, while CCI has a
finer resolution of 0.05◦. Because of this, the CCI standard deviation is expected to be worse than ARC
due to higher random and sampling uncertainties [57,58,60].
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The median bias of CCI is slightly larger than 0.1 K and the robust standard deviation (RSD) in
the range 0.22–0.55 K lower for night time than daytime conditions, and this improves with instrument
generation (AATSR has the smallest and ATSR-1 the largest) (Table 1). However, considering
overlapping periods for the instruments indicates that the performance of ATSR-2 is similar to AATSR
(Table 2). The median bias is larger in the tropics ∼0.3 K during the day, with lower values (0.1–0.2 K)
and more homogeneous distribution during the night. Some regions show negative biases, e.g., due
to the dust outflow from the Sahara and Arabian deserts for night time conditions. The Maritime
Continent has a peak for daytime RSD at about 0.6 K. The median bias is fairly stable (0.1–0.15 K)
since 2000–2001, but variable before then. The comparable performance of ATSR-2 and AATSR is
demonstrated in the time series of the RSD being 0.2–0.3 K during night and about 0.1 K higher during
the day. On the other hand, ATSR-1 shows increasing RSD with time from 0.3 K to over 0.6 K. Forty
to sixty percent of the match-ups have absolute SST differences less than 0.2 K (higher percentages
during night), except for the periods after the failure of the 3.7 μm channel on ATSR-1 and the gyro
failure on ERS-2. Similarly, less than 10% of match-ups show absolute SST differences larger than 1 K
(again except for the above mentioned periods), decreasing to 5% for the AATSR period.

Triple collocation analysis has been used for the first time, to the best of our knowledge, for the
period 1998–2002 using TMI and ATSR-2 observations, extending backwards in time the estimation
of the random uncertainty of SST from drifting buoys, IR imagers and MW imagers. The application
of triple collocation under daytime conditions when the wind speed is larger than 10 m/s provides
meaningful results for the period of AATSR/AMSR-E. Both day and night results indicate that, since
2004, drifting buoys and CCI AATSR have a random uncertainty of about 0.22 K, stable with time.
Before 2004, drifting buoys have larger values (∼0.3 K), while ATSR-2 shows slightly lower values
(∼0.2 K). The random uncertainty for AMSR-E is about 0.47 K, stable with time, while TMI has as
expected higher values of ∼0.55 K. The Hovmoller diagrams of the triple collocation during night
indicate that the analysis samples mainly the Southern Hemisphere mid-latitudes, producing mostly
latitudinally homogeneous results (in addition to time) for the drifting buoys and the ATSR-2/AATSR
CCI SST. Surprisingly, the performance of AMSR-E is much better in the tropics (∼0.3 K), almost half
of the value found in the mid-latitudes, which is comparable to TMI. This is the first time to the best of
our knowledge that the AMSR-E SST random uncertainty has been reported to change with latitude.

The CCI provides uncertainty for each SST retrieval, and its validation showed that the model used
during the daytime slightly overestimates uncertainty in the interval [0.45, 0.9] K and underestimates
below 0.3 K. Small underestimations of the uncertainty are also seen for the night time conditions,
but now for some of the match-ups, the uncertainties provided are too low. The time evolution of the
percentage of match-ups within combined uncertainty (drifting buoys and CCI) is 70–80% for daytime,
though the model does not capture the instrument failure periods of the ATSR-1 3.7 μm channel and
the ERS-2 gyro. The corresponding percentages for night are lower, being 60–70%. However, the night
percentages depend on the assigned value of uncertainty for the drifting buoys being at the same level,
which is not the case during the day.

Results show that CCI (Phase 1) does not yet match the quality of ARC SST retrievals when
comparing to drifting buoys. The value of the ARC median bias is closer to 0 K than CCI, and the
RSD is about 0.05 K lower for ARC. This means that the night time CCI RSD more or less matches the
ARC RSD during the day. Although the results of the comparison against drifting buoys are not very
different, the superiority of ARC can also be seen in the more homogeneous geographical distribution of
median bias and RSD than CCI. However, there are regions (e.g., Gulf of Mexico, Kuroshio) where CCI
is better than ARC, while the region around the Indian Peninsula has proven difficult for both datasets.
The same picture emerges for the temporal evolution of the percentages of |ΔSST| within 0.1/0.2 K or
larger than 1 K with ARC manifesting better performance than CCI. This fact probably indicates that
the SST retrieval approach based on coefficients estimated from radiative transfer simulations performs
better than the optimal estimation for dual view observations; even if for single view observations, the
optimal estimation retrieval provides better results [26]. An alternative possibility is that the optimal
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estimation retrieval has not been implemented correctly in CCI, e.g., by not removing all the subtle
biases of the radiances. Nevertheless, the observed discrepancies between CCI and ARC during the
period of ATSR-1 are unexplained given that both datasets use the same retrieval method; especially
concerning bias, as the standard deviation of CCI is expected to be higher than ARC due to the finer
spatial resolution.

It should be noted that although the CCI (Phase 1) SSTs from the ATSRs are not as good
as ARC, they are in line or even better than other SST datasets based on thermal infrared (TIR)
observations [30–32,61]. The CCI also includes SSTs from the Advanced Very High Resolution
Radiometers (AVHRRs) and an SST analysis using both ATSR and AVHRR [22]. The combination
of the high quality SSTs provided by the ATSRs and the global coverage provided by AVHRRs
offers an attractive dataset for climate studies. Indeed, the CCI SST dataset is already being used
successfully [56,62] for climate research. Some of the shortcomings in the CCI SSTs identified here
are being addressed in Phase 2 of the CCI, while other enhancements could be incorporated in future
versions [63].
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Abbreviations

The following abbreviations are used in this manuscript:

AATSR Advanced Along Track Scanning Radiometer
AIRS Atmospheric InfraRed Sounder
AMSR-E Advanced Microwave Scanning Radiometer for EOS
ARC ATSR Reprocessing for Climate
ATSR Along Track Scanning Radiometer
AVHRR Advanced Very High Resolution Radiometer
CCI Climate Change Initiative
ΔSST Difference of SST
δSST Uncertainty of SST
ECV Essential Climate Variable
ENVISAT ENVIronmental SATellite
EOS Earth Observing System
ERS European Remote Sensing
ESA European Space Agency
GSICS Global Space-based Inter-Calibration System
GTS Global Telecommunication System
IASI Infrared Atmospheric Sounding Interferometer
ICOADS International Comprehensive Ocean-Atmosphere Data Set
IR InfraRed
MetOp Meteorological Operational
MODIS MODerate resolution Imaging Spectroradiometer
NIR Near InfraRed
NWP Numerical Weather Prediction
RSD Robust Standard Deviation
SST Sea Surface Temperature
TMI TRMM Microwave Imager
TRMM Tropical Rainfall Measuring Mission
MW MicroWave
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Abstract: The Southern Ocean is the focus of many physical, chemical, and biological analyses
due to its global importance and highly variable climate. This analysis of sea surface temperatures
(SST) and global teleconnections shows that SSTs are significantly spatially correlated with both
the Antarctic Oscillation and the Southern Oscillation, with spatial correlations between the indices
and standardized SST anomalies approaching 1.0. Here, we report that the recent positive patterns
in the Antarctic and Southern Oscillations are driving negative (cooling) trends in SST in the high
latitude Southern Ocean and positive (warming) trends within the Southern Hemisphere sub-tropics
and mid-latitudes. The coefficient of regression over the 35-year period analyzed implies that
standardized temperatures have warmed at a rate of 0.0142 per year between 1982 and 2016 with
a monthly standard error in the regression of 0.0008. Further regression calculations between the
indices and SST indicate strong seasonality in response to changes in atmospheric circulation, with the
strongest feedback occurring throughout the austral summer and autumn.

Keywords: Southern Ocean; sea surface temperature; teleconnections; Antarctic Oscillation;
El Niño-Southern Oscillation; AVHRR

1. Introduction

Southern Ocean is a highly dynamic component of the global ocean circulation that plays a key
role in the transport of heat, the uptake of carbon, and the global climate system [1–8]. The Southern
Ocean circulation is largely wind driven. Changes in the Southern Hemisphere wind field drive sea
surface temperature (SST) gradients that can support a feedback mechanism and influence both the
latitude of the Antarctic Circumpolar Current (ACC) and the distributions of heat and nutrients [9–13].
Southern Hemisphere atmospheric variability exhibits a large number of modes, mostly influenced
by large-scale low-frequency patterns [14] and has been known to play a major role in Southern
Hemisphere weather and climate [15,16]. Due to the wave patterns associated with large-scale
teleconnections, the largest temperature anomalies occur in the Amundsen-Bellingshausen Sea [17].
For a more in-depth analysis into the relationship between large-scale atmospheric teleconnections
and Southern Ocean SST, refer to [17]. To analyze trends of Southern Hemisphere air-sea interactions,
two patterns of atmospheric variability are compared with SST: the Antarctic Oscillation (AAO) and
the Southern Oscillation (SO).

The AAO (also referred as the Southern Annular Mode) is a large-scale low-frequency pattern
and is the dominant mode of atmospheric variability in the Southern Hemisphere Westerlies [16].
Previous studies found that the westerly winds have shifted south due to the increasing frequency of
the AAO and the growing Antarctic ozone hole [18,19] and significant changes have been observed in
both the temperature and salinity of the Southern Ocean [4,20,21]. However, despite the increasing
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frequency of the AAO and the shifting Westerlies, statistical evidence indicates an insensitivity of the
ACC and sloping isopycnals to decadal changes in wind stress [22]. Within the Southern Ocean and
Antarctic waters, previous studies have compared SST with the AAO [23–25] on weekly to monthly
scales, noting the significant anomalies induced by the atmospheric pattern.

The SO is a measure of the Walker circulation in the tropical South Pacific. This circulation
relates to variations in ocean temperatures and atmospheric pressure across the broad expanse of
the tropical Pacific. The SO is also a metric for the El Niño-Southern Oscillation (ENSO) index.
Negative (positive) SO index signifies warm (cold) SST across the eastern tropical Pacific and can
therefore describe patterns similar to El Niño (La Niña) events. Additionally, the SO and El Niño
(La Niña) were found to be negatively (positively) related to the Pacific-South American (PSA) wave
pattern [26], which can have strong influences on SST, sea-ice, and atmospheric temperatures along
Antarctica [27–29]. Reference [29] describes the strengthened influence of the AAO and SO during in
phase periods, indicating the strong relationship between the atmospheric circulation and the effect
on ocean dynamics. In this analysis, the statistical significance of the influence of teleconnections on
Southern Ocean SST is investigated.

Hypothesizing that the SO has a greater influence than the AAO in the Southern Ocean and
that both teleconnections drive warming (cooling) trends during positive (negative) phases of the
oscillations, this analysis compares atmospheric teleconnections to Southern Ocean SST in both space
and time. Investigation of the relationships between SST patterns and atmospheric variability with
which they are associated provides a basis for improved understanding of Antarctic sea-ice and air-sea
dynamics within the Southern Ocean.

2. Materials and Methods

2.1. Observational Data

Historically, in situ observations in the Southern Ocean have been sparse and made difficult due
to harsh austral winter conditions. Southern Ocean in situ observations were particularly limited prior
to the Argo float program, with most of the high-quality collections derived from repeat hydrography
programs [30,31], such as the World Ocean Circulation Experiment (WOCE). Compared to in situ
observations, satellites have relatively high spatial resolution and for SST a long temporal record
extending back to the 1980’s. The Optimal Interpolated Sea Surface Temperatures version 2 (OISST v2)
product [32], utilizes statistically blended Advanced Very High Resolution Radiometer (AVHRR)
data and in situ measurements to accurately represent the sea surface. OISST v2 is obtained from
the National Oceanic and Atmospheric Administration (NOAA) Earth Science Research Laboratory
Physical Science Division. OISST v2 [32] has 0.25◦ resolution spatially and temporal coverage dating
back to September 1981. For this analysis, full-year only, high-resolution AVHRR data were used
(1982–2016) to prevent seasonal bias, and all data points with satellite-derived fractional sea-ice in the
high latitudes were removed.

Variability in SST anomalies is compared against proxies for large-scale, low frequency climate
patterns of AAO and SO. Both the AAO and SO indices come from the National Centers of
Environmental Prediction, Climate Prediction Center (NCEP, CPC). AAO index is computed from the
leading empirical orthogonal function of 700 hPa height anomalies between mid- and high latitudes
from NCEP/NCAR (National Center for Atmospheric Research) reanalysis data [33]. SO index is
computed from standardized observed sea level pressure anomalies between Tahiti, French Polynesia
and Darwin, Australia, divided by monthly standard deviations [34].

2.2. Methods

To analyze the teleconnections and standardized SST anomalies, multiple statistical tests are
performed. To calculate standardized anomalies, the monthly mean climatology from OISST v2
(1982–2016) is subtracted from the monthly SST record and divided by the monthly standard deviation
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of OISST v2, effectively removing seasonality. Standardized anomalies typically provide a better
representation on the magnitude of anomalies since the influences of dispersion have been removed.
The linear regressions of standardized anomalies are calculated using whole years for the duration
of OISST v2 SST, 1982–2016. Within the regressions and correlations, p-values are used to determine
significance (alpha = 0.05). Positive (negative) indices are defined as those above (below) the 70th
(30th) percentile, which is approximately 0.5 (−0.5). We define neutral years as those with indices
between −0.5 and 0.5. Additional seasonal comparisons define austral summer as January through
March and austral winter as July through September.

3. Results

We begin by addressing the relationship between SST and the large-scale AAO and SO
teleconnections during the period 1982–2016. This period is used as it includes all full years in
the OISST v2 data product. As described above, to reduce seasonal bias, standardized anomalies are
compared against the large-scale patterns of AAO and SO indices. Correlations between SST and the
teleconnections (Figure 1a,b) relate positive anomalies in the mid-latitudes (30◦S–50◦S) and negative
anomalies in the high latitude regions during positive phases. A positive AAO is associated with
a poleward shift in the Westerlies, while a positive SO describes anomalously cold temperatures in the
eastern Pacific (similar to La Niña events).

Figure 1. Pearson’s correlation coefficient between standardized SST anomalies and the (a) Antarctic
Oscillation (AAO) and (b) Southern Oscillation (SO). Negative (positive) coefficients are blue (red),
and indicate decreased (increased) standardized SST anomalies. Coefficients interior to the black
contour are significant (alpha = 0.05). (c) The 12-month running mean of AAO (black) and SO (blue)
indices between 1982 and 2016, the shaded regions indicate the uncertainty.

During positive AAO years, the shift in the Westerlies correlates with anomalously warm surface
waters in the mid-latitude Atlantic and Indian basins and a broad negative anomaly in the South
Pacific (Figure 1a). A similar spatial pattern exists during positive SO years (Figure 1b). Positive SO
years correlate with large-scale negative standardized SST anomalies in the high latitude Pacific and
positive anomalies in the mid-latitude Pacific, along the west coast of Australia, and south of 45◦S
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in the Atlantic. The spatial extent of significant SST anomaly correlations with the SO is larger than
the correlations between SST and the AAO. Between the mid-2000’s and 2014, both indices have been
mostly in a positive phase (Figure 1c). When both indices are in the positive phase, spatial correlations
relate increasing negative anomalies along the Antarctic coast with increasing positive anomalies in
portions of the Ross and Weddell Seas and the sub-tropical Southern Ocean, similar to [24].

The influences of teleconnections are further explored through a more detailed analysis of the
standardized SST anomalies (Figure 2). Spatial linear regressions from 1982 to 2016 in the Southern
Ocean (Figure 2a) show significant large-scale surface warming (positive) in the mid-latitude Southern
Ocean, the southern Indian Basin (60◦E–120◦E), and the Amundsen Sea sector. In addition, significant
negative trends in the South Pacific Basin and Drake Passage region are seen. An estimate of the
Southern Ocean trends suggests a mean value of 0.0142 per year, a median of 0.0154 per year,
and a distribution negatively skewed towards negative trends.

Figure 2. The 1982–2016 sea surface temperature (SST) coefficient of regression (year−1) (a),
mean standardized SST anomalies during 2016 (b), and 2010 (c). In (a), values interior to black
contour lines represent significant trends (alpha = 0.05). (d) The monthly averaged standardized
SST anomalies (black) in the Southern Ocean (30◦S–70◦S), 12-month running mean (red), and the
linear regression (dashed blue). The coefficient of regression is 0.0142 year−1 and the coefficient of
determination (r2) is 0.436. The temporal monthly standard error in regression is 0.0008.

Comparing one-year averaged anomalies, we look to analyze two recent examples: a year with
opposing index values and another with similar in-phase index values. In doing so, we explore the
spatial regions and magnitudes of positive and opposing index years. Using Figure 1c, the years 2016
and 2010 were selected for each comparison respectively. The 2016 indices are described by a strong
negative SO in the beginning of the year, changing to a strong positive SO by the end of the year with
a consistently positive AAO (see Figure 1c). That is, the phases of the indices are mostly out of sync.
The pattern of standardized SST anomalies (Figure 2b) from 2016 does show the strong similarities to
the positive phases of both AAO and SO (i.e., negative sub-polar and positive sub-tropical anomalies),
but also from the negative SO phase. The potency of the strong negative SO value (Figure 1b) is seen in
the anomalously warm SSTs in the eastern and central sub-tropical Pacific Ocean (Figure 2b), both of
which overshadow the values forced by the positive SO months.
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The 2010 mean standardized SST anomalies (Figure 2c) were the start of successive La Niña years
(denoted in Figure 1c) and a positive AAO. Most notable are the anomalously warm temperatures in
the sub-tropical Pacific, South Atlantic, and western Indian Basins. Moreover, there are strong negative
anomalies in the South Pacific and in the South Indian Ocean (near 60◦E). The pattern of 2010 positive
and negative anomalies (Figure 2c) shares strong similarities with the positive and negative SST and
SO correlations (Figure 1b), showing the strong influence of the in-phase oscillations on SST.

Temporal analysis of the mean Southern Ocean SST (Figure 2d) suggests warming at a rate of
0.0142 per year between 1982 and 2016 (0.0092 ◦C per year if not standardized), with a standard error of
0.0008. The average was taken between 30◦S and 70◦S for each month. Throughout the 35-year period,
there was a net warming of approximately 0.50 based on standardized anomalies (approximately
0.32 ◦C if not standardized). A spatial comparison indicates that positive index months correlate
to broad-scale warming in the mid-latitudes that supports the warming trend. To show the more
recent relationship of in phases indices, Figure 3 depicts the standardized SST anomalies for AAO
positive and SO neutral, AAO neutral and SO positive, and both AAO and SO positive indices. In this
comparison, the opposing relationships of neutral-phase indices mitigate anomalies. However, during
in-phase months of AAO and SO indices, the anomalies are greater in magnitude and broader spatially
compared to either out-of-phase relationship, similar to the results of [29].

Figure 3. Monthly mean standardized sea surface temperature (SST) anomalies (◦C) during (a) positive
Antarctic Oscillation (AAO) and neutral Southern Oscillation (SO) months, (b) neutral AAO and
positive SO months, and (c) both positive AAO and SO months. In each instance, a positive (negative)
index is defined as greater (less) than 0.5 (−0.5) and neutral between −0.5 to 0.5.

A comparison of monthly and yearly averaged standardized SST anomalies (Figure 4) mark
contrasting differences between the temporal scales of AAO and the SO. The monthly (Figure 4a)
and yearly (Figure 4b) averaged standardized SST anomalies during positive AAO events both
have negative anomalies in the Pacific Basin and positive anomalies in the Atlantic and Indian
Basins. On longer time-scales, this yearly pattern of anomalous temperatures is stronger than monthly
averaged. Differences in the yearly and monthly AAO anomalies (Figure 4c) show the stronger (red)
yearly signal, particularly east of the Greenwich Meridian and south of Australia to the dateline.
Yearly anomalies are weaker (blue) in the high latitude Indian, the mid to high-latitude Atlantic and
mid-latitude Central Pacific.

Although global air-sea interactions are heavily influenced by large-scale teleconnections, seasonal
regressions derive a response in SST to changes in index values (Figure 5). In both instances, the
largest coefficients of regression occur in austral summer and autumn, while the weakest coefficients
arise in austral winter. Similar results for SST and ENSO were previously described in [27] and [29].
Based on these findings, spatial changes in austral summer indices can be used to depict linear changes
in temperature. However, minimally significant regressions between austral winter anomalies and the
indices suggest a potential non-linear or lag relationship.
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Figure 4. Monthly mean sea surface temperature (SST) standardized anomalies during positive
Antarctic Oscillation (AAO) (a) and Southern Oscillation (SO) (d) months and (b,e) are standardized
temperature anomalies during positive AAO and SO years respectively. (c,f) are the absolute value
of yearly averaged anomalies minus the absolute value of monthly averaged anomalies. Red (blue)
depicts yearly averages are greater (weaker) than monthly. In each instance, a positive index is defined
as greater than 0.5.

 

Figure 5. Coefficients of regression between the Southern Oscillation (AAO) (a–d) and standardized sea
surface temperature (SST) anomalies (◦C) from 1982 to 2016. (a) is monthly anomalies averaged over
January to March (austral summer), (b) April through June, (c) July through September (austral winter),
and (d) October to December. The coefficients of regression between the SO (e–h) SST anomalies are
through the same temporal scale as (a–d) respectively. The largest coefficients occur with AAO and SO
during the austral summer and autumn, while the smallest coefficients occur in austral winter.
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4. Discussion

Analyzing correlations and mean standardized anomalies allow for the interpretation of how
large-scale teleconnections influence the Southern Ocean. Strong positive indices of both the AAO and
SO (La Niña) induce broad-scale cooling in the high latitudes of the Southern Ocean and warming
in the mid-latitudes and Weddell Sea. Each index is seen to drive spatial anomalies on a magnitude
of 0.5 and anomalies approaching 1 when both indices are in-phase. Within Figure 1a,b, the spatial
correlations of the SO are more highly correlated spatially and based on magnitude, displaying the
overlaying influence of the SO on the Southern Ocean SST. This result is important as the mid-2000’s
through 2012 were largely in-phase positive oscillations, associated with large-scale negative anomalies
in the high latitudes and positive anomalies in the mid-latitudes and Weddell sea. More importantly,
the spatial pattern in the temporal linear regression of SST is spatially similar to SST anomalies in 2010,
a year marked by a strong La Niña period and a positive AAO index value, showing the importance of
in-phase oscillations on SST. The continual positive indices within the 21st century would therefore be
strongly contributing to the positive trend in Southern Ocean mid-latitude SST and negative trend
within the Southern Hemisphere high latitudes.

The patterns of SST anomalies seen during positive SO monthly (Figure 4d) and yearly (Figure 4e)
periods are similar, with intensification throughout the year in both the Indian and Pacific Basins
(Figure 4f). This temporal disparity is most likely due to the time required for an Equatorial-Tropical
Pacific phenomenon to influence large regions. A distinguishing feature of these patterns is that the
magnitude of positive SO events in the Pacific Basin is greater than those associated with the AAO.
The potential implication is that the SO plays a dominant role in the Southern Ocean. Furthermore,
differences in yearly and monthly averaged anomalies are comparatively large. Thus, the longer
duration of AAO and SO events could be an effective means of supporting or driving long-term trends.

SST anomalies can still be influenced by localized processes and feedback mechanisms. In years
where the AAO and SO are increasingly positive, the Westerlies shift poleward and anomalously
cooler temperatures are found in the high latitudes, with warmer temperatures in the mid-latitudes.
There are breaks in the trend when strong El Niño events occur (negative SO), driving temperature
changes that oppose the existing trend. Although this analysis supports the long-term increase in
mean Southern Ocean surface temperature found by earlier analyses, it suggests that while the Atlantic
and Indian Basins continue to warm, there has been significant cooling in the South Pacific as a result
of the most recent patterns in the AAO and SO.

5. Conclusions

In summary, an analysis of satellite-derived SST observations provides statistical grounds
for measuring and understanding the spatial correlations between SSTs and global atmospheric
teleconnection patterns. We find SSTs to be significantly correlated to both the AAO and the SO,
with larger magnitude of anomalies associated with the SO events. Large-scale spatial patterns of
both the AAO and the SO are significantly correlated to sea surface temperatures in Southern Ocean,
driving significant cooling in Antarctic sub-polar regions and warming in the Southern Hemisphere
subtropics. The recent in phase positive AAO and SO patterns are simultaneously driving significant
cooling in the high latitude Pacific basin, despite broad-scale warming throughout the Southern Ocean
at a rate of 0.0142 per year. We further find that the strong in phase austral summer and autumn
relationships are driving the most significant changes. Our analysis, which suggests the potential for
a continuous warming trend should the AAO and SO spend extended periods in their positive phases,
provides strong grounds for the promotion of continued monitoring of the high latitude SST.
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Abstract: The ever increasing geophysical data streams pouring from earth observation satellite
missions and numerical simulations along with the development of dedicated big data infrastructure
advocate for truly exploiting the potential of these datasets, through novel data-driven strategies,
to deliver enhanced satellite-derived gapfilled geophysical products from partial satellite observations.
We here demonstrate the relevance of the analog data assimilation (AnDA) for an application to
the reconstruction of cloud-free level-4 gridded Sea Surface Temperature (SST). We propose novel
AnDA models which exploit auxiliary variables such as sea surface currents and significantly reduce
the computational complexity of AnDA. Numerical experiments benchmark the proposed models
with respect to state-of-the-art interpolation techniques such as optimal interpolation and EOF-based
schemes. We report relative improvement up to 40%/50% in terms of RMSE and also show a good
parallelization performance, which supports the feasibility of an upscaling on a global scale.

Keywords: ocean remote sensing data; data assimilation; optimal interpolation; analog models;
multi-scale decomposition; patch-based representation

1. Introduction

Long records of high-resolution Sea Surface Temperature (SST) are of high importance for a wide
range of applications including among others weather and climate forecasting, ocean-atmosphere
exchanges, the monitoring of tropical cyclones [1]. SST is an example of essential variables derived from
remote sensing data [2–6], which play a critical role in climate models as well as numerical weather
forecasts. SST field time series are for instance among the key satellite-derived data assimilated in
ocean-atmosphere models [7,8] and hurricane dynamics [9]. Spaceborne sensors provide invaluable
data to reconstruct satellite-derived high-resolution SST fields (typically, up to a few kilometers) on a
global scale. Such SST fields may however comprise high rates of missing data. Optical sensors [10]
may depict the highest missing data rates, as they cannot sense the ocean surface through clouds.
Though less sensitive to atmospheric conditions [11], radiometers are also affected by thick clouds and
heavy rain conditions.

The reconstruction of gap-free high-resolution SST fields from satellite-derived SST measurement
has long been a critical issue [12–18]. Operational products typically rely on the Optimal Interpolation
(OI). Amon others, cloud-free OSTIA [12], ODYSSEA [19], AMSR-E [17] products are examples of
operational products which rely on OI. It produces the Best Linear Unbiased Estimator (BLUE) of
the field given irregularly sampled observations. This model-driven approach requires selecting a
covariance prior of the SST fields, most often exponential and Gaussian covariance models [12,18].
The parameterization of this covariance prior involves a trade-off between the size of the gaps to be
filled and the fine-scale variability of the SST fields. Physically-driven data assimilation models [20]
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may outperform OI if relevant dynamical priors can be defined [21]. The trade-off to be considered
between the complexity and genericity of this physical prior remains however complex, especially
when considering the assimilation of a single sea surface tracer as SST.

Besides model-driven schemes, the ever increasing availability of satellite-derived data and
of simulation data from high-resolution ocean models has paved the way for the development of
data-driven methods. EOF-based models were among the early and perhaps most popular data-driven
methods applied to the reconstruction of SST fields from cloudy SST data [14,15,22] as well of other
sea surface tracers such as ocean colour [22]. EOF-based approaches are particularly appealing for
ocean remote sensing as they relate to a model of the covariance structure of the considered fields and
may adapt to any type of geometry of missing data and interpolation grid. Their use is also motivated
by their ability to decompose the spatiotemporal variability of the sea surface fields according to
different modes, which may be interpreted geophysically. A renewed interest can also be noticed
for analog schemes and applications to forecasting and assimilation issues [23,24]. Analog schemes,
proposed a long time ago in geoscience [25], rely on the idea that the dynamics of a given system
may repeat to some extent. Given a set of previously observed or analysed data, one may retrieve
examples similar to a current state in this set, such that the future of this current state may be forecasted
from the known evolution of these similar situations. The lack of large-scale dataset along with
the computational complexity of analog methods has long limited their applicability. In this context,
we recently introduced the analog data assimilation (AnDA) and demonstrated its relevance for
the reconstruction of complex dynamical systems for partial observations, including sea surface
dynamics [26,27]. Here, as stated in the next section, we further explore and evaluate AnDA schemes
for the reconstruction of cloud-free SST fields from satellite-derived measurements.

The remainder of the paper is organized as follows. Section 2 briefly reviews the related work on
data assimilation and introduces the main contributions of this work. Section 3 presents the considered
data and case-study region. Section 4 describes the proposed AnDA methods for the reconstruction
of cloud-free SST fields. Section 5 presents experimental results. Section 6 further discusses our key
contributions and future work.

2. Problem Statement and Related Work

Data assimilation is the classic framework for the reconstruction of sea surface geophysical fields
from partial satellite observation series [20,28]. Two main categories of data assimilation methods
may be distinguished: variational and statistical data assimilation. Variational methods rely on a
continuous setting and states data assimilation as the minimization of a variational cost. Statistical
methods involve state-space models [20,28]. They formulate data assimilation as the maximization or
estimation of the posterior likelihood of the state series given an observation series. The state refers to
the geophysical parameter of interest, here a cloud-free SST field at a given time. In this work, we focus
on statistical data assimilation methods, which provides a greater flexibility to model state dynamics
as well as the relationship between the state series and the observation series [20]. They also avoid
determining the adjoint of the dynamic operator, which may be complex while reaching state-of-the-art
reconstruction performance [29].

The state-space model typically comprises two key components:

• A dynamical model which states the time evolution of the state. Within a discrete statistical
framework, it comes to define the likelihood of the state at a given time given the state at the
previous time;

• An observation model which relates the state to the observation, here the cloud-free SST field to
the SST observation with missing data.

Among the variety of algorithms proposed to solve for statistical data assimilation issues,
Ensemble Kalman filters and smoothers (EnKF and EnKS) are particularly popular. They demonstrate
both good assimilation performance and a high modeling flexibility [20]. It may also be noted that the
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optimal interpolation can be regarded as a statistical assimilation model, where the dynamical prior
involves a Gaussian distribution, such that an analytical and numerical solution can be derived [12,20].
EnKS and EnKF may provide relevant solutions to implement optimal interpolation schemes for
high-dimensional fields. The definition of the dynamical prior is a critical aspect of such model-driven
assimilation scheme. Regarding ocean dynamics, the balance between modeling complexity and
uncertainty is particularly complex. Especially, simplified models such as advection-diffusion or QG
(Quasi-Geostrophic) priors [21] may only be valid approximations for specific space-time regions.

These issues have motivated the development of data-driven frameworks as an alternative to
the definition of model-driven dynamical priors. We may for instance cite EOF-based (Empirical
Orthogonal Function) interpolation techniques [14,15], which state interpolation issues as a matrix
completion problem and iterates successive projections onto an EOF basis under the constraint of the
observed data. Such techniques have been proven relevant for the reconstruction of large-scale SST
fields. They may however lack some mathematically-sound interpretation in terms of data assimilation
issue. Interestingly, the combination of analog forecasting operators and classic statistical assimilation
schemes has led to the introduction of novel data-driven schemes for data assimilation, referred to as
Analog Data Assimilation (AnDA) [24,26]. Especially, our previous work [26] presents an application
of AnDA to the space-time interpolation of SST fields using patch-based and EOF decompositions.
(We use in this paper the term patch to refer to a subset of K × K pixels centered on given pixel. K is
the width of the patch. The term patch is widely used in image processing with the emergence of
patch-based image representations [30,31]. Patch-based representations [30–33] provide means to
encode the spatial structure of the images while providing a simple and computationally-efficient
framework.

Here, we further extend AnDA for the spatiotemporal interpolation of SST fields to improve both
reconstruction performance and computational efficiency. This work involves three main contributions:

• the introduction of conditional analog forecasting operators with a view to explicitly accounting
for dependencies between the state to be reconstructed and auxiliary variables. In [24,26],
the considered analog forecasting operators implicitly assumed the high-resolution component
dX to be independent on the low-resolution component X̄. Both theoretical and statistical
studies [34,35] advocate for considering inter-scale dependencies, which relate to the multi-scale
characteristics of ocean turbulence [35,36]. We show here that analog strategies are highly flexible
to consider such conditioning;

• the introduction of an analog forecasting operator embedding physically-sound priors.
We further benefit from the flexibility of analog operators to exploit the synergy between SSH
(Sea Surface Height) [35,37] and SST. We investigate locally-linear analog forecasting operators
where SSH is used as a complementary regressor;

• the reduction of the computational complexity of AnDA using a clustering-based analog
forecasting operator. To improve the scalability of the proposed methodology, we show that
we can significantly reduce the computational complexity of the analog data assimilation with no
impact on reconstruction performance.

We demonstrate the relevance of these contributions through numerical experiments for real
cloudy SST patterns and evaluate the computational complexity of the proposed models and their
parallelization performance for future large-scale case-studies.

3. Data and Study Area

With a view to evaluating the proposed analog assimilation methodology detailed in the next
section, we use reference gap-free L4 SST time series from which we create SST datasets with missing
data using real missing data masks. We consider two gap-free L4 SST products:

• OSTIA SST: the OSTIA product delivered daily by the UK Met Office [12] with a 0.05◦ × 0.05◦

spatial resolution (approx. 5 km). The OSTIA analysis combines satellite data provided by infrared
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sensors (AVHRR, AATSR, SEVIRI), microwave sensors (AMSR-E, TMI) and in situ data from
drifting and moored buoys.

• MW SST: the microwave optimally-interpolated product distributed by REMSS (http://www.
remss.com/measurements/sea-surface-temperature/oisst-description/). This product combines
daily microwave satellite measurements (TMI, AMSR-E, AMSR2, WindSat sensors) for a
0.25◦ × 0.25◦ resolution.

From a spectral analysis of the SST fields, it may be noted that the MW SST dataset involves
greater energy level for scales below 100km than OSTIA SST dataset. For both datasets, we consider
SST time series from January 2007 to December 2015 (January 2008 to December 2015) in a region off
South Africa (150 × 300 pixels) from 0◦E to 7◦E and 22.5◦S to 60◦S. This region comprises the Aghulas
current and combines highly-dynamic areas and periods off South Africa and not as active areas in
the northern part of the case-study region which is characterized by warmer waters. This region is
also characterized by a significant variability of the cloud cover up to very high missing data rates
(e.g., above 70%). These characteristics make this region a relevant and representative testbed for SST
interpolation issues.

As real cloud masking time series, we consider the cloud masks associated with the
METOP-AVHRR SST time series (Ocean and Sea Ice Satellite Application Facility (OSI SAF) (2016).
GHRSST L3C global sub-skin Sea Surface Temperature from the Advanced Very High Resolution
Radiometer (AVHRR) on Metop satellites (currently Metop-B) (GDS V2) produced by OSI SAF
(GDS version 2). NOAA National Centers for Environmental Information. Dataset) METOP-AVHRR
product is a high-resolution infrared sensor, which may involve very high missing data rates in the
case-study area (see Figure 1 for an example of cloud mask pattern).

As detailed in the next section, the proposed analog data assimilation models may benefit from
multi-source data. More particularly, in the considered case-study, we explore the extent to which SSH
data may be useful to improve the interpolation of the SST. As gridded and interpolated SSH field,
we consider daily SSH data with a 0.25◦ × 0.25◦ resolution distributed by the CMEMS (Copernicus
Marine Environment Monitoring Service, marine.copernicus.eu).

Figure 1. Reconstructed SST fields using OI, DINEOF, G-AnDA, PB-AnDA-LROI + dX + Z,
PB-AnDA-LRM + dX + Z on day 150th for MW SST case-study: the first row depicts the reference SST
field, the cloudy observation and the gradient magnitude; the second and third rows depict respectively
the SST fields and their gradient magnitude for OI, DINEOF, G-AnDA, PB-AnDA-LROI + dX + Z,
PB-AnDA-LRM + dX + Z. It may be noticed that PB-AnDA-LROI + dX + Z and PB-AnDA-LRM + dX +
Z better reconstructs fine-scale structures for instance along the Aghulas return current as well as south
of Madagascar island.
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4. Method

4.1. Patch-Based Analog Data Assimilation

We consider the following scale-based decomposition of the SST fields:

X = X̄ + dX + ξ (1)

X̄ refers to a background field. It may be a given as a mean field as well as optimally-interpolated
fields. dX refers to high-resolution component to be estimated.

Following [26], we consider an analog data assimilation for the high-resolution component dX.
It involves a patch-based state-dependent dynamical operator. Let us denote by Ps the patch centered
on grid site s and X(Ps, t) the patch-level state for field X on Ps at time t. The considered dynamical
operator for Ps at time t is stated as

dX (Ps, t) = MX(Ps ,t−1)
(
X(Pps, t − 1), η(Ps, t − 1)

)
(2)

where MX(Ps ,t−1) is the state-dependent operator at time t for grid site s. η is a random perturbation.
We further constrain this patch-based model through an EOF-based decomposition of each patch-level
state dX (Ps, t).

dX (Ps, t) =
N

∑
n=1

αn(s, t)Bn (3)

With Bn the nth principal component of the EOF and αn(s, t) the associated EOF expansion
coefficient for patch Ps at time t. NEOF refers to the number of vectors of the EOF basis. B will denote
the matrix formed by all principal components.

The state-dependent dynamical operator MX(Ps ,t−1) is stated as a locally-linear analog forecasting
operator [24,26]. We assume that we are provided with a reference dataset, referred to as catalog C
which comprises pairs of states {X(Psi , ti − 1), X(Psi , ti)}i at two consecutive time steps, referred
to respectively as analogs and successors. For a given kernel denoted by K, let us denote by
ak (s, t)) the kth analog (i.e., nearest-neighbor) of state X(Ps, t) in catalog C and sk (s, t)) its successor.
The locally-linear analog operator is stated as a multivariate linear regression in the EOF space
between the analogs {ak (s, t))}k and their successors {sk (s, t))}k with a zero-mean Gaussian
perturbation. The linear regression is fitted using a weighted least-square estimate with weights
{K(ak (s, t), X(Ps, t − 1))}k. The covariance of the Gaussian perturbation is estimated from the residual
of the linear regression for the K pairs of analogs and successors. In [24,26], the regression variables
are directly the states projected onto the EOF space. Here, as detailed in the next section, we consider
different parameterization of the regression variables as well as of the kernel K to explore the potential
conditioning of the dynamics of state dX by other variables (e.g., the low-resolution component X̄ or a
velocity field).

Given the observation model associated with the considered cloudy SST observations

Y(t, s) = X(t, s) + ε(t, s), ∀s ∈ Ωt (4)

With Ωt the cloud-free region at time t, the reconstruction of high-resolution component dX
given observation time series Y relies on the ensemble Kalman smoother (EnKS) associated with
the considered analog dynamical operators. The EnKS is a forward-backward sequential algorithm.
It represents the state at each time step from the mean and covariance of a set of members, which are
evolved in time based on the analog forecasting operator and updated at each time step from the
available observations using a Kalman-based recursion. We refer the reader to [24] for the details of
the analog EnKS. Here, the analog EnKS is applied independently to overlapping patch locations. We
then reconstruct field dX as a mean over overlapping patches. An additional postprocessing step is
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applied to remove possible patch-related blocky artifacts using a patch-based and global EOF filtering.
The resulting workflow is sketched in Figure 2.

Figure 2. Workflow of the proposed framework for the reconstruction of gap-free SST time series
from cloudy SST data: given a cloudy SST field time series, it first applies an optimal interpolation
to reconstruct the large-scale component X̂ and second the analog data assimilation (AnDA) of the
anomaly dX (cf. (Equation (1))). This second step exploits a reference SST catalog and is constrained
by the reconstructed large-scale component. The resulting gap-free SST time series is the sum of the
large-scale component X̂ and of the anomaly dX. We also sketch the main steps involved in the AnDA
scheme.

4.2. Conditional and Physically-Derived Analog Forecasting Operators

Let us denote by U a co-variable with the same space-time resolution as field X. The Conditioning
of analog forecasting operator MX(Ps ,t−1) at time t and patch Ps may be issued:

• from the selection of analogs based on both variables dX and U, and not solely based on dX
as in [24,26]. This comes to take into account variable Z in kernel K. We typically consider a
parameterization of kernel K as KdX · KU using kernels applied respectively to fields dX and Z.
Here, we will consider a Gaussian kernel for KdX and a correlation-based kernel for kernel KU . It
may be noted that the considered kernels only exploit the spatial dimensions;

• from the fit of a multivariate linear regression using both dX and U, or transformed version of U,
as regression variables and not solely based on dX as in [24,26]. For instance, following previous
studies [34,38], one may consider the low-resolution field X̄ as a potentially-relevant information
to improve the forecasting of the high-resolution field dX.

It may be emphasized that a given co-variable may be used only for one of these two types of
conditioning.

We also explore the potential relationship between locally-linear analog forecasting operator and
physical operator. As a sea surface geophysical tracer, advection-diffusion priors may be regarded as
relevant first-order approximations [21]. The advection-diffusion prior is given by

∂tX + 〈ω,∇X〉 = κΔX (5)

With ω the sea surface velocity field and κ the diffusion coefficient. Given that satellite-derived
altimeter fields, denoted here by Z, provide a low-resolution estimate of the sea surface velocity fields,
field ω may be written as ∇⊥Z+ δω with δω the unresolved velocity component. Using decomposition
Equation (1), advection-diffusion prior Equation (5) suggests considering a locally-linear patch-based
analog forecasting operator Equation (2) where both variables dX, X̄ and Z are considered as regression
variables. Similarly to EOF decomposition Equation (3) for field dX, we also consider patch-based EOF
decompositions for fields X̄ and Z to constrain the estimation of the analog locally-linear operator.
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It may be noted that this inference of such multi-modal analog forecasting operators relate to the
approximation of the underlying unresolved velocities from local analogs.

4.3. Computationally-Efficient Analog Assimilation Strategies

An important goal of this study is to evaluate the computational complexity of the proposed
analog assimilation strategies and their parallelization properties. By construction, the considered
patch-level decomposition relies on the independent processing of each patch location for the
considered grid. This ensures the computational complexity to evolve linearly with the number of
grid points. The considered EnKS procedure involves two main steps: the forecasting and the analysis
step. Given the relatively low-dimensional EOF-based representation of each patch, the computational
complexity of the analog EnKS mainly relates to the ananlog forecasting step. In the standard version
used in [24], the computational complexity may be decomposed as NM · (Csearch + Cf it + Cf orecasting)

with NM the number of members used to represent the state at each time step, Csearch the computational
cost of the search for analogs, Cf it the computational cost of the fit of the analog forecasting operator
and Cf orecasting the computational cost of the application of the fitted forecasting operator. The first
two ones are obviously the most important ones.

To speed up the search for local analogs, we can benefit from large research effort dedicated to
nearest-neighbor search, especially approximate nearest-neighbor search [39,40]. Here, we consider
FLANN (Fast Library for Approximate Nearest Neighbors) frameworkavailable at http://www.cs.ubc.
ca/research/flannforadditionaldetails), which is among the state-of-the-art schemes for approximate
nearest-neighbor search. It relies on an offline computation of a tree-based indexing structure. We let
the reader [40,41] and FLANN (Fast Library for Approximate Nearest Neighbors) library.

Importantly, it may be noted that at a given time step many members can be expected to share
similar dynamics. Therefore, fitting a local analog forecasting operator for each member as in [24,26] is
expected to be computationally-redundant. To reduce this computational redundancy, we introduce a
clustering-based strategy. For a given time step, we constrain the computational complexity to a given
number of analog forecasting operator fit, denoted by NFit. We first clusterized the members into NFit
using a K-means procedure [42]. We then fit an analog forecasting model for each cluster using the
analogs and successors to the center of the cluster. For the forecasting step, we apply to each member
the analog forecasting operator of the cluster it is assigned to. Overall, this clustering-based strategy
leads to cost NFit · Cf it to compare to the original NM · Cf it. Here, we typically set NFit to 3 whereas
NM = 100.

4.4. Experimental Setting

Computational setting: The considered experiments, especially regarding the evaluation of the
computational complexity of the proposed methods, have been implemented onto Teralab platform
(https://www.teralab-datascience.fr/fr/) using a virtual machine with the following setting: 30 CPUs
with a 64 G RAM (24 CPUs are used for processing tasks and others as backup or for background
tasks). All experiments were run using Python and PB-AnDA Python library available at https:
//github.com/rfablet/PB_ANDA. We used Multiprocessing Python module to implement AnDA
onto the considered multi-core platform.

Benchmarked models and algorithms: We consider different patch-based analog assimilation
models, referred to as PB-AnDA, corresponding to different parameterizations of the analog
forecasting operators:

• for the low-resolution component X̄, we consider two options: (i) optimally-interpolated fields
projected onto a region-level EOF decomposition with 20 components which resolve spatial scales
up to approximately 100 km, (ii) the mean field. The first one is referred to LROI and second one
to LRM;

• for the search for analogs, we explored both a simple kernel with no conditioning by the
low-resolution component, such that K = KdX and a kernel K = KdX ∗ KZ with Z = ‖∇X̄‖ to
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introduce a conditioning of the analog forecasting operators by the low-resolution gradient
magnitude as suggested in [34]. As both settings resulted in very similar interpolation
performance (e.g., RMSE of 0.24 for MW SST dataset for both settings), we only report results for
the simplest kernel choice (i.e., K = KdX) in the subsequent analysis.

• three types of regression variables were evaluated: locally-linear operators using only dX as
regression variables (dX), using dX and X̄ as regression variables (dX + X̄) and using dX
and Z as regression variables (dX + Z). A fully-developed locally-linear approximation of an
advection-diffusion prior would consist in considering both dX, X̄ and Z as regression variables.
It resulted in the same performance as considering only dX and Z (see Table 1) and was not
included in the reported results. We might recall that all locally-linear models are fitted within
EOF subspaces.

Table 1. Interpolation performance of PB-AnDA models for the MW SST case-study for three zones of
interest in the case-study region: we refer the reader to the main text for the description of the different
PB-AnDA parameterizations.

PB-AnDA
LROI LRM

dX dX + Z dX + X̄ dX dX + Z dX + X̄

Zone 1 0.35 ± 0.06 0.34 ± 0.05 0.35 ± 0.06 0.34 ± 0.06 0.33 ± 0.05 0.34 ± 0.06
Zone 2 0.33 ± 0.09 0.32 ± 0.08 0.33 ± 0.09 0.32 ± 0.08 0.30 ± 0.07 0.32 ± 0.08
Zone 3 0.18 ± 0.04 0.18 ± 0.04 0.18 ± 0.04 0.19 ± 0.04 0.19 ± 0.04 0.19 ± 0.04

Overall, we refer to a specific model as follows. For instance, model PB-AnDA + LROI + dX +

X̄ + Z implements the patch-based analog assimilation with: (i) optimally-interpolated fields as
low-resolution component and (ii) locally-linear analog forecasting operators with auxiliary variables
X̄ and Z. All patch-based analog assimilation models involve similar parameter setting regarding
the number of members, NM = 100, and the patch-based EOF decomposition with NEOF = 50,
which account for 96% of the total variance of the SST datasets.

For benchmarking purposes, we considered two state-of-the-art interpolation techniques and a
global AnDA model:

• a classic optimal interpolation with a Gaussian space-time covariance structure: the spatial and
time correlation lengths were tuned from cross-validation experiments for the considered SST
datasets to respectively 3 days and 100 km. This interpolation is referred to as OI and implemented
using [43];

• a DINEOF interpolation [14]: the EOF-based interpolation comes to iteratively project the
reconstructed field onto the EOF basis while modifying only SST values for missing data areas.
We use 40 EOF components to account for about 95% of the total variance. This interpolation
referred to as DINOEF is applied globally onto the entire case-study region.

• a direct application of AnDA over the entire region: this interpolation referred to as
G-AnDA exploits the same EOF decomposition as DINEOF and NM = 100 members in the
implemented AnDA.

5. Results

5.1. Interpolation Performance

We first compare interpolation performance of the considered methods, namely OI, DINEOF,
G-AnDA and PB-AnDA + LROI + dX for the both OSTIA and MW case-studies (Tables 2 and 3).
Similar conclusions can be drawn from these experiments with a significant gain of the proposed
patch-based AnDA model compared to the three other approaches. For instance, We report a relative
gain up to 50% in RMSE w.r.t. OI and of 40% w.r.t. DINEOF. Though the direct application of AnDA
to the entire region lead to a slight improvement (e.g., mean RMSE of 0.38 for G-AnDA w.r.t. 0.40
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for DINEOF and 0.43 for OI on MW SST dataset), the additional relative gain greater than 35% in
RMSE of the patch-based version PB-AnDA + LROI + dX emphasizes the relevance of the proposed
multi-scale and patch-based decomposition to account for fine-scale structures. The analysis of the
mean correlation coefficients between the interpolated fields and the reference fields for scales below
100 km leads to the same conclusion.

Table 2. Interpolation performance for the MW SST case-study: mean root mean square error (RMSE)
and correlation coefficients with the MW SST for OI, DINEOF, G-AnDA and PB-AnDA methods. We
refer the reader to the main text for the details on the considered parameterizations.

Criterion RMSE Correlation

OI 0.48 ± 0.05 0.69 ± 0.07
DINEOF 0.40 ± 0.04 0.79 ± 0.04
G-AnDA 0.38 ± 0.04 0.81 ± 0.03

PB-AnDA + LROI + dX 0.24 ± 0.03 0.93 ± 0.02

Table 3. Interpolation performance for the OSTIA SST case-study: mean root mean square error (RMSE)
and correlation coefficients with the OSTIA SST for OI, DINEOF, G-AnDA and PS-MS-AnDA methods.
We refer the reader to the main text for the details on the considered parameterizations.

Criterion RMSE Correlation

OI 0.42 ± 0.11 0.83 ± 0.07
DINEOF 0.40 ± 0.10 0.86 ± 0.06
G-AnDA 0.38 ± 0.08 0.87 ± 0.04

PB-AnDA + LROI + dX 0.22 ± 0.04 0.90 ±0.03

Based on the above results, we further compared the performance of the different parameterization
of the proposed Pb-AnDA models. The higher energy level of MW SST fields for scales below 100 km
made the MW SST case-study more appropriate for this analysis. We evaluate the interpolation
performance for PB-AnDA modes using respectively dX, dX + Z and dX + X̄ variables using both
the optimally-interpolated field (LROI) and the yearly mean (LRM) as low-resolution background.
We report in Table 1 the RMSE for three specific zones: a first zone from (10◦E, 36.25◦S) to (56.25◦E,
45◦S), a second zone from (55◦E, 38.75◦S) to (75◦E, 47.5◦S) and a third zone from (35◦E, 26.25◦S) to
(55◦E, 35◦S). The first two zones depict highly-dynamical patterns, whereas the dynamics on the third
one are not as intense. Whereas auxiliary variables do not bring any improvement for Zone 3 for
both LROI and LRM settings, a slight mean improvement is reported when considering Z for the two
other zones (i.e., the EOF-based decomposition of the SSH field) as auxiliary variable (e.g., RMSE
values of 0.32 vs. 0.30 for PB-AnDA-LRM-dX and PB-AnDA-LRM-dX + Z in Zone 2). Surprisingly,
the exploitation of the optimally-interpolated background (LROI setting) may be outperformed by
LRM setting (e.g., RMSE of 0.32 for PB-AnDA-LROI-dX and 0.3 for PB-AnDA-LRM-dX in Zone 2).
This may suggest that the space-time smoothing of the optimal interpolation for highly-dynamical
situations may result in local biases. To check for this hypothesis, we run a complementary experiment
using 5-daily SST field in order to simulate even higher-dynamical situations. As reported in Table 4,
these experiments further pinpoint the relevance of PB-AnDA-LRM-dX + Z setting to deal with
highly-dynamical situations. Example reported in Figures 1 and 3 illustrates these conclusions.
Visually, the use of the SSH as auxiliary variable (Z) leads to a better reconstruction of the fine-scale
structures. This is further illustrated in Figure 4 for Zone 2.

As a synthesis, we report in Figure 5 the time series of the mean RMSE and correlation for the
MW SST case-study for OI (blue), DINEOF, G-AnDA, PB-AnDA-LROI-dX + Z, PB-AnDA-LRM-dX + Z.
These results clearly emphasize the relevance of PB-AnDA models. Besides lower RMSE values and
higher correlation coefficients, PB-AnDA models also depict a much lower variability. Similarly to
the zone-specific results discussed above, LRM and LROI settings lead to a very similar performance
(mean RMSE of 0.239 for PB-AnDA-LRM-dX + Z and of 0.241 for PB-AnDA-LROI-dX + Z). Though this
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may not appear significant when considering a spatiotemporal mean, this is the case when considering
specific dates and zones corresponding to highly-dynamical situations. I may be noted that the overall
computational complexity of PB-AnDA-LRM-dX + Z is significantly lower as it did not require the
computation of the OI field as low-resolution background.

Figure 3. Reconstructed SST fields using OI, DINEOF, G-AnDA, PB-AnDA-LROI + dX + Z,
PB-AnDA-LRM + dX + Z on day 150 for MW SST case-study: refer to Figure 1. It may be noticed that
only PB-AnDA-LROI + dX + Z and PB-AnDA-LRM + dX + Z retrieves the fine-scale eddy-like structure
off South Africa on this particular date.

Table 4. Interpolation performance of PB-AnDA models for a 5-daily MW SST case-study for three
zones of interest in the case-study region: we refer the reader to the main text for the description of the
different PB-AnDA parameterizations.

PB-AnDA
LROI LRM

dX dX + Z dX + X̄ dX dX + Z dX + X̄

Zone 1 0.49 ± 0.10 0.47 ± 0.10 0.49 ± 0.10 0.51 ± 0.12 0.45 ± 0.09 0.51 ± 0.12
Zone 2 0.48 ± 0.14 0.43 ± 0.12 0.48 ± 0.14 0.49 ± 0.17 0.38 ± 0.10 0.48 ± 0.17
Zone 3 0.23 ± 0.06 0.22 ± 0.06 0.23 ± 0.06 0.23 ± 0.06 0.22 ± 0.06 0.23 ± 0.06

(a) (b)

Figure 4. Comparison of assimilation results for Zone 2 and case-study MW SST for different
parameterization of the PB-AnDA models: we report the example for two dates, respectively the
104th and 309th of the MW SST time series, in panels (a,b). For each panel, the first row depicts the
MW SST field (MW SST), the cloudy SST observation (Obs) and the gradient field (MW SST Gradient).
The second and third displays respectively the reconstructed SST fields and their gradient magnitude
for Pb-AnDA using LROI + dX, dX + Z, LROI + LRM + dX, LRM + dX + Z parameterizations.

64



Remote Sens. 2018, 10, 310

Figure 5. Mean RMSE and correlation time series for MW SST case-study: OI (blue), DINEOF (orange),
G-AnDA (green), PB-MS-AnDA-LROI (red), PB-MS-AnDA-LRM (purple) methods.

5.2. Computational Complexity and Scalability

Regarding computational complexity issues, we evaluate the computational time of the PB-AnDA
models with respect to the number processing cores. Figure 6 emphasizes the scalability of PB-AnDA
models with good parallelization performance, as the computational time almost reaches the optimal
linear decrease w.r.t. the number of cores in logarithmic scale. This parallelization performance directly
relates to the proposed patch-based setting which leads to the independent sequential assimilation of
the considered patches.

These experiments also stress the significant reduction of the computational complexity resulting
from the clustering-based analog forecasting operators. When considering a 12-core architecture,
the computational time is for instance reduced by a factor of about 4 between the proposed
clustering-based scheme compared with the original one [24].

Overall, for the considered case-study region with 194 patches and the considered multi-core
architecture, the overall computation time required by PB-AnDA is significantly less than that of
G-AnDA (23 min vs. 82 min), though higher than that of DINEOF (23 min vs. 4 min). These results
support an operational application of the proposed AnDA models on a global scale for high-resolution
SST fields using state-of-the-art multi-core architecture.

Figure 6. Parallelization performance of the proposed PB-AnDA setting: we report in logarithmic scale
the computational time of the assimilation of 24 patches using the standard PB-AnDA with NM = 100
members (orange,-) and using the clustering-based version with NFit = 3 clusters (blue,-). The dashed
lines indicate the computational time of a theoretically-optimal multi-core parallelization.

6. Conclusions

We presented an application of the analog data assimilation [24] to the interpolation of SST fields.
Using patch-based and EOF-based decompositions as in [26], the main contributions of this study
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are three-fold: (i) the introduction of conditional and physically-driven analog forecasting operators,
(ii) the reduction of the computational complexity of PB-AnDA models with clustering-based analog
forecasting operators, (iii) the demonstration of the scalability of PB-AnDA models to scale up to
large scale-datasets. Overall, this study supports the investigation of the operational application of
PB-AnDA models for an improved spatio-temporal interpolation of SST fields compared with optimal
interpolation [12] and EOF-based schemes [14]. Among the issues to be delt with, the size and nature of
the SST catalogs to be archived is certainly a critical question. Future work should further explore the
extent to which purely-observation-based catalog may be self-sufficient or appropriately complemented
by numerical simulation datasets. Preliminary results suggest that purely-observation-based catalogs
might be a relevant option. Future should also investigate how AnDA may also provide a flexible
framework to combine multi-source and multi-scale SST data through adapted observation models [10].

Beyond the reconstruction of gapfilled SST fields, we believe that the reported experiments
illustrate the potential of PB-AnDA models for the reconstruction of geophysical products from
remote sensing data, especially other sea surface tracers such as SSH (Sea Surface Height), SSS (Sea
Surface Salinity) and ocean colour, as well as atmospheric variables. It might be noted that our recent
application on the interpolation of altimeter-derived SSH fields further supports this potential [27].
For such applications, the relevance of PB-AnDA models is expected to strongly depend on one hand on
the availability of large-scale simulation or observation-driven datasets to build representative catalogs
of exemplars of the range of space-time scales of interests, and, on the other hand, on the validity of
the assumption that state dynamics are locally-linear with respect to the considered regressors.
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Abstract: The Optimal Estimation (OE) technique is developed within the European Space Agency
Climate Change Initiative (ESA-CCI) to retrieve subskin Sea Surface Temperature (SST) from AQUA’s
Advanced Microwave Scanning Radiometer—Earth Observing System (AMSR-E). A comprehensive
matchup database with drifting buoy observations is used to develop and test the OE setup. It is
shown that it is essential to update the first guess atmospheric and oceanic state variables and
to perform several iterations to reach an optimal retrieval. The optimal number of iterations is
typically three to four in the current setup. In addition, updating the forward model, using a
multivariate regression model is shown to improve the capability of the forward model to reproduce
the observations. The average sensitivity of the OE retrieval is 0.5 and shows a latitudinal dependency
with smaller sensitivity for cold waters and larger sensitivity for warmer waters. The OE SSTs are
evaluated against drifting buoy measurements during 2010. The results show an average difference of
0.02 K with a standard deviation of 0.47 K when considering the 64% matchups, where the simulated
and observed brightness temperatures are most consistent. The corresponding mean uncertainty
is estimated to 0.48 K including the in situ and sampling uncertainties. An independent validation
against Argo observations from 2009 to 2011 shows an average difference of 0.01 K, a standard
deviation of 0.50 K and a mean uncertainty of 0.47 K, when considering the best 62% of retrievals.
The satellite versus in situ discrepancies are highest in the dynamic oceanic regions due to the large
satellite footprint size and the associated sampling effects. Uncertainty estimates are available for
all retrievals and have been validated to be accurate. They can thus be used to obtain very good
retrieval results. In general, the results from the OE retrieval are very encouraging and demonstrate
that passive microwave observations provide a valuable alternative to infrared satellite observations
for retrieving SST.

Keywords: remote sensing; sea surface temperature (SST); microwave; optimal estimation

1. Introduction

Sea surface temperature (SST) is an essential climate variable that is fundamental for climate
monitoring, understanding of air–sea interactions, and numerical weather prediction. It has been
observed from thermal infrared (IR) satellite instruments since the early 1980s, but these observations are
limited by their inability to retrieve SST under clouds and biasing from aerosols [1–3]. SST observations
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from passive microwave (PMW) sensors are widely recognized as an important alternative to the IR
observations [4,5]. PMW SST retrievals are not prevented by non-precipitating clouds and the impact
of aerosols is small [6,7]. The first PMW SST retrieval algorithm was developed for the Scanning
Multichannel Microwave Radiometer (SMMR) on NIMBUS-7 [8,9]. The algorithm used a linear
combination of brightness temperatures and the earth incidence angle. It was a two-stage algorithm,
first calculating wind speed then selecting the SST regression coefficients if winds were greater than or
less than 7 m·s−1. SMMR suffered from significant calibration problems (solar contamination of the
hot-load calibration target) that resulted in large errors in the retrieved SST, limiting its usefulness [10].

Since December 1997, a series of satellites have carried well-calibrated PMW radiometers capable
of accurately retrieving SST. The first accurate PMW SST data was from the high inclination orbit
Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) that observed equatorward
of 40 degrees latitude (limited by the high inclination orbit of the spacecraft and the weak sensitivity
of x-band channels (10.65 GHz) at SST less than ~285 K). This was followed in 2002 by the first
global PMW SST data from AQUA’s Advanced Microwave Scanning Radiometer—Earth Observing
System (AMSR-E) and more recently the follow-on instrument AMSR-2 flown on the Global Change
Observing Mission (GCOM-1, e.g., [11]) launched in May 2012. The first spaceborne polarimetric
microwave radiometer, WindSat, launched in January 2003, also provides measurements for retrieving
SST [12]. These data demonstrated how through-cloud SST measurements offer unique opportunities
for research into air–sea interactions, improved coverage in persistently cloudy regions, and could
improve the existing operational SST products [6,7,13].

AMSR-E is a partnership, with a JAXA instrument carried on a NASA satellite. Both JAXA
and NASA have routinely produced SSTs from AMSR-E; each using different retrieval algorithms
developed and refined over years of experience with PMW data. The JAXA algorithm is just focused
on producing SST using the 6V channel [14,15]. The NASA algorithm determines SST and wind speed
at the same time using a radiative transfer based two-step algorithm [16]. The JAXA AMSR-E SSTs
were compared to collocated IR satellite SSTs, for 7 months of data in 2003, and found a 0.0 K mean
difference and standard deviation of 0.71/0.60 K for day/night [17]. The NASA AMSR-E SSTs from
June 2002 through October 2011 were compared to global drifter SST data, and results showed a mean
difference of −0.05 K and standard deviation of 0.48 K [18]. Both products are widely used in the
operational ocean and atmospheric modeling communities (e.g., [19]) as well as for scientific research
and applications [20–23].

SST retrievals using the optimal estimation (OE) principle have been developed several years ago
for IR retrievals (see e.g., [24–26]). The OE retrieval methodology differs from standard regression
models, in that it utilizes a forward model that includes a priori information about the ocean
and atmospheric state to calculate simulated brightness temperatures. This methodology leads to
improvements in the accuracy of IR SST retrievals using OE rather than a Non Linear SST (NLSST)
algorithm and was used creating the first IR SST climate data record from the European Space Agency
Climate Change Initiative (ESA-CCI) project [24,27]. Although an OE algorithm incurs additional
computational costs because of the required forward modeling, it has significant advantages as the
optimal estimator can be designed to estimate both retrieval uncertainty and sensitivity [28].

Climate quality global PMW SST retrievals are challenging due to the need to exclude retrievals
that include observations from channels affected by wind, atmospheric attenuation and emission,
sun-glint, land contamination, and Radio Frequency Interference (RFI). Different groups (e.g., [16,17])
use different exclusion criteria to flag affected data. The use of simulations and the OE methodology for
the retrieval is therefore tempting as the algorithm automatically shifts away from the compromised
channels and provides additional information which can be used to filter erroneous retrievals.

OE has previously been applied to multi-frequency PMW data [29] and results from AMSR-E
retrievals were reported by [30,31]. In these studies, SST was among the retrieved parameters but
the focus was to retrieve sea ice parameters. The OE technique has also been applied for WindSat
retrievals [32], where SST also was among the retrieved parameters but the focus was on wind vector
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retrievals. The objective of this study is to develop a retrieval algorithm that provides an optimal and
physically consistent retrieval with a specific focus on retrieving SST to be used for generation of a
climate data record.

The paper is structured such that Section 2 describes the satellite and in situ data, the matchup
database used for developing the OE retrieval and the OE processor. The results are presented in
Section 3, and discussion and conclusions are in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. Data

2.1.1. AMSR-E Brightness Temperatures

JAXA’s AMSR-E instrument was launched in May 2002 on NASA’s Aqua satellite. The AMSR-E
instrument is a conical scanning microwave imaging radiometer that measures both vertical and
horizontal linear polarizations at 6.9, 10.7, 18.7, 23.8, 36.5, and 89.0 GHz channels using an antenna
diameter of 1.6 m. This suite of channels was chosen to support accurate retrievals of ocean, ice and
atmospheric parameters. AMSR-E data are available from June 2002 through October 2011 when the
antenna rotating mechanism on the instrument failed. This study uses the spatially resampled L2A
swath data product AMSR-E V12 [33], produced by Remote Sensing Systems (RSS) and distributed
by NASA’s National Snow and Ice Data Center (NSIDC; https://nsidc.org/data/ae_l2a). The spatial
resampling is generated by applying the Backus–Gilbert method to the L1A data. The RSS L2A product
includes brightness temperatures for all AMSR-E channels that have been calibrated to the RSS version
7 standard, which includes inter-calibration with other satellite radiometers, and a correction to the
AMSR-E hot load used during the calibration [34]. Brightness temperatures are re-sampled to the
resolution of other channels and the location where the reflection vector intersects the geostationary
sphere, used for development of RFI flagging, is included in the dataset. Sun glint angles are also
calculated as a part of the RSS L2A AMSR-E V12 files. For this analysis, we use the re-sampling to
6.9 GHz resolution (75 × 43 km) for the five lowest frequencies.

2.1.2. In Situ Observations

The in situ dataset used for algorithm testing and validation is composed of quality-controlled
measurements taken from the International Comprehensive Ocean-Atmosphere Dataset (ICOADS)
version 2.5.1 [35], and the Met Office Hadley Centre (MOHC) Ensembles dataset version 4.2.0 (EN4) [36].
Observations from drifting buoys constitute the main source of observations. The temperature sensor
on a drifting buoy is placed at around 20 cm depth in calm water, although the depth in perturbed
conditions is poorly known. Temperature measurements are typically made hourly with an uncertainty
from sensor calibration inferred to be about 0.2 ◦C [37]. MOHC quality control (QC) flags and track
flags are provided with the data. See Atkinson et al. [38] for more information on the quality control.

In addition, temperature observations are used from the Argo profiling floats (see e.g., [39]).
The data and quality control of these observations are described in Good et al. [36]. In this study,
the uppermost temperature observations from the Argo observations have been used, which have a
typical depth of 5 m [40] and a very high accuracy, with uncertainties of 0.002 ◦C [41,42]. Both Argo
and drifting buoy observations have previously been used for algorithm development and validation
studies [43–46].

2.1.3. Ancillary Data Fields

The OE method utilizes a priori information about the state of the ocean and atmosphere as
first guess. For this study, we used Numerical Weather Prediction (NWP) information from the
ERA-Interim NWP data as first guess on the atmospheric and oceanic state [47]. The ERA-Interim SST
fields are from the Operational Sea Surface Temperature and Ice Analysis (OSTIA) level 4 SST analysis,
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which is generated from IR and PMW satellite observations blended with in situ data from drifting
buoys [19,21]. The larger number of IR satellites and the higher spatial resolution compared to the
PMW satellite observations means that the OSTIA analysis is dominated by the IR satellite observations.
An independent validation showed a global mean difference (OSTIA—Argo floats) of −0.05 K and
standard deviation of 0.55 K (see Section 3.3), which was found when the OSTIA SST analysis fields
were compared against observations from Argo floats for 2009–2011 (using the data filtering methods
described in Section 2.2.2). For Sea Surface Salinity (SSS), we used the monthly, 0.25 degrees spatial
resolution, objectively analyzed mean fields, SSS from the World Ocean Atlas (WOA) 2013 version
2 [48,49]. This climatology was determined from historical salinity data from a wide variety of sources
that were carefully quality controlled and objectively analyzed into monthly globally complete maps
of SSS. These data were linearly interpolated in time and space to the matchup location.

2.2. Matchup Database

2.2.1. ESA-CCI Multi-Sensor Matchup Dataset

The basis for the retrieval algorithmic development and tuning is a Multi-sensor Matchup Dataset
(MMD) pioneered by the ESA-CCI SST project [50]. The MMD has been constructed as a general dataset
for algorithm development and not specifically for OE development. It includes AMSR-E orbital data
matched to in situ measurements (drifting buoys and Argo floats) constrained by a maximally allowed
geodesic distance and a maximal time difference.

The MMD was created using a Multi-sensor Matchup System (MMS) software that reads in all
the in situ observations and finds the corresponding matching satellite observations throughout the
full dataset. Matches were only included within a maximal geodesic distance of 20 km and a time
difference of maximally 4 h. The spatial distance ensures that the in situ measurement is located within
an AMSR-E footprint. The temporal distance balances the need for accurate collocated data with the
need for a large number of useable matches.

The collocated AMSR-E data include a 21 by 21 pixel window with the matchup location in the
center as well as all variables of the corresponding in situ measurement. The ERA-Interim NWP data
were referenced to each AMSR-E pixel and each in situ measurement and spatially interpolated to the
data raster using Climate Data Operators (CDO) [51]. This ancillary information includes a subset of
the available ERA-Interim variables, covering a time range of −60 h to +36 h around the matchup time.
Processing of the matchup dataset has been performed on the Climate and Environmental Monitoring
from Space Facility (CEMS) computing facility at the Centre for Environmental Data Analysis (CEDA).

2.2.2. Data Filtering Methods

Developing an accurate retrieval algorithm relies on the quality of the satellite observations and
auxiliary fields used for the retrieval and validation. It is therefore essential to flag erroneous matchups
as accurately as possible and produce a clean dataset for the development.

Data have been flagged if any of the following quality flags were set to fail: AMSR-E pixel data
quality, AMSR-E scan data quality, MOHC QC flag and MOHC track flag. If the brightness temperature
was outside the normal range (0–320 K) for any of the channels, the data were flagged. To discard cases
where the atmospheric contribution (largest for the 18–36 GHz channels) exceeds the information from
the surface, data were flagged if the difference between the H and V brightness temperatures for the
18–36 GHz channels <0 K (for valid oceanic retrievals V should always be larger than H). Data were
also flagged based on the spatial standard deviation of the 23V, 23H, 36V and 36H GHz brightness
temperatures in the 21 × 21 pixel extracts surrounding each matchup. If the standard deviation of
these channels were higher than 55, 35, 25 and 25 K, respectively, the data were flagged to remove
obviously bad observations. Additionally, matchups were excluded if the ancillary data seemed to be
erroneous. If in situ or NWP SSTs were less than −2 ◦C or greater than 40 ◦C or if NWP wind speeds
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were greater than 20 m·s−1 then the matchup was flagged. All these flags have been combined into a
gross error flag, which in total removes 13.1% of the drifter matchups.

Additional filtering was added to account for various situations where the SST retrieval could be
compromised, namely during: land and ice contamination (due to antenna side-lobe contamination),
sun glitter contamination, geostationary satellite and ground-based RFI, diurnal warming, and rain
contamination. To avoid contamination due to land and ice, the AMSR-E land/ocean flag and NWP
sea ice fraction were used to flag data. Applying this filter alone resulted in a flagging of 13.1% of the
drifter matchups, which had already passed the gross error check. To avoid sun glitter contamination,
data with sun glint angle <25◦ were flagged (9.6%). Potential contamination due to RFI was detected
using the observation location (for ground based RFI) and reflection vector (for geo-stationary RFI)
using Table 2 presented in Gentemann et al. [52] (6.5%). To avoid diurnal warming effects, daytime
data with NWP wind speeds <4 m·s−1 were flagged (8.0%). Rain contamination was accounted for
by flagging data if the brightness temperature of the 18V channel >240 K (0.4%). Applying all these
checks at once leads to an elimination of 41.1% of the total drifter matchups.

Finally, to obtain a more equal latitudinal distribution of the drifter matchups, a limit of
40,000 matchups per degree of latitude was imposed, removing an additional 12.2% of the drifter
matchups. The summary statistics for different steps in the flagging process are shown in Table 1.
The outcome is a high-quality, globally representative, final drifter matchup database. The focus
for this study is the year 2010, which consists of 3,764,798 filtered drifter matchups that are used in
the following.

Table 1. Summary of 2010 data discarded due to the different filters applied.

Flagging N % Removed

All matchups 7,278,035
Gross error flag 6,323,288 13.1

- Land/ice mask 1 13.1
- Sun glitter 1 9.6
- RFI 1 6.5
- Diurnal warming 1 8.0
- Rain 1 0.4

All above checks 4,286,354 41.1
Even out by latitude 3,764,798 12.2

Total 3,764,798 48.3
1 Percentage of gross error checked matchups removed by applying each filter individually.

The final number of matchups per month during 2010 is shown in Figure 1. Figure 2a shows the
geographical distribution of the matchups per square kilometer after all checks have been applied.
Figure 2b shows the latitudinal distribution of matchups before and after the even-out-by-latitude
filter has been applied, where the red line denotes the maximum allowed matchups per latitude.

Several subsets of the filtered drifter matchups have been applied throughout this study.
The subsets were randomly selected from the filtered drifter matchups. This approach was chosen to
reduce computational efforts and very small effects were seen on the final results, when the size of the
subset was increased or reduced.
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Figure 1. Number of matchups per month.

Figure 2. (a) Geographical distribution of drifter matchups per square kilometer during 2010; (b) the
latitudinal distribution of drifter matchups before and after the number of matchups have been evened
out by latitude. The red line denotes the maximum allowed matchups per latitude.

The matchups with Argo floats are limited to 95,240, prior to quality filtering. The gross error
check removes 18.9% of the Argo matchups. Removing matchups contaminated by land/ice, RFI,
rain, and diurnal warming effects sums up to a total removal of 39.3%, leaving 57,810 Argo matchups
to be used in the following. Due to a more equal latitudinal matchup distribution and the limited
number of matchups, the even-out-by-latitude filter has not been applied here. Figure 3a shows
the geographical distribution of the Argo matchups per square kilometer and Figure 3b shows the
latitudinal distribution of the Argo matchups after all checks have been applied.
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Figure 3. (a) Geographical distribution of Argo matchups per square kilometer during 2009–2011;
(b) the latitudinal distribution of Argo matchups.

2.3. Optimal Estimation Development

The OE method can be used to retrieve geophysical parameters (e.g., SST) from PMW
observations [29]. The relationship between the geophysical parameters and the measured brightness
temperatures can be generalized to the following expression [53]:

y = F(x) + e, (1)

where y is the measurement vector (observed microwave brightness temperatures); F(x) is the
non-linear forward model approximating the physics of the measurement, including the surface
emissivity and the radiative transfer through the atmosphere [54]; x is the state vector containing the
relevant geophysical properties of the ocean and atmosphere; and e is a residual uncertainty term
containing uncertainties due to the measurement noise and uncertainties in the forward model.

The forward model predicts the top-of-atmosphere microwave brightness temperatures that
should be measured by the individual channels of a radiometer given knowledge of the relevant
geophysical parameters (x) of the ocean and atmosphere. The forward model used in this study is based
on the physical surface emissivity and Radiative Transfer Model (RTM) described in Wentz et al. [54].
The RTM consists of an atmospheric absorption model for oxygen, water vapor and cloud liquid water
and a sea surface emissivity model that determines the emissivity as a function of SST, SSS, sea surface
wind speed and direction. Some components have been adjusted with respect to Wentz et al. [54].
These include the wind directional signal of sea surface emissivity, which has been suppressed as it
did not improve the retrievals; and the fact that we only use the V- and H-polarizations for the 5 lower
frequencies: 6.9, 10.7, 18.7, 23.8, 36.5 GHz.

The aim of this study is to invert Equation (1) to retrieve the most likely state vector x that can
reproduce the observed microwave brightness temperatures, y. In this study, the inversion approach
follows the OE technique by Rodgers [53] and we broadly follow his conventions.

In OE, a priori information about the expected mean and covariance of the geophysical parameters
can be used to put restrictions on the variances of the estimated geophysical parameters and thereby
improve the retrieval. In this case, the prior information is NWP fields as described in Section 2.1.3.

Assuming the forward model is a general function of the state, the measurement + model error
has a Gaussian distribution, and there is a prior estimate with a Gaussian uncertainty distribution, the
maximum probability state x can be found by minimizing the cost function, J:

J = [y − F(x)]TS−1
ε [y − F(x)] + (x − xa)

TS−1
a (x − xa), (2)
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where Sε is a covariance matrix for the measurement and forward model uncertainties, Sa is the
covariances of the a priori state xa (the a priori guess of the ocean and atmospheric state x). The cost
function is a measure of the goodness of the fit to both the measurements (first term on the right)
and the a priori state (second term on the right) balanced by the inverse of their relative uncertainties
(Sε and Sa).

In this nonlinear case, Newtonian iteration is a straightforward numerical method for finding the
zero gradient of the cost function, J. Using Newtonian iteration, the state x that minimizes the cost
function can be found by:

xi+1 = xi + Sx

[
KT

i S−1
ε (y − F(xi))− S−1

a (xi − xa)
]
, (3)

where Sx is the error covariance matrix of the retrieved parameters:

Sx = (S−1
a + KT

i S−1
ε Ki)

−1
. (4)

The matrix K expresses the sensitivity of the forward model to a perturbation in the retrieved
parameters, i.e., it is a matrix consisting of the partial derivatives of the brightness temperatures in a
particular channel with respect to each parameter of the state vector. Due to non-linearity, these partial
derivatives need to be computed at each iteration (state).

2.3.1. Initial OE Setup

The measurement vector, y, used in our forward model consists of dual polarization observations
(v-pol and h-pol) at the 5 lower frequencies: 6.9, 10.7, 18.7, 23.8, 36.5 GHz. Four geophysical parameters
are considered to be the leading terms controlling the observed microwave brightness temperatures in
the measurement situation (considering open-ocean only):

x = [WS, TCWV, TCLW, SST], (5)

where WS is the wind speed, TCWV is the integrated columnar atmospheric water vapor content,
TCLW is the integrated (columnar) cloud liquid water content, and SST is the sea surface temperature.

The variations of the retrieved geophysical parameters are restricted by the use of a priori
information from NWP about the mean (a priori state) and covariances of the parameters. OE can
be considered to be an adjustment of the a priori state vector based on the difference between
simulated and observed brightness temperatures. The method takes appropriate account of errors by
combining the a priori state vector and the information content in the observed brightness temperatures.
The covariance matrix of the geophysical parameters related to x is fixed to:

Sa =

⎡⎢⎢⎢⎣
e2

WS 0 0 0
0 e2

TCWV 0 0
0 0 e2

TCLW 0
0 0 0 e2

SST

⎤⎥⎥⎥⎦, (6)

where eWS = 2 m·s−1, eTCWV = 0.9 mm, eTCLW = 1 mm and eSST = 0.50 K. The uncertainties on the
WS, TCVW and TCLW are best estimates based upon published validation results (see e.g., [47,55–58]).
The SST uncertainty is derived from a comparison against Argo drifting buoys, using the MMD
(see Section 3.3). The measurement covariance matrix, Sε is initially set to a diagonal matrix with
all diagonal elements equal to 0.1 K [54]. The retrieved state vector is obtained by performing the
Newtonian iteration, as described in Equation (3).
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2.3.2. Testing for Convergence

For each iteration, the quality can be assessed by comparing the simulated and observed brightness
temperatures and requiring these to be consistent within a certain uncertainty. This idea is quantified
by the root-mean-square error (RMSETB):

RMSETB =

√
1
n

n

∑
i=1

(TBobs − TBcalc)
2, (7)

which is a confidence indicator of how well the simulated brightness temperatures, TBcalc fit the
observed ones, TBobs. The RMSETB criteria is chosen here over e.g., χ2 as it provides an almost linear
relationship with the performance of the OE, which will be shown in Section 3. Figure 4a illustrates
the mean RMSETB difference for each iteration using a subset of the drifter MMD. The uncertainty
bars mark one standard deviation. A strong reduction in RMSETB and standard deviation is found
by performing the first iteration. The second iteration similarly leads to a decrease in RMSETB and
standard deviation, while the following iterations show no significant improvement on the mean
RMSETB. The usefulness of RMSETB as a confidence indicator will be further illustrated in Section 3.

To reduce computational cost, a convergence analysis is performed to decide whether a retrieval
process has converged to sufficient precision or if further iterations are required. According to
Rodgers [53] the most straightforward convergence test is to ensure that the cost function (Equation (2))
is actually being minimized. The change in the cost function between two subsequent iterations will
always be small near a cost minimum. Noting that the expected value of the cost function at the
minimum is equal to m degrees of freedom (m = 10) an appropriate test would be to require the change
between iterations of ΔJ = Ji − Ji+1 � m or ΔJ = Ji − Ji+1 < 0.1. In addition, ΔJ is required to be
positive at the final solution.

A maximum of 10 iterations are allowed and a failure to meet the above convergence criterion
within 10 iterations leads to an exclusion of the data (<0.1%). Figure 4b shows the number of iterations
performed for all drifter matchups during 2010 by applying the convergence criterion. Usually,
convergence is reached by iteration 3–4. This setup will be referred to as the initial optimal estimator.

 

Figure 4. (a) The mean RMSETB for all channels is plotted for each iteration number. Uncertainty bars
show one standard deviation; (b) number of iterations performed for all drifter matchups during 2010.

2.3.3. Improving the Forward Model

The PMW observations in the 6–10 GHz observe the subskin SSTs at ~1 mm depth, which is
different from the IR skin SST observations where a cool skin effect is included [59]. For conditions free
of diurnal variability signals, which is the case for the filtered MMD used here, we can assume that
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the PMW observed subskin SSTs are similar to the in situ drifting buoy observations at the nominal
depth of ~20 cm [23]. We can thus use the in situ observations from the drifting buoys to validate the
algorithm and for improving the forward model. Similarly, we can assume that the OSTIA SST fields,
which are foundation temperatures, are similar to the subskin SSTs and the SSTs at 20 cm.

The OE method assumes an unbiased prior and forward model, which is not necessarily the case.
The comparison against Argo SSTs has already addressed the bias in the prior NWP SST field with
a mean difference of −0.05 K, which has been adjusted for. In order to get a measure of the forward
model deficiency, we compare TBcalc with TBobs. If we assume optimal forward model input variables
and unbiased TBobs, we can regard the TBobs–TBcalc differences as inefficiencies in the forward model
that we would like to correct for. In other words, we want to use the best available input variables.
Therefore, retrieved WS, TCWV and TCLW and in situ SST values are used in the forward model
calculations, to bring us as close to true oceanic and atmospheric conditions as possible. The retrieved
variables are obtained by running the initial optimal estimator for a subset of 37,242 matchups.
These input variables are used to run the forward model once and the difference TBobs–TBcalc is
calculated for each channel. Part of the observed channel biases may be a result of the difference
between the RTM used here and the one used in calibration of the RSS L2A product [60]. In addition,
the RTM used here, does not include wind directional effects. Following Merchant et al. [25] cells with
TBobs–TBcalc differences falling outside the range given by the median ±3 robust standard deviations
(RSD) in any of our 10 channels are discarded. Furthermore, only matchups that have passed the
convergence test (Section 2.3.2) are included. The derived average TBobs–TBcalc differences of the
10 channels range from −0.75 K on 10 GHz H to 0.62 K on 18.7 GHz V and are subsequently used as a
constant bias correction of the forward model. In addition to the constant bias correction, an updated
error covariance matrix Sε is calculated from the TBobs–TBcalc subset. The updated Sε used in the
following has an average of square root diagonals of 0.20 K, smallest for 10.7 GHz H and 36.5 GHz H
(0.09 K) and largest for 6.9 GHz H (0.31 K).

Further steps are taken to improve the forward model used in the retrieval. The updated optimal
estimator has been run for the 3,724,216 drifter matchups in 2010. The retrieved WS, TCWV and
TCLW values have subsequently been used together with in situ SST to run the forward model once.
Similar to the approach used for the constant bias correction, the simulated brightness temperatures
are then compared with satellite observations for each channel. To improve the forward model, we use
a correction scheme based upon a multivariate regression model. The regression model applies an
empirical fit of TBcalc–TBobs to analytic functions of in situ SST, retrieved WS and NWP wind direction
relative to the azimuthal look, ϕr. The fitting is done on averaged TBcalc–TBobs values for binned data
with respect to SST, WS and ϕr and with binning intervals of: 1 ◦C, 2 m·s−1 and 15◦, respectively.
Only average values from bins with more than 50 members are used when the regression coefficients
are determined. Four sinusoidal terms were found to be the most optimal in representing the wind
direction biases. The optimal regression model used for the forward model residuals is:

a1 + b1SST + b2SST2 + c1WS + c2WS2 + d1 cos(ϕr) + d2 sin(ϕr) + d3 cos
(
ϕr
2
)
+

d4 sin
(
ϕr
2
)
+ d5 cos

(
ϕr
3
)
+ d6 sin

(
ϕr
3
)
+ d7 cos

(
ϕr
4
)
+ d8 sin

(
ϕr
4
)
,

(8)

with individual coefficients calculated for each channel. This correction is added to the simulated
brightness temperatures individually every time the forward model is called using retrieved SST and
WS from the latest iteration.

Figure 5a–d show the average (solid lines) and standard deviation (dashed lines) of the difference
TBcalc–TBobs (final iteration) for all channels, and all matchups during 2010, before (black) and after
(blue) the empirical bias correction scheme has been applied. Figure 5a indicates a positive bias at
high latitudes, no bias at mid-latitudes and a slightly positive bias at the equatorial regions before the
empirical bias correction has been applied. The black line of Figure 5b shows an almost linear trend
in bias ranging from a positive bias of about 0.5 K in cold waters, no bias at temperatures ~20–25 ◦C
and a slightly positive bias for warmer waters, which is in good agreement with Figure 5a. Figure 5c
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also reveals a systematic bias in the TBcalc–TBobs difference with the NWP WS before the empirical
bias correction is applied. At low wind speeds little bias is present but with increasing wind speeds
the bias rapidly becomes larger. Also, the binned ϕr statistics reveal a dependency with a positive
bias around ϕr = 250◦ that might be related to wind direction effects not included in the forward
model. The bottom plots show the number of matchups in each bin (blue curve) and the cumulative
percentage of matchups (red curve).

The blue lines of Figure 5a–d are the updated residuals after the empirical bias correction scheme
has been added to TBcalc for all channels, each time the forward model is called. The application of the
empirical bias correction improves the behavior of the residuals against each of the four factors by
flattening their bias curves and bringing them closer to zero. The standard deviation of the TBcalc–TBobs
difference also decreases with the application of the empirical bias correction scheme.

The retrieved parameters have been compared with and without including the empirical bias
correction in the retrieval. The distributions are very similar and mean differences between the two
retrievals are: −0.02 m·s−1, −0.04 mm and 7.19 × 10−4 mm for WS, TCWV and TCLW, respectively.

The empirical bias correction of the forward model completes the steps taken towards the final
OE setup. The final OE configuration is briefly summarized in Table 2 and Figure 6 illustrates the
different processes performed in the final Danish Meteorological Institute (DMI) OE algorithm. First,
the algorithm reads in the predefined Sε, Sa and e values, where e is the perturbation used to calculate
the Jacobians. The observation loop is started for each satellite observation pixel or matchup by
reading the observed brightness temperatures and the first guess values. Thereafter, the iteration
process is initiated. For each iteration, the forward model is used to calculate the simulated brightness
temperature from the state vector (in the first step: state vector = first guess). Moreover, the Jacobians
(K), cost function (J), uncertainty (Sx) and sensitivity (A, Section 3.1) are calculated. The change in the
cost function between two iterations is used to test for convergence and a maximum of 10 iterations
are allowed. Until convergence is met, the state vector is updated for each iteration step and the
iteration continues. When the iteration process is stopped the state vector is saved together with the
uncertainties, corresponding averaging kernels and simulated brightness temperatures.

Table 2. Final optimal estimator configuration.

Aspect of Optimal Estimator Configuration

Initial forward model, iF(x) Modified from Wentz et al. [54] (Section 2.3.1)
Channels used in retrieval 6.9, 10.7, 18.7, 23.8, 36.5 GHz (V/H)

First guess fields, xa NWP (Section 2.1.3)
Prior error covariance for SST, eSST 0.5 K

Error covariance of observations and model, Sε Full matrix (Section 2.3.2)
Convergence criterion ΔJ = Ji − Ji+1 < 0.1. (Section 2.3.2)

IterationsImproved forward model, F(x) Max iterations = 10iF(x) + corrections (Section 2.3.3)

The drifter matchups covering 2010 have been processed and the final OE SST is presented and
validated in the following section. Section 3.3 presents the results using the independent observations
from Argo floats covering 2009–2011.
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Figure 5. Mean simulated minus observed brightness temperatures for all channels against (a) Latitude;
(b) Drifter SST; (c) NWP WS; (d) NWP wind direction relative to azimuthal satellite look. Dashed
lines are standard deviations and solid lines are biases. The black and blue colors denote differences
before/after the empirical bias correction has been applied. The bottom plots show the number of
matchups (blue) and the cumulative percentage of matchups (red) for each data bin.

Figure 6. Flowchart of the DMI OE algorithm.
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3. Results

The DMI OE retrieval scheme has been run with the final configuration described in Section 2.3.3
for the total number of filtered drifter matchups: 3,764,798 for 2010 (Section 2.2.2). The summary
statistics of the OE SSTs against drifters are given in Table 3. The retrievals that did not manage to
fulfill the convergence criterion described in Section 2.3.2 within the 10 maximum allowed iterations
have been eliminated (<0.1%). The OE retrievals that have passed the convergence criterion give
SSTs with an initial bias of 0.02 K and a standard deviation of 0.57 K. We have not checked that the
retrievals that did pass the convergence test have actually converged to the required solution. This can
be done in several ways. One way is to apply a gross error check to throw away cases with unrealistic
conditions. These include: (1) temperature conditions outside the accepted range between −2 ◦C and
35 ◦C; (2) retrieved wind speeds outside the range 0–30 m·s−1; and (3) retrieved cloud liquid water
outside the range: 0–1.5 kg/kg (mass of condensate/mass of moist air). Applying this gross error
check removes 9% of the retrievals and reduces the standard deviation to 0.54 K. Another approach is
to check that the retrieval is consistent with the satellite observations by evaluating the RMSETB value
as described in Section 2.3.2. The practical usefulness of the quality indicator, RMSETB, is shown in
Figure 7. All retrievals that have passed the convergence test have been binned with respect to RMSETB

with a bin size of 0.1 K. The number of members in each bin is shown in the bottom plot (blue curve)
together with the cumulative percentage (red curve). The middle plot displays the binned distribution
of OE SST minus drifter SST (with bin size of 1 K) as a function of binned RMSETB, where the color bar
is the number of matchups in each bin. The top plot shows the mean (solid) and standard deviation
(dashed) of OE SST minus drifter SST as a function of the binned RMSETB statistic. We notice a large
increase in scatter as RMSETB increases. This makes the RMSETB-value an efficient indicator of the
quality of the OE SST retrieval. Limiting RMSETB to 1 K removes only 8% of the converged retrievals
and leaves the remaining 92% with a bias of 0.02 K and standard deviation of 0.51 K. These results
reflect that the RMSETB quality indicator provides a better discrimination of quality compared to the
gross error check.

Around 64% of converged retrievals have a RMSETB value below 0.5 K and a corresponding bias
of 0.02 K and standard deviation of 0.47 K, while 42% have a RMSETB-value less than 0.35 K and a
corresponding bias of 0.02 K and standard deviation of 0.45 K. The validation results of the NWP SSTs
are included here for reference, but note that drifting buoy observations and PMW observations have
already been included in the generation of the NWP fields, as explained earlier. In the following we
will only consider the 64% “good” retrievals, which have a corresponding RMSETB < 0.5 K.

Table 3. Comparison of retrieved SSTs and NWP SSTs against drifter SSTs for various subsets.

Filter
Bias/K

OE-Drifter
std/K

OE-Drifter
Bias/K

NWP-Drifter
std/K

NWP-Drifter
N (106)

Convergence test passed 0.02 0.57 −0.04 0.50 3.7429 =100%
Gross error check 0.04 0.54 −0.04 0.50 3.4071 =91%

RMSETB < 1 K 0.02 0.51 −0.04 0.50 3.4329 =92%
RMSETB < 0.50 K 0.02 0.47 −0.04 0.48 2.3953 =64%
RMSETB < 0.35 K 0.02 0.45 −0.04 0.47 1.5681 =42%
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Figure 7. OE SST minus drifter SST as a function of binned RMSETB. The dashed line is standard
deviation while the solid line is bias in the upper figure. The surface plot in the middle figure shows
the number of matchups in each bin, while the bottom plot shows the number of matchups (blue) and
the cumulative percentage of matchups (red) in each RMSETB bin.

Figure 8a,b show global maps of the gridded (with grid size of 5 degrees) mean and standard
deviation of OE SST minus drifter SST, respectively, for the 64% best retrievals with a corresponding
RMSETB < 0.5 K. The geographical distribution of the mean OE SST minus drifter SST reveals a
dependency on latitude, with positive bias at mid-latitudes and negative bias in high latitudes and the
equatorial region, likely linked to surface emissivity issues (dependent on wind speed and direction)
and atmospheric effects. We notice areas with high standard deviations in e.g., the Gulf Stream
Extension, the Kuroshio Current and the Aghulas Retroflection areas. These western boundary current
regions are known to be very dynamical with high mesoscale activity and large SST gradients over
smaller scales [61,62]. The mesoscale SST gradients will result in enhanced differences when the large
(64 × 32 km native instantaneous field of view at 6.9 GHz) satellite footprints are compared with in
situ observations. The elevated variability in these regions is therefore not related to the quality of the
OE SST retrieval.

Figure 9a,b show the OE SST performance, considering the retrievals with RMSETB < 0.5 K, as a
function of binned drifter SST and NWP WS, respectively. The OE SST displays a warm bias for drifter
SSTs in the range of 15–25 ◦C and similar for the small fraction of very high (>28 ◦C) SSTs. Figure 9b
shows that the OE SST has a bias dependency on the NWP WS with a warm bias for low (<6 m·s−1)
wind speeds and a cold bias for higher wind speeds.
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Figure 8. (a) Mean OE SST minus drifter SST; (b) Mean standard deviation of the OE retrieved minus
drifter SST difference. Only retrievals with a corresponding RMSETB < 0.5 K are plotted in the figures.

Figure 9. OE SST minus drifter SST as a function of binned (a) Drifter SST; (b) NWP WS. Solid lines
are bias and dashed lines are standard deviation in the upper figures. The surface plots in middle
figures show the number of matchups in each bin, while the bottom plots show the total number of
matchups (blue) and the cumulative percentage of matchups (red) in each drifter SST and NWP WS
bin, respectively. Only retrievals with a corresponding RMSETB < 0.5 K are plotted in the figures.

3.1. SST Sensitivity

One of the benefits of using the OE framework is that it naturally provides several diagnostics for
assessing the quality and sensitivity of the retrieval. One of these diagnostics is the averaging kernel
matrix, A, which contains the sensitivities of the retrieved parameters to the true state on its diagonal
(and cross-sensitivities between parameters on the off-diagonals):

Aij =
dxi

dxt
j
, (9)
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where xt is the true state. If the averaging kernel was equal to the identity matrix the a priori state
would have no influence on the retrieved state, which instead would be obtained purely from the
information content of the measured brightness temperatures. The mean SST sensitivity for all drifter
matchups during 2010 is found to be 0.50 with above OE setup and Figure 10a shows the geographical
distribution of SST sensitivity. The SST sensitivity is lowest in high latitudes and increases towards
the equatorial region, which is consistent with the fact that ∂ TB/ ∂ SST is smaller for cold waters
(especially for X-band 10.65 GHz channels) [63]. The equatorial region reveals sensitivities of ~0.6 while
high latitudes have sensitivities around 0.4. Sensitivities from 0.39 to 0.65 were reported in Gentemann
et al. [64] for 0 ◦C and 30 ◦C SST, respectively, for an AMSR-E regression type retrieval. In addition,
Prigent et al. [63] used simulations to derive channel sensitivities ∂ TB/ ∂ SST of ~0.3 to 0.6 for the
6 GHz V. These results are in good agreement with the sensitivities obtained here.

Figure 10. Gridded statistics of (a) mean sensitivity and (b) mean RMSETB. Only retrievals with a
corresponding RMSETB < 0.5 K are plotted.

3.2. Retrieval Uncertainty

The OE technique offers several options to estimate an uncertainty for each individual retrieval.
The OE methodology directly provides an estimate of the retrieval uncertainty, Sx, due to uncertainties
in the measurements, forward model, and in the a priori state vector (see Equation (4)). Considering
all converged drifter matchups during 2010, the global mean uncertainty is 0.35 K. From Figure 7,
it is evident that the quality of the SST retrieval is closely connected to the RMSETB value from the
retrieval. For that reason, we have set up an additional uncertainty indicator based on a scaled RMSETB

value, using a scaling factor of 0.55. Figure 11 shows the validation results for the uncertainties of
the converged matchups, where the actual SST retrieval differences against drifter observations are
displayed versus the theoretical uncertainties obtained from the RMSETB values. The dashed line
represents the ideal uncertainty under the assumptions that drifting buoys have a total uncertainty of
0.2 K and that the sampling uncertainty is 0.3 K. The point to satellite footprint sampling difference
is estimated based on the results in Høyer et al. [44]. It is evident from the figure that there is a
good agreement between the observed uncertainty and the modeled uncertainty estimates that are
based on the RMSETB and an integrated part of every OE retrieval. The mean modeled uncertainty is
estimated to 0.48 K including the in situ and sampling uncertainty. Figure 10b shows the geographical
distribution of RMSETB considering the best 64% retrievals with a corresponding RMSETB < 0.5 K.
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Figure 11. OE SST uncertainty validation with respect to drifter SST. Dashed lines show the ideal
uncertainty model accounting for uncertainties in drifter SST and the sampling error. Solid black lines
show one standard deviation of the retrieved minus drifter differences for each 0.1 K bin and the red
symbols mark the mean bias. The bottom plot shows number of matchups (blue) and the cumulative
percentage of matchups for each bin (red).

3.3. Validation against Independent Argo Floats

The validation against drifting buoys favors the NWP SST validation results as the drifting buoys
are included in the OSTIA fields. For that reason, the OE retrieval algorithm has also been run for the
57,810 Argo matchups covering the period 2009–2011 (Section 2.2.2). The matchups with Argo floats
are fewer than for drifting buoys; however, they are independent and can thus be used to compare the
performance of the OE SST and NWP SST. Table 4 shows the validation of the OE SSTs and NWP SSTs
against Argo floats for various subsets based on the listed filters. The Argo validation results resemble
what was found for the drifting buoy observations with a very clear relation between the RMSETB and
the quality of the OE retrieval, and the highest quality OE retrievals performing better than the NWP
SSTs. Note that the standard deviation of differences also includes the point to footprint sampling
effects that are larger for the OE retrievals than for the NWP, which has an original spatial resolution
of 0.05 degrees in latitude and longitude.

Table 4. Comparison of OE SSTs and NWP SSTs against Argo SSTs for various subsets.

Filter
Bias/K

OE-Argo
std/K

OE-Argo
Bias/K

NWP-Argo
std/K

NWP-Argo
N

Convergence test passed 0.01 0.61 −0.05 0.55 57789 =100%
Gross error check 0.03 0.58 −0.05 0.54 51846 =90%

RMSETB < 1 K 0.01 0.55 −0.06 0.54 53150 =92%
RMSETB < 0.50 K 0.01 0.50 −0.06 0.51 36639 =63%
RMSETB < 0.35 K 0.01 0.49 −0.05 0.50 23410 =41%

Similar to drifters, two uncertainty estimates are given. The OE uncertainty Sx has an average
value of 0.35 K, while the modeled estimate has an uncertainty of 0.47 K. The modeled uncertainty
is calculated using a scaled RMSETB with a scaling factor of 0.65. The modeled uncertainty has been
evaluated for the Argo matchups and the result is shown in Figure 12. The dashed lines represent the
ideal uncertainty under the assumptions that Argo floats have an accuracy of 0.002 K [42] and that the
sampling uncertainty is 0.3 K [44].
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Figure 12. OE SST uncertainty validation with respect to Argo SSTs. Dashed lines show the ideal
uncertainty model accounting for uncertainties in Argo SST and the sampling error. Solid black lines
show one standard deviation of the retrieved minus Argo differences for each 0.1 K bin and the red
symbols mark the mean bias. The bottom plot shows number of matchups (blue) and the cumulative
percentage of matchups (red) for each bin.

3.4. OE vs. NWP Latitudinal Performance

Overall the OE SST performs similar to the NWP SST when compared to SST from drifters and
Argo floats. However, there are regional differences in the performance of the two SST estimates.
Figure 13 shows the latitudinal difference in standard deviations of OE and NWP SST compared against
the same set of drifters and Argo floats, respectively. The figure shows that the OE SST performs better
than NWP SST in both northern and southern mid-latitudes, while NWP SST performs better in the
tropics. The latitudinal pattern in the relative performance is remarkably similar for both the drifting
buoys and the Argo floats.

Figure 13. The latitudinal difference in standard deviations of OE and NWP SST compared against in
situ SST. The blue curve is the comparison against drifters, while the red curve shows the comparison
against Argo floats.

86



Remote Sens. 2018, 10, 229

4. Discussion

The OE algorithm developed here is an attempt to develop a dedicated SST OE algorithm
based on multi-channel microwave radiometer satellite observations. The OE methodology with
the integrated forward modeling based on physical properties that provide simulated brightness
temperature estimates for every retrieval contains valuable information on pixel level about the quality
of the satellite observations. In addition, the OE technique offers a possibility for identifying and
discarding RFI information in a very efficient way that is not possible with statistical retrieval methods,
such as regression models.

The basis for the OE setup, the development and improvements in the forward model, as well as
the validation is the comprehensive MMD that contains all the required fields for a retrieval matched
with in situ observations. The MMD is a very powerful tool for algorithm development and makes
testing and dependency assessment straightforward. The results presented here demonstrate that
updating the state variable through several iterations is crucial for the quality of the retrievals, with a
clear reduction in RMSETB for the first two iterations. This approach resembles what is used for OE
sea ice concentration retrieval [30,31] but differs from the OE IR SST retrievals, where one inversion
is typically performed [24,25]. The need for several iterations is probably a result of the non-linear
behavior of the forward model.

The forward model is an essential part of the OE retrievals. The OE performance therefore
depends on the performance of the forward model and any deficiencies in the model to simulate the
observed brightness temperature will propagate into the retrieval. During development, it was evident
that using the MMD to improve the forward model is an essential step. The main improvements in
the forward models ability to simulate the observed brightness temperature were found for the wind
speed and SST dependency. Using results from a regression model to correct the forward model led
to significant improvements in both the bias and the standard deviation between the simulated and
observed brightness temperatures.

In the microwave part of the spectrum, several geophysical factors contribute to changes observed
by the satellite, such as the ocean state, water vapor and cloud liquid waters etc. [63]. This means that
the sensitivity in e.g., the 6 GHz channel to the actual SST variations is not as high as reported for the
thermal IR part of the spectrum, where TCLW and TCWV cases are discarded before assessing the
sensitivity [65]. In Prigent et al. [63] a regression based retrieval model is used to derive maximum SST
sensitivities in the order of 0.65 for the 6 GHz V channel and decreasing for lower SSTs. These results
are in good agreement with what we find here, with an overall sensitivity of 0.50 to the true SST. In
addition, the global pattern shows a higher sensitivity at lower latitudes with warmer waters, which is
also in agreement with the modeled results.

The global validation results with a mean and standard deviation of OE SST minus drifter SST of
0.02 ± 0.47 K for the best 64% of the matchups are very encouraging. These results are comparable or
better than the previous validation results for PMW SST retrievals [66,67], which showed a degradation
in the SST performance in cold and moist conditions. Similarly, Gentemann [18] reported on a
latitudinal and SST dependency in the standard deviations, when compared to drifting buoys. The OE
SST performance shows an increase in standard deviations in regions with large mesoscale activity
and strong SST gradients. The reason for this is probably the temporal and spatial sampling errors
when satellite observations are compared to pointwise in situ observations. Despite an enhanced
spatial sampling effect from the larger PMW satellite footprint, the OE SST retrievals perform better
than NWP SST in regions with mesoscale activity at both northern and southern mid-latitudes when
validated against drifting buoys and Argo floats. In the tropics NWP SST performs better. It is worth
to notice the consistency between drifters and Argos.

The algorithm has been developed to retrieve subskin SSTs in conditions not affected by diurnal
warming, as these matchups were filtered out. This allowed the use of drifter observations for
improving the forward model and for a detailed validation against drifting buoys with a nominal
depth of 20 cm and Argo observations at 5 m. SSTs can also be retrieved during daytime conditions
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with diurnal warming, but accurate validation of the performance in these conditions against in situ
would require a model or method for the subskin to 20 cm or 5 m correction.

The OE retrieval provides optimal estimates of four state variables: WS, TCWV, TCLW and SST.
The focus in this paper has been on the SST retrieval and on validating this state variable against
accurate in situ observations. To validate all state variables against accurate in situ observations is
not straightforward for the other variables. A detailed evaluation and validation of the three other
parameters are outside the scope of this paper.

The main strength of OE is that it is able to select channels with the most information and
provides an independent estimate for the individual retrievals on the uncertainty of the retrievals.
The estimated uncertainties were validated against independent in situ observations. The accurate
and reliable uncertainty estimates increase the applicability of the SST dataset. A need for very
accurate SST retrievals will of course reduce the number of SST retrievals, but a realistic uncertainty
estimate guides the users to select the combination of accuracy versus data coverage that is optimal for
their application.

5. Conclusions

In this study, the optimal estimation (OE) method has been used to retrieve subskin sea surface
temperature (SST) from passive microwave (PMW) satellite observations. The results indicate that the
OE SST has an overall bias (OE SST—drifter SST) of 0.02 K and standard deviation of 0.47 K when
considering the 64% matchups, where the simulated and observed brightness temperatures are most
consistent. The corresponding mean modeled uncertainty is 0.48 K including the in situ and sampling
uncertainty. An independent validation against Argo observations shows a mean difference of 0.01 K,
standard deviation of 0.48 K and modeled uncertainty of 0.47 K considering the 62% best matchups.
The modeled uncertainty estimates, available for each retrieval, have proven to be accurate and reliable,
when compared to in situ observations. The main advantage of the OE technique is its capability to
provide valuable information on pixel level about the quality of the satellite observations, which can
be used directly to identify and discard erroneous retrievals (e.g., contamination from extreme wind,
atmospheric attenuation and emission, sun-glint, land/ice, rain and RFI).

Future work on the OE methodology can include more focus on improving the forward model
with regard to the other state variables and on the estimation of the Sa and the Sε statistical parameters,
as these are key parameters in the retrieval process. Alternative forward models could be tested in the
retrieval process, but few accurate forward models exist at present that are suitable for use in an OE
context. More work should therefore be put into improving the forward models with the aim of PMW
OE SST retrievals. In addition, more work could be done on assessing the role of the first guess values
and the impact of these observations on the retrieved SSTs. In the present work, we have disregarded
observations in the vicinity of sea ice, but considering the results obtained within the ESA-CCI Sea Ice
project, a future development could include the development of an integrated ocean and sea ice OE
processor, that is able to estimate the sea ice concentration and SST at the same time and thus allowing
for PMW SSTs closer to the marginal ice zone.

In the context of developing an SST climate data record, it is important to note that
microwave radiometer provides an independent technique to conventional infrared (IR) radiometer
satellite retrievals, potentially adding robustness to the resulting multi-mission satellite SST record.
Furthermore, as some areas of the global ocean are quasi-permanently obscured by clouds, few IR
measurements are available: microwave radiometry mitigates this negative situation meaning that
multi-mission SST datasets provide a better representation of the SST with close to daily coverage with
a single wide swath satellite instrument. We note that the GCOM-W AMSR-2 is now continuing the
legacy of AMSR-E with an improved capability until the early 2020’s. The rotating joint for the antenna
scan mechanism of AMSR-E degraded within ~9.5 years of launch. The design lifetime of AMSR-2
was 5 years so a replacement is urgently needed. However, there is currently no follow-on mission
either planned or in development to provide continuity of the 6–7 GHz frequency imaging capability
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that is fundamental for the retrieval of SST from microwave satellite radiometry. In future, we strongly
advocate that the following issues are urgently addressed:

1. That the future 6–7 GHz frequency wide swath imaging capability currently provided by
GCOM-W AMSR-2 is sustained by flying a new mission. This implies immediate initiation
of satellite development for a potential launch in 2025.

2. That the spatial resolution of the 6–7 GHz frequency channels is significantly improved to provide
a ~10 km native instantaneous spatial resolution (which may imply using a large 6–9 m rotating
deployable mesh antenna). This is required to minimize significant loss of data in the coastal
zone and marginal sea ice zone due to side lobe contamination, currently there are no valid
measurements within 100 km of these areas.

3. That the radiometric quality of future satellite microwave radiometers is significantly improved
over current capability. This is required because in many areas imaging microwave radiometer
measurements are the only measurements available for the SST climate data record in areas
characterized by quasi-permanent cloud cover that confounds thermal IR satellite SST retrievals.

4. That appropriate combination with one or more higher-frequency channels (10, 18, 37 GHz) is
provided in order to resolve the ambiguities in the microwave measurements if too few channels
are available.

In terms of current capability, we conclude that overall, the OE SST retrieval results for AMSR-E
are very promising and demonstrate that the OE algorithm is complementary to the standard SST
retrieval algorithms that are available today.
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Abstract: Machine learning techniques are attractive tools to establish statistical models with a high
degree of non linearity. They require a large amount of data to be trained and are therefore particularly
suited to analysing remote sensing data. This work is an attempt at using advanced statistical methods
of machine learning to predict the bias between Sea Surface Temperature (SST) derived from infrared
remote sensing and ground “truth” from drifting buoy measurements. A large dataset of collocation
between satellite SST and in situ SST is explored. Four regression models are used: Simple multi-linear
regression, Least Square Shrinkage and Selection Operator (LASSO), Generalised Additive Model (GAM)
and random forest. In the case of geostationary satellites for which a large number of collocations is
available, results show that the random forest model is the best model to predict the systematic errors
and it is computationally fast, making it a good candidate for operational processing. It is able to
explain nearly 31% of the total variance of the bias (in comparison to about 24% for the multi-linear
regression model).

Keywords: machine learning; systematic error; sea surface temperature; random forest

1. Introduction

Characterising the error associated with data, from observations or model outputs, is essential for
correct use and analysis. It is, however, often a very complex problem requiring many assumptions.
When large amounts of data are available, data-driven methods provide a convenient way to work
around that complexity, especially for remote sensing data. Recently in this domain, authors proposed to
use relevant machine learning methods (see, e.g., [1] or [2]). These methods are based on statistical models
and are able to automatically solve lots of regression and/or classification problems. Here, we focus on a
regression problem and we test various classical methods using linear and nonlinear assumptions.

Sea Surface Temperature (SST) is a variable which has been estimated over a long time period from
infrared radiometers’ acquisitions on board satellites. It is used in many domains such as meteorological,
climatic or ecosystem studies. For many of these applications it is important to know the accuracy
of the data being used. This has been recognised internationally by the community of satellite SST
data producers and users and a formal recommendation has been put forward by the Group for High
Resolution SST (GHRSST) in the GHRSST Data Specification version 2.0 [3] to include Sensor-Specific
Error Statistics (SSES) in distributed products.

Remote Sens. 2018, 10, 224; doi:10.3390/rs10020224 www.mdpi.com/journal/remotesensing
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The error is the difference between the measured SST and the true SST [4]. Systematic errors in
satellite estimation of SST may have various origins [5]. One of the sources is the retrieval algorithm
itself. Other sources include the calibration of the sensor which may not be accurate and contamination
by sea ice, undetected clouds or atmospheric Saharan dust [6]. These effects result in inaccuracies in
retrieved SST.

There is no consensus on how to derive SSES, and each data producer uses their own methodology.
Methodologies are often based on regression of the error against a set of explanatory variables using
a large dataset of collocations between drifting buoys and satellite retrievals. One approach, based on
look-up tables (LUT) established from comparisons with in situ observations, provides discrete values of
SSES. This is the case for the SSES hypercube of bias and standard deviation [7] used for observations
from the Moderate Resolution Imaging Spectroradiometer (MODIS). Castro et al. [8] also proposed, for
many infrared and microwave SST products, bias corrections from LUT representing bias and standard
deviation dependencies on retrieval conditions such as wind speed, water vapor, view angle and SST.
In Petrenko and Ignatov [9] and in Petrenko et al. [10], the SSES method is based on the segmentation of
the SST domain and local regression coefficients are applied for each segment. In order to avoid possible
discontinuities and noise introduced by these methods, other definitions of continuous SSES are proposed
by Tandeo et al. [11] and Xu et al. [12]. A different approach is to model and propagate the uncertainties
independently of in situ data [13], as used by the SST Climate Change Initiative [14].

The objective of this study is to make a first evaluation of the potential of advanced statistical
methods of machine learning to model and predict the bias between satellite derived SST products and
drifting buoy measurements, considered to be ground truth.

This study is based on a large data set of collocations between satellite and in situ measurements,
described in Section 2. The methods are explained in Section 3 and interpretation of the results are
presented in Section 4. Discussion and conclusion are in Section 5.

2. Data

The Spinning Enhanced Visible and Infrared Imager (SEVIRI) on board the Geostationary satellite
Meteosat Second Generation (MSG) operates in the thermal infrared channels, enabling SST retrieval.
Hourly SST products are computed operationally at the Centre de Météorologie Spatiale (CMS) in the
framework of the EUMETSAT Ocean and Sea Ice (OSI SAF) project. The basis of SST retrieval is a
split-window algorithm using the 10.8 and 12 μm channels. A complete description of the retrieval
methodology can be found in Le Borgne et al. [15].

As part of the operational processing of MSG data, SST products are created as well as a Match-up
DataSet (MDS) by collocating satellite information and in situ measurements (drifting buoys) collected
from the Global Telecommunication System with a 5 days delay to ensure sufficient coverage. A satellite
match-up is searched for within ±1 hour and information is extracted for a 5 × 5 pixel box around the
position of the measurements. The MDS includes satellite SST but also includes some other variables
used in the SST processing such as Numerical Weather Prediction (NWP) model output (e.g., total
atmospheric content of water vapour) and level 1 SEVIRI brightness temperature in the channels of
interest for SST retrieval.

Thereafter, only night-time data are used to minimize the difference between skin SST retrieved
by infrared sensors like SEVIRI and bulk SST measured by drifting buoys. The quality level (QL) is
a confidence indicator designed to help users filter out data that are not sufficiently good for their
application. As per recommendations formulated in the Product User Manual [16] only data with a
higher QL are considered (3, 4 or 5) because for QL < 3 the SST retrieved is likely to be contaminated by
undetected clouds.
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The MDS used in this work covers two years (August 2013–July 2015) and contains 485,600 match-ups.
The period from August 2013 to July 2014 is used as the learning sample (with 249,318 match-ups) to
train the statistical models and the other period from August 2014 to July 2015 is used as test sample
(with 236,282 match-ups) to validate statistical models.

Infrared sensors are sensitive to the skin temperature of the sea, whereas drifting buoy measurements
are taken at a depth of between 20 to 30 cm which can lead to significant differences [17]. However, since
this study focuses on night-time data only, it is expected that these differences are small and therefore
we make the assumption that the drifting buoy measurements constitute the sea truth. The accuracy of
SEVIRI SST, ΔSST, is therefore defined as:

ΔSST = SSTsat − SSTbuoys (1)

where SSTsat is the SST estimation given in SEVIRI products and SSTbuoys is the temperature measured
by drifting buoys.

Figure 1a shows the spatial distribution of ΔSST averaged over the training dataset for 5 × 5◦ boxes
and Figure 1b represents the number of data points in each box. A strong negative bias is noticeable in
the intertropical zone, primarily due to the high atmospheric water vapour content in this region [18],
and secondarily due to the presence of Saharan dust in the atmosphere [6]. On the other hand positive
biases are observed in the southern hemisphere and around the Mediterranean Sea due to the drier
atmosphere. Note that due to both cloud coverage and geographical distribution of drifting buoys, the
spatial distribution of the match-ups is not homogeneous at all, as shown by Figure 1b.

(a) (b)

Figure 1. Training dataset (August 2013–July 2014, 249 318 match-ups): (a) mean difference between
satellite and drifting buoys (ΔSST); (b) number of match-ups.

In this work, we use ten variables to model the bias in satellite-derived SST. These are listed in
Table 1. Atmospheric water vapour is the primary cause of error in SST retrieval algorithms and therefore
the integrated water vapour from the ECMWF model is one of the most important variables to model
the bias between satellite and in situ SST. The differences between the 3.9 and the 8.7 μm channels
and between the 10.8 and the 12.0 μm channels provides information on the presence of atmospheric
Saharan dust [6] which can strongly affect the quality of the retrieval. These differences are averaged
over 5 × 5 pixel boxes (of the MDS) in order to smooth out the effect of radiometric noise. Despite the
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fact that this study focuses only on night-time data, it is important to include the wind speed and solar
zenith angle to take into account possible residual diurnal warming effects at the beginning of the night.
The number of valid (clear sky) pixels in the 5 × 5 pixel boxes is also used as it provides information
on the level of cloudiness around the central pixel. Additionally, the standard deviation of SST in the
boxes is also informative of the spatial variability (presence of thermal fronts) which may be a source of
error in satellite to in situ comparison. Finally the SST is also used as a model input variable in order
to account for SST dependent error in the algorithm. Since the algorithm is calibrated on a global scale,
it may indeed show weaknesses for retrieving extreme temperatures (low or high).

Note that all this information is available without delay. This would allow an online statistical model
to produce SST error in real time so long as the model is already trained.

Table 1. Description of the Match-up DataSet (MDS) ancillary variables.

Name Description

Latitude Latitude of in situ measurements
Wind speed Near surface wind speed (ECMWF)
Solar zenith angle Angle between zenith and sun position
Satellite zenith angle Angle between zenith and satellite position
Integrated water vapour Integrated water vapour in the atmosphere (ECMWF)
IR_039 – IR_087 averaged in box Difference between channel 3.9 μm and 8.7 μm averaged in 5 × 5 pixels box
IR_108 – IR_120 averaged in box Difference between channel 10.8 μm and 12.0 μm averaged in 5 × 5 pixels box
Number of valid pixels Number of valid retrievals (quality level 3, 4 or 5) in 5 × 5 pixels box
SST STD Standard deviation of SST in 5 × 5 pixels box
SST SST retrieved from SEVIRI

3. Methods

The goal of this study is to estimate ΔSST defined in Equation (1) in order to operationally adjust
SSTsat measurements. This will be achieved by modelling the impact of simultaneous covariates presented
in Table 1 and denoted as {Xi, i = 1, . . . , p}. The relationship between ΔSST and covariates can be either
nonlinear as for the latitude between 20◦N and 60◦N (Figure 2a) or linear with a negative slope (Figure 2b)
for the integrated water vapour. Note that nonlinear interactions of covariates can also be detected (not
shown). In this paper, we compare 4 regression models classically used in machine learning. They are
described below.

• The first model used is a simple linear regression expressed as

ΔSST = α0 +
p

∑
i=1

αiXi +
p

∑
i=1

p

∑
j=1

αi,jXiXj (2)

where the α parameters correspond to the intercept, the linear and quadratic effects of covariates,
and interactions between covariates.

• The second model, LASSO (Least Absolute Shrinkage and Selection Operator, see Tibshirani et al. [19]),
is similar to the first one, except with a sparsity constraint on the α parameters. Thus, it is a subversion
of Equation (2), where some of the α values are null. The LASSO model is based on a numerical
optimization to find the alpha parameters that minimize the following expression:

min
α

1
2N

N

∑ ||ΔSST − α0 +
p

∑
i=1

αiXi +
p

∑
i=1

p

∑
j=1

αi,jXiXj||2 + λ
P

∑ |α| (3)
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where N corresponds to the number of training samples used to learn the model, P = 1 + p + p2 is
the total number of alpha parameters and λ is estimated by cross validation.

• The third model, GAM (Generalized Additive Model, see Hastie et al. [20]), uses nonlinear functions
to model the impact of the covariates such as

ΔSST = α0 +
p

∑
i=1

fi(Xi) +
p

∑
i=1

p

∑
j=1

fi,j
(
XiXj

)
(4)

where functions fi and fi,j are adjusted using local linear regressions, as in Figure 2a,b.
• The last model, random forest (see Breiman et al. [21]), applies N random samplings with

replacement such as

ΔSST =
1
N

N

∑
i=1

ti
(
X1, . . . , Xp

)
(5)

where ti are the different regression trees (see Breiman et al. [22]). A tree is based on simple decision
criteria on the X covariates such as: if X < threshold then ΔSST = value1 else ΔSST = value2. The
threshold value is learned from the data, maximizing the difference between value1 and value2.
Then, we recursively split the dataset in 2 leaves at each node of the tree. In this paper, we use trees
with a maximum of 1000 nodes and the forest is based on 100 trees.

(a) (b)

Figure 2. Density scatterplot of ΔSST as function of (a) latitude and (b) integrated water vapour fitted
using linear and nonlinear (lowess) regressions.

Hereinafter, the statistical estimates of ΔSST proposed by the presented 4 models will be denoted
by ΔŜST. In order to select the best model we use the adjusted R2 (denoted as Radj) which is negatively
impacted by the number of parameters in the model and the Root Mean Square Error (RMSE). The Radj is
given by the following equation:

R2
adj = 1 − ∑N ||ΔSST − ΔŜST||2

∑N ||ΔSST − ΔSST||2
N − 1

N − P − 1
(6)

where ΔŜST corresponds to the estimations given by one of the 4 models presented above and ΔSST the
mean value computed with the N training samples. The use of the adjusted R2

adj enables a model to be
found with a good fit and a low number of parameters to avoid over-fitting.

4. Results

Using the training dataset (249,318 match-ups) the four regression models presented above are
determined. These models are then applied to the test sample (236,282 match-ups) to predict the bias in
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the satellite estimate of SST (Equation (1)). The performance of each model is assessed using R2
adj and

RMSE. Results are presented in Table 2.

Table 2. Results of R2
adj and RMSE for the different models.

Linear Regression LASSO GAM Random Forest

R2
adj 24.65% 24.43% 28.44% 30.96%

RMSE 0.576 K 0.576 K 0.562 K 0.554 K

These results show that the link between ΔSST and X covariates is clearly nonlinear. Indeed, R2
adj of

GAM and random forest are 4 and 6% better than linear regression (30.96% and 28.44% against 24.65%).
LASSO results are very similar to linear regression. The RMSE of nonlinear models are also improved in
comparison to linear models.

We denote corrected SSTcorr as the satellite SST to which the predicted bias has been removed:
SSTcorr = SSTsat − ΔŜST, and we compare the corrected SST to in situ SST. Figure 3 illustrate the zonal
performances of the four models on the test sample (August 2014 to July 2015) in comparison with
uncorrected SST difference (in black line). All four models are able to reduce the strong negative bias
between 5◦S and 35◦N. Linear regression and LASSO models both over estimate the bias around 5◦S and
amplify it North of 50◦N. On the contrary GAM and random forest give better results consistently. At high
latitude (where fewer match-ups are available) the random forest estimates the bias more accurately than
the GAM model.

Figure 3. ΔSST= SSTsat − SSTbuoys (black line) and ΔŜST = SSTcorr − SSTbuoys (red line) averaged
per latitude bins of 5◦ for linear regression, Least Square Shrinkage and Selection Operator (LASSO),
Generalised Additive Model (GAM) and random forest models (from left to right) for the test sample.
Far right plot shows the number of match-ups for each latitude bin.

In the following development we focus on the random forest model because it gives better
results and is faster to apply (once trained) than the GAM procedure, making it a better choice for
operational applications.

The global mean and standard deviation of ΔSST for the test dataset (August 2014 to July 2015)
before correction are equal to −0.082 and 0.664 K respectively, and after correction they are reduced to
−0.071 and 0.547 K respectively. This improvement of the standard deviation can be visualized using
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Figure 4 which represents the probability density functions of ΔSST and ΔŜST: when the predicted bias
is applied the distribution is narrower and more Gaussian.

Figure 4. Histograms of ΔSST= SSTsat − SSTbuoys (black line) and ΔŜST = SSTcorr − SSTbuoys with
correction by random forest model on test sample (red line).

Figure 5 shows the geographical distribution of the mean and standard deviation of the difference
between SSTsat and SSTbuoys (Figure 5a,b respectively) and between SSTcorr and SSTbuoys (Figure 5c,d
respectively). Comparison of Figure 5a,c illustrate the overall reduction in the bias after subtracting the
predicted bias to the satellite SST. The standard deviation is also reduced (Figure 5b,d) but high values are
still observed in a number of regions. For instance, around the coast of West Africa, in the Mediterranean
Sea and in the Red Sea: these regions are subject to atmospheric mineral dust events occurring only
during a few months every year. High standard deviation is also visible in the Gulf Stream region and
south of South Africa where strong SST gradients are observed.

Here we focus on a case study: the random forest model is applied to a satellite scene (30 April 2015
at 12 a.m., see Figure 6). This scene is composed of 792 408 clear-sky pixels (QL>2). This scene was chosen
because it corresponds to a large event of Saharan dust visible on Figure 6c which represents the Saharan
Dust Index (SDI, a dimensionless quantity correlated to the concentration of mineral dust particles, [6]).
SDI above 0.1 indicates an amount of mineral dust particles in the atmosphere that significantly affect
SST retrieval. Figure 6a,b show the integrated water vapour content and the wind speed at 10m from
ECMWF NWP respectively. The predicted error from the random forest model is shown in Figure 6d.
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(a) (b)

(c) (d)

Figure 5. (a) Mean and (b) standard deviation of SSTsat − SSTbuoys on test sample; (c) Mean and
(d) standard deviation of SSTcorr − SSTbuoys with correction by random forest model on test sample.

Large scale features in the predicted error can be visually correlated to atmospheric features.
The predicted error is largely negative where the atmosphere is humid (integrated water vapour above
4.5 g cm−2) in combination with high a SDI (of the order of 0.3 or above): this is the case around the
Southern coast of West Africa. On the other hand, positive errors occur when the atmosphere is drier
than average (integrated water vapour below 3 g cm−2) in combination with low SDI values (below 0.2):
this is the case off the coast of Brazil where a south eastward thong of drier atmosphere leads to positive
predicted error. It is interesting to note that where there is a combination of dry atmosphere and higher
than normal SDI, the predicted error is often positive: this is the case in the Mediterranean Sea and off
the coast of Namibia. There is no visible correlation between predicted error and wind speed, which is
not altogether surprising since at 12 am residual diurnal warming would be minimal (and probably only
observed in the western part of the domain).
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(a) (b)

(c) (d)

Figure 6. (a) Integrated water vapour; (b) Wind speed; (c) Saharan Dust Index; (d) ΔSST predicted by
random forest model (30 April 2015 at 12 a.m.)

5. Discussion and Conclusions

The Match-up DataSet (MDS) of Météo-France Centre de Météorologie Spatiale (CMS) which
collocates satellite and in situ Sea Surface Temperature (SST) measurements has been used to define
statistical models of SST bias (ΔSST predicted by a model) for the Spinning Enhanced Visible and Infrared
Imager (SEVIRI) sensor on-board Meteosat Second Generation (MSG) geostationary satellite. Linear
regression, LASSO, GAM and the random forest model were used to fit ΔSST using the information of
ten covariates.

It was shown that the nonlinear models (GAM and random forest) perform better in predicting
the bias of satellite SST retrieval than linear models. They clearly manage to reduce the zonal biases
associated with high water vapour content.

The random forest model was preferred over the GAM because of its slightly better results but mostly
because it is quicker to run once the model has been trained making it a better choice for operational
application. The random forest has then been studied further and applied on a study case (one 15-min of
acquisition of the SEVIRI instrument).
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Ocean and Sea Ice Satellite Application Facility (OSI SAF) operational processing of SST performed
at CMS uses a very basic principle to derive SST bias: a MDS is used to compute the bias per quality level.
The bias is then attributed to each pixel according to its respective quality level. This method provides
discrete fields of bias which are to be avoided according the Group for High Resolution SST (GHRSST)
Data Specification version 2.0 [3]. Above all this method provides a R2

adj equals to 16.74 %, so a statistical

model like random forest, with a R2
adj equals to 30.96 %, is twice as efficient in capturing the variance of

the error and would therefore be a valuable update to the processing chain.
The main limitation of the use of statistical models to predict the error in SST retrieval is scarceness

of the in situ data. Despite the large number of match-ups some areas or phenomena are not sampled
sufficiently to have a significant impact on the model. This can be seen when comparing Figure 5a,c.
The model is well able to estimate the bias in the satellite retrieval at large spatial scales, which is largely
due to the inability of the SST algorithm to cope with a varying atmosphere. However the high standard
deviations in localised areas on Figure 5d may suggest that the model does not fully capture the spatial
variability of the error.

Currently, the methodology has been proven successful in predicting bias in SST derived from
a geostationary satellite which provides a large number of collocations with in situ data due to high
temporal resolution of acquisitions (15 min). Although no test has been done on the minimum size of
MDS required to train the random forest model, it is anticipated that for polar orbiting satellites a longer
period would be needed. This is certainly a limitation associated with data-driven methodologies.

The large amount of data required to train the random forest model properly, means that an accurate
model cannot be built to estimate the SST error in the first few month of the life of a satellite because too
few match-ups are available. This is certainly true for polar orbiting satellite which do not provide as
many match-ups as geostationary satellite. A temporary model could be built even prior to the launch
of a satellite by using radiative transfer simulations of brightness temperature to train the model and
updated later when sufficient in situ match-ups become available.

More work could be done to assess the random forest performance during daytime or to
determine whether inclusion of simulations of brightness temperature as a covariate would be beneficial.
Nevertheless, advanced statistical models such as random forest are promising for evaluation of the
systematic error in SST retrieval from space with respect to in situ measurements. It is worth noting
that these techniques may be applied in many other remote sensing contexts as long as large match-up
datasets are available.
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Abstract: Over several decades, improving the accuracy of Sea-Surface Temperatures (SSTs) derived
from satellites has been a subject of intense research, and continues to be so. Knowledge of the
accuracy of the SSTs is critical for weather and climate predictions, and many research and operational
applications. In 2015, the operational Japanese MTSAT-2 geostationary satellite was replaced by the
Himawari-8, which has a visible and infrared imager with higher spatial and temporal resolutions
than its predecessor. In this study, data from both satellites during a three-month overlap period were
compared with subsurface in situ temperature measurements from the Tropical Atmosphere Ocean
(TAO) array and self-recording thermometers at the depths of corals of the Great Barrier Reef. Results
show that in general the Himawari-8 provides more accurate SST measurements compared to those
from MTSAT-2. At various locations, where in situ measurements were taken, the mean Himawari-8
SST error shows an improvement of ~0.15 K. Sources of the differences between the satellite-derived
SST and the in situ temperatures were related to wind speed and diurnal heating.

Keywords: sea surface temperatures; geostationary satellite; infrared; tropical western Pacific Ocean;
the Great Barrier Reef; accuracy

1. Introduction

Sea-surface temperature (SST) is a key variable for the study of the climate, weather, and ocean.
The tropical western Pacific Ocean and eastern Indian Ocean, often referred to as the Tropical Warm
Pool (TWP), have some of the highest SSTs (e.g., [1]). High SSTs throughout the tropical belt lead
to meridional convergence in the lower troposphere and convection producing the clouds of the
intertropical convergence zone (ITCZ) [2] which, being the ascending arm of the Hadley Cells to the
north and south, is a driver of the large scale atmospheric circulation. As such, it is also a major part
of the earth’s hydrological cycle [3]. The bright cloud tops in the ITCZ also influence the regional
planetary albedo and thus influence the radiative heat budget of the earth. The vertical atmospheric
motion is driven by the high SSTs in the equatorial regions [4]. The SST is also an indicator of the
upper ocean heat content that is closely connected to the generation and intensification of cyclones in
the TWP [5,6]. The cyclones frequently make landfall to the west, where damage and loss of life can be
extreme (e.g., [7]). Improved accuracy of SSTs is critical for better forecasts of such events.

A further aspect of high temperatures in the tropics is the risk to coral reefs, which are damaged by
elevated temperatures both when occurring episodically, such as on diurnal time scales [8,9] and over
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several days [10,11]. Dire consequences follow when elevated temperatures are sustained over weeks
and months [12]. If the temperatures revert to the range to which they are acclimated, the corals can
recover, however extended periods of high temperatures can lead to extensive coral mortality [9,13].
The defense mechanism of corals when subjected to elevated temperatures is to expel the symbiotic
algae (zooxanthellae) living in their tissues causing the coral to lose their color, an effect widely
referred to as coral bleaching. Coral bleaching can also result from anomalously low temperatures [14],
especially where the corals are exposed to cold air temperatures at low tide [15]. The corals are also
stressed by increasing ocean acidification [16,17].

The western Pacific and eastern Indian Oceans are home to extensive coral reefs, including those
in the so-called Coral Triangle that encompasses the waters between the island of Borneo in the west
and the Solomon Islands in the east, and the northern extent of the Philippines in the north, and the
Timor, Arafura, and Coral Seas to the south [18]. The Coral Triangle contains the highest diversity of
corals and of the species that are associated with them, including reef fishes [19]. The Coral Triangle
does not exist in isolation, but is embedded in a much larger area of corals and high marine biodiversity
that includes the Great Barrier Reef (GBR) off Queensland, Australia, to the south. At present, the GBR
is experiencing extensive and severe bleaching, especially in the northern part where mortality is very
high (>50%); the GBR coral bleaching is the worst on record [20,21]. The episode began in 2014 with
record high SSTs through much of the Coral Triangle and GBR, and is part of a global event that is
especially severe in the Pacific and Indian Oceans [22]. The intensity and spatial extent of this, and past
severe bleaching occurrences, are clearly linked to the spatial patterns of elevated SSTs [12], and are
expected to become worse as the oceans warm [12,23]. Thus, the areas of the Coral Triangle and GBR
present a very pressing need for accurate measurements of ocean temperature over long periods and
over large areas.

A valuable source of global near-surface ocean temperatures are those measured from surface
drifting buoys [24] deployed to provide measurements for weather forecasting and studying surface
currents. The temperature measurements, taken at a depth of about 20 cm in calm seas, are in widespread
use [25,26], but equatorial upwelling and surface current divergence tends to remove the drifters from
the tropics [27,28]. Thus, there is a paucity of measurements in the Coral Triangle and GBR regions.

Near-surface temperatures are measured in the tropics by thermometers of the Global Tropical
Moored Buoy Array, which, in the Tropical Western Pacific Ocean, comprises the Triangle Trans-Ocean
Buoy Network (TRITON; [29]). This is a deep-water mooring array, and so does not extend into the
shallow waters where the corals are found. In contrast, temperature measurements have been made
by the Australian Institute of Marine Science (AIMS) for many years by self-recording thermometers
deployed at the coral depths by divers. These measurements are very good indicators of the thermal
stress experienced by the corals and, being recorded during our analysis period with a 10-min
resolution, provide data that resolve rapid changes, such as those associated with diurnal heating [30].
However, they are relatively sparse in space, and the data loggers have to be recovered before the
temperatures can be analyzed.

Thus, the surface temperature fields derived from satellites are a very attractive source of
information to study the potential threats to the wellbeing of the corals, especially as a recent study
has shown they are an accurate proxy for temperatures at the depths of the corals [31], even though
the satellite-derived temperatures are skin temperatures (SSTskin; [32,33]). Satellite derived SSTs
cover large areas and those from geostationary satellites positioned over the Equator of the Pacific
Ocean provide frequent measurements over the Coral Triangle and GBR. However, the appropriate
application of satellite-derived SSTs to assessing the thermal conditions experienced by corals depends
on knowledge of the errors and uncertainties in the SSTs retrieved from the satellite measurements.
Our objective is to determine the accuracies of SSTs derived from geostationary satellites in the Tropical
Western Pacific Ocean, including the Coral Triangle and the GBR. Our focus will be on SSTs derived
from infrared radiometers on geostationary satellites, as these provide more rapid sampling than the
polar orbiters which offers the possibility of capturing short period heating events [31]. Given that
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clouds obscure the surface in the infrared and thus prevent the derivation of SSTs, the rapid sampling
by geostationary sensors increases the likelihood of determining SSTs at given locations as clouds
pass. The accuracies of the satellite-derived SSTs will be established by comparisons with in situ
measurements from the Triangle Trans-Ocean buoy Network (TRITON) moored buoys in the western
part of the TAO array and from the GBR temperature loggers.

The paper is organized as follows: the next section introduces the data, beginning with the satellite
retrieved SSTs and analysis methods, followed by a presentation of the results. A discussion of the
results comes before the conclusions, which includes suggestions for further work.

2. Materials and Methods

Himawari-8, the first of a new generation of geostationary meteorology satellites of the Japan
Meteorological Agency (JMA), began their operation on 7 July 2015. Himawari-8 replaced the MTSAT-2
(Multifunctional Transport Satellite-2, also referred to as Himawari-7). Though Himawari-8 became
operational in July, MTSAT-2 continued operation until 4 December 2015 [34]. Himawari-8 is located
at 140.7◦E above the equator while the MTSAT-2 is located at 145◦E above the equator. Himawari-8
carries the Advanced Himawari Imager (AHI), which has significant improvements in comparison
to the imager onboard MTSAT-2. The AHI is capable of generating full disk images with a 10-min
sampling frequency. The AHI has 16 spectral bands of which four are infrared (IR), λ = 8.60, 10.45,
11.20, and 12.35 μm [35,36], that are used for SST retrievals. These IR bands have a spatial resolution of
2 km at nadir. The temporal and spatial resolutions of Himawari-8 AHI are improved from those of the
MTSAT-2 imager, which has only five spectral bands. Three of the five spectral bands used for IR SST
retrievals include λ = 3.75, 10.8, and 12.0 μm [37] which have a 4 km spatial resolution and sampling
intervals of 60 min [38,39]. Table 1 summarizes the satellite characteristics. SST fields from both
satellites are provided by the National Oceanic and Atmospheric Administration (NOAA) in GHRSST
Level-2 Pre-processed format (L2P; [32]). A recent study by Kramar et al. [40] found that Himawari-8
AHI SSTs derived using NOAA’s Advanced Clear-sky Processor for Oceans (ACSPO; [41]) show better
accuracy than those produced by the Japan Aerospace Exploration Agency (JAXA). Based on this result,
the MTSAT-2 and Himawari-8 SSTs used here are those produced by the NOAA Office of Satellite
Products and Operations (OSPO).

Table 1. Details of satellite data used in this study.

Satellite
Name

Spatial
Resolution

Temporal
Resolution

Position
No. of

Spectral Bands
Operation

Period

MTSAT-2 4 km Hourly 0◦N, 145.0◦E 5 2010 to 2015
Himawari-8 2 km 10 min 0◦N, 140.7◦E 16 2015 to 2022

The MTSAT-2 SSTs were derived using the long-established Non-Linear SST atmospheric
correction algorithm [37] that uses measurements taken in the thermal infrared centered at λ = 10.8
and 12.0 μm:

SST = a0 + a1 × T11 + a2 × (T11 − T12) × Tsfc + a3 × (T11 − T12) × (sec(θ) − 1) (1)

where Tn are brightness temperatures, in K, measured at n = rounded integer values of λ, θ is the
satellite zenith angle and Tsfc is a prior estimate of the surface temperature. Equation (1) can be
used during both day and night. The coefficients are derived from a correlation analysis between the
satellite brightness temperature measurements and coincident subsurface temperatures from buoys.
The night-time algorithm, also due to Walton, Pichel, Sapper, and May [37], includes measurements
from a third channel centered at λ = 3.75 μm:

SST = a0 + a1 × T11 + a2 × (T3.7 − T12) × Tsfc + a3 × (sec(θ) − 1) (2)
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The measurements in the mid-infrared atmospheric transmission window, T3.7, suffer from
contamination from scattered and reflected solar radiation that occurs during the day, so these
measurements can only be used at night. The metadata in the MTSAT-2 files indicate that the retrieved
SSTs are a skin temperature.

The ACSPO SST atmospheric correction algorithm applied to Himawari-8 AHI uses measurements
from four infrared bands, labeled 11, 13, 14, and 15 at central wavelengths, λ = 8.60, 10.45, 11.20,
and 12.35 μm [35,36]; it takes the form [40]:

SST = a0 + a1 × T10 + a2 × (T10 − T12) + a3 × (T10 − T9) × sec(θ) + a4 × (T10 − T11) × sec(θ)
+ a5 × (T10 − T9) × Tsfc + a6 × (T10 − T11) × Tsfc + a7 × (T10 − T12) × Tsfc

(3)

where here Tsfc is an estimate of the surface temperature taken from the daily Canadian Meteorological
Center (CMC) L4 SST analysis [42]. The coefficients ai are derived from regression analysis of collocated,
contemporaneous brightness temperature measurements of the satellite radiometer with those of
quality-controlled subsurface temperatures measured from drifting and moored buoys in the iQuam
data set (in situ SST Quality Monitor; [43]). Thus the Himawari-8 AHI SSTs are considered a “subskin”
temperature [40]. Since Equation (3) does not use brightness temperature measurements in the
mid-infrared atmospheric transmission window it can be used for both daytime and night-time SST
retrievals. For successful retrieval of SST, the brightness temperatures have to be screened to remove
all measurements that include a component of emission from clouds. The Himawari-8 AHI data were
taken from ftp://ftp.star.nesdis.noaa.gov/pub/sod/sst/acspo_data/l2/ahi/.

In this study, satellite SSTs were compared to multiple subsurface in situ temperature
measurements. These in situ stations include seven TRITON moored buoys from the TAO array
and seven self-recording thermometers attached to corals in the GBR (Table 2). The accuracy of the
near-surface thermometers on the TRITON buoys is 0.05 K [44], and that of the GBR thermometers is
better than ±0.1 K [11].

Table 2. Locations and depth of in situ measurements.

Station Lat Lon Thermometer Depth

TAO 1 0◦N 147◦E 1.5 m
TAO 2 0◦N 156◦E 1.5 m
TAO 3 2◦N 137◦E 1.5 m
TAO 4 2◦N 147◦E 1.5 m
TAO 5 8◦N 137◦E 1.5 m
TAO 6 2◦N 156◦E 1.5 m
TAO 7 2◦S 156◦E 1.5 m
GBR 1 21.87◦S 152.52◦E 10.4 m
GBR 2 16.64◦S 146.11◦E 7.0 m
GBR 3 18.83◦S 147.63◦E 3.3 m
GBR 4 18.49◦S 146.87◦E 1.9 m
GBR 5 21.03◦S 150.85◦E 7.1 m
GBR 6 21.41◦S 151.64◦E 7.1 m
GBR 7 21.11◦S 152.55◦E 8.3 m

The TAO data used here were provided by NOAA/PMEL (Pacific Marine Environmental
Laboratory (https://www.pmel.noaa.gov/tao/drupal/disdel/) and in situ data from the GBR were
provided by the Australian Institute of Marine Science (AIMS). SSTs derived from Himawari-8 are
subskin SSTs, whereas the in situ measurements are at 1.5 m depth on the TRITON buoys of the
TAO array (http://www.jamstec.go.jp/jamstec/TRITON/real_time/overview/po-t1), the depths
of the thermometers on the GBR vary. The depths of the GBR thermometers are given below the
lowest astronomical tide and thus the depths below the surface will depend on the state of the tide;
typically the tidal amplitudes are 5 m for spring tides and 2 m for neap tides [45]. Three months
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(1 August 2015–31 October 2015) of data were compiled during a period when both satellites were
operational. The selection of in situ stations (Table 2, Figure 1) required data to be available in this
period. A 5 × 5 pixel box of data was extracted from both satellites’ images around each in situ location.
This was to ensure there would an adequate amount of satellite data of the best quality (quality flag
5). The best quality data were spatially averaged to give one satellite measurement for each in situ
location for each comparison.

Figure 1. Locations of in situ stations providing subsurface temperatures for this study.

Himawari-8 AHI and the thermometers in the GBR had a temporal resolution of 10 min, but the
measurements were not synchronized. Data from the GBR were linearly interpolated to match the times
of the Himawari-8 data. MTSAT-2 and the TAO array had an hourly temporal resolution; data from
the GBR and Himawari-8 were averaged to match this hourly temporal resolution; the averaging
process is summarized in Table 3. The temperature differences were calculated by subtracting the in
situ subsurface temperature from the satellite SST. To facilitate an analysis of diurnal heating patterns,
both satellite and in situ data were converted from coordinated universal time (UTC) to local time.
When separating day and night data, the time interval was limited to 10 h of daylight and nighttime
centered on local noon and midnight to avoid issues around dusk and dawn because of difficulties in
cloud screening of MTSAT-2 SST data close to sunrise and sunset [46].

Wind speed is a critical parameter in determining the amplitude of diurnal heating and cooling [47]
and in this study, wind speeds provided in the satellite files were used. The wind speeds are
derived from the National Centers for Environmental Prediction (NCEP) Global Forecast System
(GFS) fields [48] and are representative of a value at 10 m height at 1◦ spatial resolution and are
produced every six hours. They are interpolated to the times and positions of the satellite-derived
SST fields.
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Table 3. Sampling and averaging summary for generating matchups between satellite and in
situ measurements.

GBR TAO

MTSAT-2 1 h sampling
interval

In situ temperatures within the hour
following the satellite SST measurement
were averaged.

Hourly in situ temperatures were
paired with corresponding hour of
the satellite SST.

Himawari-8 AHI 10 min sampling
interval

Although same sampling intervals, they
were not synchronized. In situ temperatures
were interpolated to satellite sample times.

Satellite SST samples that were
within the hour of the in situ sample
were averaged.

3. Results

The statistics of the differences between the satellite-derived SST and the in situ temperatures for
each of the TAO and GBR stations are shown in Table 4. The statistics of the differences between the
satellite-derived SSTs for the Himawari-8 and MTSAT-2 for the entire data set used here are shown in
Table 5, and for day and night conditions at the two sets of in situ measurements in Table 6. In general,
the mean and median values of the differences are smaller for the Himawari-8 AHI SSTs compared to
those of MTSAT-2, but there are exceptions. The standard deviations of the differences do not show
the expected improvements in Himawari-8 AHI SSTs compared to those of MTSAT-2, especially at
the GBR stations; these are shown graphically in Figure 2 as box-whisker plots. The central bar in the
box indicates the median value, and the lower and upper borders of the box represent the first and
third quartiles of the distribution of values; the extreme values of the whiskers are the minimum and
maximum values, excluding outliers. Outliers were considered those to be beyond 1.5 times the upper
and lower quartiles, and are not shown in this and other figures.

Table 4. Statistics of satellite Sea-Surface Temperature (SST)—in situ temperatures (K). Upper row for
each station is for Himawari-8 SSTs, and the lower row for MTSAT-2 SSTs.

Station θ N
N of

Outliers
Min Max

Day
Mean

Night
Mean

Day
Median

Night
Median

Day
STD

Night
STD

Day
RSD

Night
RSD

TAO 1
7◦ 1464 19 −1.294 1.759 0.034 0.009 0.033 0.022 0.368 0.353 0.349 0.330
2◦ 848 15 −1.385 1.670 0.141 0.268 0.194 0.300 0.447 0.341 0.409 0.250

TAO 2
18◦ 909 6 −1.045 0.977 −0.048 −0.058 −0.057 −0.060 0.336 0.324 0.349 0.349
13◦ 480 13 −1.480 1.970 0.113 0.224 0.157 0.283 0.453 0.353 0.427 0.263

TAO 3
5◦ 1768 64 −1.810 2.605 0.119 −0.036 0.105 −0.007 0.554 0.439 0.473 0.395

10◦ 1105 45 −2.000 2.230 0.160 0.165 0.161 0.189 0.500 0.358 0.413 0.315

TAO 4
8◦ 1255 46 −2.039 1.419 0.005 −0.037 0.046 0.010 0.441 0.420 0.355 0.362
3◦ 639 22 −1.565 2.020 0.053 0.197 0.094 0.243 0.467 0.321 0.416 0.331

TAO 5
10◦ 1004 26 −1.791 0.758 −0.158 −0.233 −0.124 −0.184 0.359 0.327 0.319 0.299
13◦ 550 23 −1.535 1.833 0.181 0.226 0.203 0.252 0.457 0.291 0.400 0.295

TAO 6
18◦ 1008 6 −1.286 2.520 −0.011 −0.047 −0.027 −0.055 0.385 0.346 0.403 0.333
13◦ 507 20 −1.980 1.825 0.096 0.220 0.121 0.225 0.489 0.292 0.399 0.295

TAO 7
18◦ 880 14 −2.184 0.967 −0.279 −0.310 −0.243 −0.286 0.498 0.431 0.441 0.374
13◦ 458 14 −2.240 1.530 −0.179 −0.025 −0.128 −0.008 0.513 0.423 0.478 0.474

GBR 1
29◦ 1886 58 −2.523 2.003 0.089 −0.239 0.121 −0.177 0.545 0.497 0.491 0.383
27◦ 1136 46 −2.271 1.763 0.147 −0.137 0.159 −0.042 0.437 0.429 0.367 0.343

GBR2
20◦ 1844 21 −1.300 2.873 0.117 −0.163 0.095 −0.174 0.490 0.353 0.504 0.360
19◦ 977 38 −1.513 2.174 0.231 0.079 0.205 0.108 0.433 0.380 0.375 0.341

GBR3
23◦ 1980 22 −1.665 2.922 0.474 0.116 0.507 0.132 0.545 0.447 0.575 0.437
22◦ 1260 46 −1.625 3.007 0.512 0.298 0.530 0.382 0.402 0.357 0.327 0.293

GBR 4
23◦ 1838 20 −1.445 2.287 0.082 −0.193 0.086 −0.208 0.483 0.365 0.498 0.381
22◦ 1138 44 −1.037 2.485 0.249 0.155 0.236 0.169 0.380 0.265 0.306 0.222

GBR 5
27◦ 1996 19 −1.428 1.252 0.133 −0.050 0.150 −0.030 0.381 0.349 0.395 0.356
25◦ 1334 41 −1.365 1.578 0.122 0.069 0.141 0.101 0.311 0.251 0.273 0.235

GBR6
28◦ 1944 17 −1.304 1.700 0.334 0.127 0.346 0.143 0.433 0.388 0.460 0.400
26◦ 1163 38 −1.609 1.360 0.280 0.187 0.288 0.218 0.331 0.288 0.282 0.232

GBR 7
28◦ 1787 9 −0.821 2.451 0.885 0.675 0.930 0.736 0.548 0.530 0.575 0.548
26◦ 954 7 −1.325 2.379 0.849 0.829 0.894 0.889 0.449 0.385 0.466 0.414

θ is the satellite zenith angle; N is the number of matchups (Column 3) and of outliers (Column 4); RSD is Robust
Standard Deviation.
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Table 5. Statistics of satellite SST—in situ temperatures (K).

N Mean Median STD RSD

Himawari-8 21563 0.180 0.155 0.534 0.492
MTSAT-2 12549 0.261 0.269 0.480 0.402

Table 6. Statistics of satellite SST—in situ temperatures (K) for day and night conditions at the positions
of the Tropical Atmosphere Ocean (TAO) moorings and the Great Barrier Reef (GBR) stations.

N
Day

Mean
Night
Mean

Day
Median

Night
Median

Day
STD

Night
STD

Day
RSD

Night
RSD

TAO/Himawari-8 8288 −0.022 −0.086 −0.015 −0.075 0.454 0.399 0.393 0.366
TAO/MTSAT-2 4587 0.099 0.189 0.137 0.230 0.487 0.351 0.420 0.321

GBR/Himawari-8 13,275 0.299 0.037 0.283 0.006 0.561 0.510 0.543 0.461
GBR/MTSAT-2 7962 0.329 0.196 0.302 0.189 0.452 0.424 0.392 0.325

Figure 2. Box plots for the temperature difference between the satellite-derived SST and subsurface
temperature at each TAO mooring (a) and GBR station (b). Blue boxes and whiskers represent the
temperature differences for the Himawari-8 SSTs. Red represents the temperature differences for the
MTSAT-2 SSTs. Outliers are not plotted.

Time series of temperatures measured by the satellites and in situ thermometers for a sample TAO
station is shown in Figure 3 and for a sample GBR station in Figure 4. Gaps in the satellite-derived SSTs
are where clouds have obscured the surface. At both stations, there is a marked diurnal heating signal
in both the in situ sub-surface temperature measurements, and in the satellite-derived SST; this is
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seen in the times series of measurements at all stations. The days with the largest signals are those
with high insolation and low wind speed. In the absence of significant wind-driven vertical mixing,
the subsurface temperature signal characteristic of diurnal heating decays with depth [49] and this is
revealed in the larger amplitudes of the diurnal temperature signals in the satellite-derived SSTs than in
the subsurface temperatures. What is also apparent in these time series is the better agreement between
MTSAT-2 SSTs and the subsurface temperatures at night than those derived from Himawari-8, which
shows colder SSTs at night. During the day, the Himawari-8 AHI SSTs are generally colder than those
of MTSAT-2. The systematic day-night characteristics of the differences between the satellite-derived
SSTs and the subsurface temperatures are shown in Figures 5 and 6. The larger median differences,
as shown by the bar in the boxes, and the length of the whiskers, between the satellite-derived SSTs
and the subsurface temperatures during the day than during the night can be explained by the effects
of diurnal heating introducing thermal gradients between the SSTs and the temperatures below.

Figure 3. Time series of near-surface temperature measurements at the TAO-1 mooring at 0◦N, 147◦E
(blue) and the satellite-derived SST from Himawari-8 (red) and MTSAT-2 (green).

Figure 4. Time series of temperature measurements at the depth (1.9 m) of the corals GBR-4 station at
18.49◦S, 146.87◦E (blue), and the satellite-derived SST from Himawari-8 (red) and MTSAT-2 (green).
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Figure 5. Box plots of the differences between satellite and in situ temperatures for day (blue) and
night (red). The top row (a,b) is for MTSAT-2 SSTs, and the bottom row (c,d) for Himawari-8. The left
column (a,c) is for the TAO moorings and the right column (b,d) for the GBR stations. Outliers are
not shown.

Figure 6. Box plots of the night-time differences for the satellite-derived SST and the in situ
temperatures for Himarari-8 (blue) and MTSAT-2 (red). TAO moorings are at left (a); GBR stations at
right (b). Outliers are not plotted.

4. Discussion

The results presented in the previous section show discrepancies that can be explained by many
different points of view. This section first introduces the main summary of the results, followed by an
explanation of the errors and uncertainties. Since the results show generally smaller SST differences
during night-time measurements for both satellites, the diurnal heating effect is an important aspect to
investigate. In this discussion, we present data that indeed shows a diurnal signal, along with its effects
on the SST differences, and the statistics. Although the diurnal heating effect is one perspective used to
help explain discrepancies, other sources such as footprint size and calibration errors are mentioned.

The comparison between the satellite-derived SSTs and the subsurface temperatures show better
agreement in the mean for the Himawari-8 AHI SSTs in the areas of both the western TAO array and
GBR. For the SST derived from both MTSAT-2 and Himawari-8, results show that the variation within
the SST differences decrease during the night. For night-time measurements, the Himawari-8 AHI
SSTs show better agreement in the area of the western TAO array. Though the standard deviation of
the temperature differences for the MTSAT-2 is smaller than the Himawari-8, the Himawari-8 AHI
SSTs are in general more accurate at night. Overall, Himawari-8 shows a mean SST difference of 0.18 K
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for all stations, while MTSAT-2 shows a mean difference of 0.26 K. The most reduced discrepancy was
0.17 K at GBR Station 4 for the Himawari-8 AHI SSTs. Differences between the stations can be related
to the proximity to land, and the depth of the in situ measurement.

The comparisons between SSTs derived from satellite data and in situ measurements are often
interpreted as an assessment of the accuracy of the satellite SSTs, but this interpretation assumes the in
situ measurements are perfect and accurate, and there are no contributions to the differences from the
method of comparison itself [50].

The terms “error” and “uncertainty” have distinct meanings. Error is the difference between a
measured value and the true value (generally not known) and uncertainty is the dispersion, or spread,
of a group of measurements of the same quantity. Thus, uncertainty is a quantification of the doubt
about the measurement result [51,52]. The nature of errors and uncertainties are often described
as either systematic or random. Systematic errors and uncertainties can be reduced significantly,
and possibly eliminated, through an understanding of their sources and by averaging multiple
measurements. In contrast, those that are random cannot be eliminated, but can be reduced by
repeating the same measurement, or by taking multiple measurements under the same conditions.

Typically, the accuracy of a satellite-derived SST is expressed as a mean error, or bias, and a scatter,
or standard deviation, but these are based on the assumption of a Gaussian distribution. In reality, the
symmetry of a Gaussian distribution in studies such as this is rarely seen due to the effects of undetected
clouds, which are nearly always colder than the underlying sea surface. This introduces a negative
skewness to the distribution. The use of the median and robust standard deviation, which reduces the
sensitivity to outliers in the distribution, has become a more accepted method of estimating the central
value and dispersion of the differences between satellite-derived and in situ temperatures [53–55].

The differences between satellite-derived SSTs and in situ temperature measurements, within
acceptable spatial and temporal interval for coincidence [54,56] are not simply an estimate of the
accuracy of the satellite SST retrievals as, it is clear that there are multiple contributors to these
temperature differences. Some of these contributors include inaccuracies in the in situ measurements
and imperfections in the cloud screening algorithms. In addition, because of the finite intervals in
space and time between the satellite and the in situ measurement, there is a contribution from the
variability in the ocean temperature fields, e.g., [56]. Many of the contributors are independent of
each other and can be summed in quadrature to determine the total uncertainty in the differences,
which, when combined with the errors and uncertainties in the satellite radiometric measurements can
provide the desired estimate of the accuracy for the satellite SST retrievals.

As stated above, the accuracy of the GBR thermometers is better than ±0.1 K and the measurements
are recorded with a precision of 0.02 K [11]. The near-surface thermometers on the TRITON moored
buoys is given as 0.05 K [44]. Thus, the accuracies of the in situ thermometer, while non-zero, are not
likely to be the major cause of the discrepancies.

Given the Robust Standard Deviation (RSD) of the differences between the satellite-derived
SSTs and the subsurface temperatures at each of the stations are less sensitive to outliers, these were
expected to be smaller than the Standard Deviation, but there are several cases where this is not
so. Examination of the histograms of differences revealed that stations where the RSD is larger
resulted from distributions that are bimodal, or at least without a clear single peak. Those bimodal
histograms may indicate a factor that if identified could be used to determine better estimates of
the differences with in situ temperatures, and eventually to better estimates of the accuracies of the
satellite-derived SSTs.

A possible cause of a bimodal distribution in the differences between satellite-derived SSTs and
the subsurface temperatures is diurnal heating, and strong diurnal signals in the discrepancies of
SST from both satellites are apparent as many stations. Figure 7 shows box-whisker plots of the
discrepancies at TAO Station 3, which is quite typical of data from the TAO stations. The characteristics
of the discrepancies with Himawari-8 SSTs are better behaved than the comparisons using MTSAT-2
SSTs, in that the pattern is less variable in the median, but the negative median error in the evening
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and early part of the night is unexpected. The negative median discrepancies in the Himawari-8
comparisons, are more pronounced at the GBR Station 4 (Figure 8).

Large temperature differences occurred when there were low wind speeds during the time of the
highest insolation around local noon (Figures 9 and 10). This is related to the thermal stratification within
the upper ocean. For wind speeds >6 ms−1, the variation within the temperature differences decreased,
approaching 0 K, presumably because higher wind speeds mix the upper part of the water column,
decreasing the change in the temperature between the SST and the temperature at the depth of the in
situ measurements. When the water is well mixed, the difference between measurements will be smaller;
making the satellite derived SSTs closer to the in situ measurements and decreasing the discrepancies.
SSTs were separated by day and night time to assess the effects of diurnal heating. For Himawari-8,
the median temperature difference for each station is generally close to 0 K. The standard deviations in
the discrepancies decreased for both satellites at all stations during the night compared to during the
day. When comparing night-time differences for both satellites, there is a smaller variation seen within
the MTSAT-2 for all in situ stations. Both satellites show better results when the diurnal heating effect is
eliminated during the night-time samples and for wind speeds >6 ms−1.

Additional uncertainties within the different mean discrepancies with in situ temperatures for
each satellite could be related to the footprint sizes. Though a 5 × 5 pixel array from both satellites
were used to compare with the in situ measurements, the differences in resolution causes the array
to cover a different total area. The lower spatial resolution of the MTSAT-2 has higher probability of
incorporating in situ errors when compared to the spatial resolution of Himawari-8.

Apart from the physical differences between satellite-measured SSTs and buoy measured
temperatures at depth, in situ measurements have uncertainties that contribute to the differences.
By considering the differences in temperatures measured by pairs of buoys at times of close approach,
Emery et al. [57] concluded that the buoy temperatures have an uncertainty of 0.15 K. A subsequent
analysis using three-way comparisons between two satellite-derived SSTs and temperatures from
drifting buoys, a technique that allows an estimate of the uncertainty to be made for each data set,
produced an estimate of the buoy temperature uncertainties of 0.23 K [58]. Other estimates of the
uncertainties in temperatures measured from drifting buoys span the range of 0.12 K to 0.67 K [59]
(Table 2).

Generally, the in situ measurements are prescreened to remove or note low quality observations.
It was previously found that moored buoys had lower measurement uncertainties, whereas drifting
buoys and ships introduce more noise [59]. When comparing satellite measurements of SST to in
situ measurements, not all of the discrepancies can be assigned to errors in the satellite retrievals.
However, the contributions from sources other than the satellite retrieval error should be very similar
for both MTSAT-2 and Himawari-8 comparisons with in situ measurements, so the differences in the
discrepancies are an indication of the changes in error and uncertainties in the SSTs derived from
each satellite.

The data showed that Himawari-8 had an average SST difference of 0.18 ± 0.53 K, with an
average median of 0.16 K. The MTSAT-2 had an average SST difference of 0.26 ± 0.48 K, with an
average median of 0.27 K. Overall, the Himawari-8 AHI SSTs had smaller discrepancies with the in
situ temperatures by an average of 0.08 K. When analyzing only night-time measurements, in which
the effects of diurnal heating in the upper ocean should be small, the SST differences had a smaller
variation for both satellites at all in situ locations. At times of higher wind speeds, there were also
smaller variations within the SST discrepancies.

The large variations in the SST discrepancies were likely related to diurnal thermal stratification
that occurs when the water column is not being mixed. High insolation during the day and wind speeds
<6 ms−1 are conducive to the formation of thermal stratification [33]. Areas with wind speeds <6 ms−1

cover about 30% of the global ocean surface [33], but in areas of the TRITON moorings the fraction is
much larger [60]; the amplitude of diurnal variability of wind speed is generally <0.4 ms−1 [61]. Thus,
in the area of the TRITON buoys of the TAO moorings, it is likely that the conditions for the generation
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of diurnal heating will be met. Thus, the results of this study are consistent with the comparisons
being influenced by diurnal heating, leading to an increase in the magnitudes of the SST discrepancies
during the day. The expected wind-speed dependence in the diurnal heating signal is apparent in the
satellite—in situ temperatures, with smaller discrepancies being seen at higher wind speeds during the
day; this is most apparent in Himawari-8 AHI SST comparisons with GBR temperatures (Figure 10).
However, distortion of temperature field in the upper ocean by TRITON buoys was found to cause
temperature differences at a depth of 0.2 m below the water line on opposite sides of the TRITON
buoy of up to 1 K in conditions of large diurnal heating, i.e., a diurnal heating amplitude of 2–3 K [62].
The effects of flow distortion around the buoys are strongly time dependent and thus contribute to the
differences found here, but in a manner that is very difficult to quantify.

Figure 7. Box plots of the hourly differences between the satellite-derived SSTs and the subsurface
temperatures measured at TAO Station 3 at 2◦N, 137◦E. Differences of SSTs from Hiawari-8 are shown
in blue in (a), and from MTSAT-2 in red in (b). Outliers are not plotted. The data are of best quality
level from 1 August 2015–31 October 2015.
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Figure 8. As Figure 7, but for GBR Station 4 at 18.49◦S, 146.87◦E with in situ temperatures measured at
a depth of 1.9 m. Differences of SSTs from Hiawari-8 are shown in blue in (a), and from MTSAT-2 in
red in (b).

Inaccuracies in the calibration of the infrared measurements on both MTSAT-2 and Himawari-8
radiometers could lead to bias errors in the satellite-data as errors in the brightness temperatures
propagate through the atmospheric correction algorithms. Similarly, brightness temperature errors
could compromise the effectiveness of the cloud screening algorithms leading to classification errors
allowing pixels with cloud contamination to be misidentified as cloud-free. The objective of the
Global Space-based Inter-Calibration System (GSICS) program is to assess the calibration accuracy of
thermal infrared (IR) channels of imaging radiometers on geostationary satellites [63]. The reference
sensors are the hyperspectral Infrared Atmospheric Sounding Interferometers (IASI) on the European
polar-orbiting MetOp satellites [64]. The high resolution spectral measurements of IASI are convolved
with the relative spectral response functions of the channels on the satellites on the geostationary
satellites to allow comparison between the measurements [65].
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GSICS comparisons of MTSAT-2 brightness temperatures and IASI spectral measurements indicate
average differences of +0.08 K in the 10.8 μm channel and +0.10 K for the 12 μm channel, with small
seasonal variations in the differences [65]. The seasonal fluctuations in the 3.8 μm channel differences
are much more pronounced, reaching ~+0.4K around the vernal equinox and somewhat smaller at the
autumnal equinox; around the solstices the differences are close to zero [65]. MTSAT-2 is a three-axis
stabilized satellite and there is evidence of larger errors about local midnight when the entrance
aperture of the imager faces to the sun, and stray solar radiation appears to degrade the calibration
of the MTSAT-2 infrared channels [66]. The behavior of these midnight errors are similar to those
found for the infrared channels of the imager on the Geostationary Operational Environmental Satellite
(GOES -11 and -12; [67]). However, there is no significant evidence of this effect in our analysis.

Comparisons have been made between Himawari-8 AHI brightness temperatures and
measurements of IASI on MetOp-A and MetOp-B, of the Atmospheric InfraRed Sounder (AIRS) on
Aqua [68] and of the Cross-Track Infrared Sounder (CrIS) on the Suomi-NPP satellite [69]. Preliminary
results indicate errors of <±0.1 K for the four bands used in the ACSPO atmospheric correction,
Equation (3) [66]. However, the errors are positive for the measurements at 10.4 μm and 11.2 μm,
but negative at 8.6 μm and at 12.4 μm. Thus, some of the brightness temperature difference terms
in Equation (3) will have small effects on the retrieved temperatures, while those that combine the
measurements with errors of opposite signs will make larger contributions. These calibration errors
are based on analysis of only one month of data, from early in the Himawari-8 mission, and analysis of
longer time series may lead to more confident estimates of the calibration errors.

Figure 9. Differences between satellite-derived SST and in situ temperatures for each hour of the day
at the TAO mooring 3 at 2◦N, 137◦E. The colors represent wind speed in ms−1. The dots correspond to
highest quality data from 1 August 2015–31 October 2015. The top panel is for SSTs from Himawari-8
and the lower panel for SSTs from MTSAT-2.
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Figure 10. As Figure 9 but for GBR Station 4 at 18.49◦S, 146.87◦E with in situ temperatures measured
at a depth of 1.9 m.

In a separate study comparing AHI observations and model simulations of brightness
temperatures using radiative transfer simulations, Zou, Zhuge and Weng [35] found larger errors in
some of the channels. These authors considered a wide geographic area over land as well as ocean,
for satellite zenith angles up to 60◦, and found a scene dependence of the bias errors, which may be
indicative of an imperfect detector non-linearity correction in the calibration process [70]. But, Zou,
Zhuge and Weng [35] acknowledge the imperfections in the radiative transfer models could have
contributed to the larger estimates of the calibration errors.

5. Conclusions

This study was motivated by an interest to quantify the accuracies of SSTs in the tropical western
Pacific Ocean derived from the AHI on Himawari-8, in particular how the SSTs derived from the new
sensor have improved compared to those of the heritage sensor on MTSAT-2. The study was facilitated
by a period of concurrent operation of both satellites. A particular application of the Himawari-8
AHI SSTs is the contribution they can make to monitoring and studying the health of the corals of the
Great Barrier Reef, especially in conditions applying thermal stress to the corals, possibly leading to
bleaching and mortality. Earlier work [31] had shown how well SSTs derived from a number of satellite
infrared radiometers can represent the temperatures at the depths of the corals, and demonstrated the
benefit of SSTs derived from geostationary satellites not only to better resolve the diurnal heating and

118



Remote Sens. 2018, 10, 212

cooling, but also to reduce obscuration by clouds. Based on the better spectral, temporal, and spatial
resolution of the AHI, it was expected to show improved SST accuracy when compared with in
situ measurements.

Based on the results of Kramar, Ignatov, Petrenko, Kihai, and Dash [40] we selected AHI SSTs
derived using the NOAA ASCPO cloud screening and atmospheric algorithms, and the comparable
MTSAT-2 SST data produced by NOAA. Comparison of SSTs from both satellites with subsurface
temperatures from thermometers on the TRITON buoys of the TAO moorings and on the Great Barrier
Reef, showed the Himawari-8 AHI produces SSTs that agree better with the in situ measurements,
but the improvement is relatively modest. The Himawari-8 AHI SSTs appear better, in a qualitative
sense, but the quantitative improvements were less pronounced when gross statistics are considered.
However, the representation of diurnal variability in the Himawari-8 AHI SSTs is more physical
than those in the SSTs from MTSAT-2. In addition to the expected regional bias errors inherent in
atmospheric correction algorithms derived for application over larger geographic areas [71], there is
evidence in the literature of on-board calibration issues that lead to inaccuracies in the Himawari-8
AHI brightness temperatures that no doubt contribute to the discrepancies reported here.

As more experience is gained with the Himawari-8 AHI data, corrections for the calibration
problems will no doubt be found and we can expect improved accuracies in the AHI SSTs; this will
benefit many scientific studies in this area. The Himawari-8 AHI SSTs will lead to better forecasts of
typhoon activity off Japan’s coast, helping protect the land and its people. In the Great Barrier Reef
area, more accurate SSTs will lead to better monitoring the changing ocean temperatures that have
harmful effects on the surrounding coral and ecosystems [11].
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Abstract: This study explores the relationship between the Agulhas Current system and El Niño
Southern Oscillation (ENSO) events. Specifically, it addresses monthly to yearly variations in Agulhas
leakage where the Agulhas Current sheds waters into the Atlantic Ocean, in turn affecting meridional
overturning circulation (MOC). Sea surface temperature (SST) data from the National Oceanic and
Atmospheric Administration’s (NOAA) Advanced Very High Resolution Radiometer (AVHRR)
combined with sea surface salinity (SSS) from Soil Moisture Ocean Salinity (SMOS) and Simple Ocean
Data Assimilation (SODA) reanalysis are used to explore changes in Agulhas leakage dynamics.
Agulhas leakage is anomalously warm in response to El Niño and anomalously cool in response to
La Niña. The corresponding SSS signal shows both a primary and secondary signal response. At first,
the SSS signal of Agulhas leakage is anomalously fresh in response to El Niño, but this primary
signal is replaced by a secondary anomalously saline signal. In response to La Niña, the primary
SSS signal of Agulhas leakage is anomalously saline, while the secondary SSS signal is anomalously
fresh. The lag between the peak of ENSO and the response in SST and the corresponding primary
SSS signal of Agulhas leakage is about 20 months, followed by the secondary SSS signal at a lag
of about 26 months. In general, increasing ENSO strength increases the extremes of the resulting
anomalous SST and SSS signal and impacts the Agulhas leakage region earlier during El Niño and
slightly later during La Niña.

Keywords: Agulhas Current; Indian Ocean; sea surface temperature; sea surface salinity; El Niño
Southern Oscillation; Simple Ocean Data Assimilation (SODA); Soil Moisture Ocean Salinity (SMOS);
Advanced Very High Resolution Radiometer (AVHRR)

1. Introduction

The Agulhas Current, a western boundary current, is a limb of the wind-driven anti-cyclonic
circulation of the South Indian Ocean. The current originates south of Madagascar forming a narrow
flow stabilized by east Africa’s steep continental slope. Past the southern tip of Africa, the flow
retroflects eastward as the Agulhas Return Current forming the southern arm of the Indian Ocean
subtropical gyre which is a part of the Southern Hemisphere super gyre [1]. A phenomenon known as
Agulhas leakage occurs at the area of retroflection and transports warm saline water into the Atlantic
through the shedding of Agulhas rings, cyclones, and filaments. This system feeds the upper arm of the
Atlantic meridional overturning circulation (AMOC). Variability in leakage may impact the strength
of overturning sequentially altering climate patterns [2]. Fluctuations in the strength of Agulhas
leakage are controlled by long-term and short-term fluctuations in the Agulhas Current and source
current dynamics [3]. This paper uses sea surface temperature (SST) and sea surface salinity (SSS) to
explore the influence of the El Niño-Southern Oscillation (ENSO) on the Agulhas Current system and,
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ultimately, Agulhas leakage. Previous work by Biastoch et al. [4] established a link between Agulhas
leakage and changes in heat and salt transports into the Atlantic. Specifically, Agulhas rings are
distinguishable from surrounding waters by their high salt content derived from strong evaporation
occurring in the retroflection region which boosts the salinity within the rings [5]. In other words,
a close relationship exists between SST, SSS, and circulation supporting our use of SST and SSS as
a proxy for Agulhas leakage.

The aim of the study is to define the relationship between ENSO and Agulhas leakage in terms
of SST and SSS response. This relationship cannot be fully understood without first connecting the
influence of the ENSO signal across the three ocean basins involved: the Pacific Ocean, the Indian
Ocean, and the Atlantic Ocean. In terms of global circulation, the Indian Ocean acts as the link
between the Pacific and the Atlantic Ocean, contributing nearly 12.6 Sv to Agulhas leakage, of which,
about 7.9 Sv originates from the Pacific moving into the Atlantic [6]. Nearly half of the Indian Ocean
contribution to Agulhas leakage comes from the Indonesian Throughflow (ITF) with a smaller portion
originating south of Australia by Tasman leakage [6]. The ITF has been found to increase during
La Niña and decrease during El Niño [7]. An analysis by Le Bars et al. [8] suggests changes to ITF
strength influences Agulhas leakage because the two currents are codependent. Within the Indian
Ocean basin, the westward flowing South Equatorial Current (SEC) circulates water from the Indian
Ocean subtropical gyre and ITF to the Madagascar coast. This westward transport of water between
60◦E and 100◦E is modeled at mean speeds of ~0.1 m·s−1, taking ~1.3 years for waters from the ITF
to reach 77◦E [6]. Upon reaching the Madagascar coast, the SEC splits at 17◦S into a northern and
southern branch. The southern branch feeds into the East Madagascar Current (EMC) while the
northern branch bifurcates against the African coast into the Mozambique Channel (MC) [9]. A shift
in the intensity and position of the tropical and subtropical gyre in response to positive (negative)
SSH anomalies associated with ENSO wind anomalies (see next paragraph) changes the intensity
of the SEC, thus altering flow through the MC and EMC [10]. The EMC sheds eddies near the tip
of Madagascar [11], contributing ~25 Sv to the Agulhas Current [9]. The MC consists of a train of
westward flowing eddies [11] which contribute ~5 Sv to the Agulhas Current [3].

Furthermore, the formation of eddies in the EMC and MC can be related to incoming Rossby
waves crossing the Indian Ocean (see next paragraph) [12], and during El Niño years more eddies are
released [11]. While the exact mechanics driving Agulhas leakage are still highly debated, a robust link
has been identified between these eddies and the westward shift of the retroflection loop as well as the
generation of a “Natal Pulse”, a large solitary meander in the current that progresses downstream to
influence retroflection dynamics. Recent research suggests that although Agulhas Current meanders
may not be the dominant mode of variance, they destabilize the flow, causing increased Agulhas
leakage events [12,13]. It is important to note that De Ruijter et al. [11] traced the propagation of eddies
from south of Madagascar at 5–10 cm·s−1. Therefore, it takes approximately 6 months after formation
for eddies from the MC and EMC to influence Agulhas leakage.

A clear connection established by circulation patterns links the Pacific Ocean to the Indian
Ocean into the Atlantic Ocean. We are interested in the processes that alter this system to explain
why we are seeing the anomalous SST and SSS patterns highlighted in this paper. However,
the mechanisms involved in ENSO signal propagation have yet to be deciphered. For this study,
the work of Putrasahan et al. [10] is used to define the proposed process by which an ENSO signal
originating in the Pacific Ocean propagates into the Indian Ocean basin and ultimately alters the
properties of Agulhas leakage. During the mature season of El Niño (La Niña), fluctuations of Walker
circulation cause anomalous easterly winds (strong westerly) winds to form over Indonesia, generating
upwelling (downwelling) Kelvin waves. Anomalous easterly (westerly) winds actively suppress
(enhance) convection, causing a basin-wide warming (cooling) trend [14]. The wind anomalies
over Indonesia combined with Ekman pumping generate off-equatorial Rossby waves that travel
westward. Note, this process explains the previously mentioned ENSO-associated SSH anomalies that
Palastanga et al. [15] found to be influencing the SEC, further impacting the MC and EMC. The ENSO
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signal also enters the Indian Ocean along the western Australian coast by a pathway known as
the subtropical North Pacific ray-path. North Pacific Rossby waves generated during ENSO events
impinge on the western boundary and move equatorward along the “ray-path” of Kelvin–Munk
waves to reflect as equatorial Kelvin waves. When the reflected Kelvin waves impinge upon the
Australian continent they become coastally trapped and move poleward along the coast, where they
radiate Rossby waves into the south Indian Ocean [16]. Ultimately, an ENSO event triggers two
sets of westward-propagating Rossby waves at 12◦S and 25◦S from wind forcing and Kelvin waves,
respectively. As previously mentioned, the eddy activity of the EMC and MC are influenced by
Rossby-wave propagation at 25◦S and 12◦S, respectively [12].

Rossby waves alone cannot explain signal propagation. A second parameter, wind stress,
also plays an important role. The previously described anomalous wind and SST conditions in
the Indian Ocean basin that form in response to ENSO are correlated with a wind-stress anomaly along
the equator [17]. This is further supported by the strong correlation present between weakened trade
winds in the Pacific, a characteristic of an El Niño, and strengthened trade winds in the tropical Indian
Ocean. Strengthened trade winds along the tropical Indian Ocean create a zonal band of positive
wind stress curl over the tropics, forcing the continued propagation of the Rossby waves at 25◦S and
12◦S [10]. Using SSH, Putrasahan et al. [10] was able to correlate SST anomalies of Agulhas leakage to
wind stress and found a lag of approximately 2 years. In other words, it takes approximately 2 years
for tropical warm anomalies formed from El Niño-associated wind anomalies to reach the Agulhas
leakage region. This is relatively consistent with the earlier mentioned time scales of ocean circulation,
where it takes a little more than ~1.3 years for waters to cross the Indian Ocean basin [6] and then
~6 months for eddies from EMC and MC to interact with Agulhas leakage [11].

Our study aims to define the relationship between ENSO events and SST and SSS variability in
the Agulhas leakage region. In other words, the results presented in this paper are intended to describe
the observed effects of ENSO on Agulhas leakage, focusing on defining the relationship itself rather
than determining the various driving mechanisms of signal propagation. The previous paragraphs
highlight the potential mechanisms of signal propagation serving as evidence and support the notion
that such a relationship between Agulhas leakage and ENSO exists. Our study is predominantly
important with respect to SSS because the response of SSS in the Agulhas leakage region to ENSO is
a novel topic yet to be understood. Newly launched satellite-derived salinity missions used in this
study, such as the National Aeronautics and Space Administration’s (NASA) Soil Moisture Active
Passive (SMAP) and the European Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS),
are an innovative approach to studying SSS. In respect to SST, Putrasahan et al. [10] established a link
between the interannual variability of SST of Agulhas leakage and ENSO, then determined the lag in
response of Agulhas leakage to be about 2 years. However, the Putrasahan et al. [10] study does not
specifically investigate the difference between El Niño and La Niña but rather relies on a correlation
analysis to distinguish between the phases and the influence of ENSO strength. The results presented
in this paper further the work done by Putrasahan et al. [10] by evaluating the SST signal propagation
from a different perspective and distinguishing El Niño events from La Niña events. This paper uses
spatial plots to illustrate the entire propagation of an ENSO signal, from where the SST and SSS signal
originates to movement of the signal across the Indian Ocean basin to surround the source currents
and ultimately signal interaction with the Agulhas current system, changing Agulhas leakage SST and
SSS properties.

2. Materials and Methods

ENSO events were determined using the Oceanic Niño Index (ONI) obtained from the National
Weather Service and Climate Prediction website. The SST anomalies used to calculate the ONI are
from the Extended Reconstructed Sea Surface Temperature (ERSST) version 4 dataset derived from the
International Comprehensive Ocean-Atmosphere Dataset (ICOADS). Threshold values were calculated
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from the anomalies in the Niño 3.4 region (5◦N–5◦S, 120◦–170◦W) with an applied 3-month running
mean and are based on a centered 30-year base period updated every 5 years.

Satellite-derived measurements from the Advanced Very High Resolution Radiometer (AVHRR)
by the National Oceanic and Atmospheric Administration (NOAA) were the sole source of SST data
used to interpret temperature trends in the Indian Ocean and Agulhas leakage region. The data
included in this study is entitled NOAA NCEI OISST (version 2) daily SST data and was obtained
from http://iridl.ldeo.columbia.edu/SOURCES/.NOAA/.NCDC/.OISST/.version2/.AVHRR/.sst/.
The data includes a combination of both AVHRR and in-situ data for optimal interpolation. The data
set spans from October 1981 to December 2015 with daily intervals at 0.25◦ × 0.25◦ spatial resolution
that we converted to monthly averages. AVHRR is appropriate for the purposes of this study because
of this long time span of data coverage that allows the majority of previous ENSO events to be
evaluated; 21 ENSO events occur between 1981 and 2015. Furthermore, the data set is bias-corrected
to achieve a uniform performance throughout a wide range of atmospheric and oceanic conditions.
Comparisons with in-situ buoys indicate that the global accuracy of current Pathfinder algorithm is
0.02◦ ± 0.5 ◦C [18]. Satellite-derived salinity measurements from Soil Moisture Ocean Salinity (SMOS)
and model-based products from Simple Ocean Data Assimilation (SODA) reanalysis were used to
evaluate SSS. SMOS version 2.0 level 3 monthly SSS data at a 0.25◦ × 0.25◦ spatial resolution was
obtained from Barcelona Expert Centre (http://bec.icm.csic.es/). This data set spans from January
2010 to June 2016 and is still operational. SODA version 3.3.1 reanalysis is obtained from the Asia
Pacific Data Research Center (APDRC) at a monthly temporal resolution and a 0.25◦ × 0.25◦ spatial
resolution spanning from 1980–2015.

This study classifies all ENSO events between 1981 and 2015 as an El Niño if the ONI value
was at or exceeding a +0.5◦ anomaly threshold for 3 consecutive months, and a La Niña if the
ONI value was at or below a −0.5◦ anomaly for 3 consecutive months. Any remaining years are
considered to be neutral. This classification process is consistent with that used by NOAA’s Climate
Prediction Center (http://www.cpc.ncep.noaa.gov/). The threshold is further divided into weak
events with a 0.5◦–0.9◦ anomaly range, moderate events with 1.0◦–1.4◦ anomaly range, and strong
events with anomalous values greater or equal to 1.5◦ established by Jan Null at Golden Gate Weather
Services (http://ggweather.com/enso/oni.htm). Table 1 represents the strong, weak, and moderate
classifications of La Niña and El Niño. The months of January–March were selected to represent the
relationship between ENSO and leakage dynamics because it is during the mature season of ENSO
(December–March) [19].

Table 1. El Niño Southern Oscillation (ENSO) phase years between 1981–2015.

El Niño La Niña Neutral

1982–1983 1 1983–1984 2 1980 2003
1986–1987 1984–1985 2 1981 2005
1987–1988 1988–1989 1 1985 2008
1991–1992 1995–1996 2 1989 2011

1994–1995 2 1998–1999 1990 2012
1997–1998 1 1999–2000 1992 2013
2002–2003 2000–2001 2 1993 2014

2004–2005 2 2007–2008 1995
2006–2007 2 2010–2011 2 1996
2009–2010 2011–2012 1998

2015–2016 1 2001
1 Strong ENSO event; 2 weak ENSO event.

The SST interannual anomalies used throughout the study were obtained by computing the
average monthly SST from the full AVHRR data set (1981–2015) and subtracting them from the
monthly average of a given year. The same process was used for SSS anomalies except using SODA
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reanalysis from 1980–2015 and SMOS data from 2010–2016. In other words, the mean seasonal cycle
was removed.

We defined the Agulhas leakage region based on the location in which prevalent transport of
warm saline waters is observed. This region spans from the tip of the African continental shelf to
the oceanic subtropical front (37◦–45◦S) [5] and has a western limit established by the Good Hope
transect [20] and an eastern limit at the point of retroflection (10◦–20◦E) [14]. The box-averaged
SST and SSS of this region were obtained to create a time series of SST and SSS changes in the
Agulhas leakage region to further represent possible changes in Agulhas leakage dynamics. Note that
Dencausse et al. [21] defines the Agulhas retroflection loop as having an average position at 18◦E
meaning that the retroflection loop is present within our defined box for the Agulhas leakage region.
However, the results of box-averaged time series are not observed as being largely skewed by the
retroflection signal because the position of the retroflection loop is highly variable, and using the
box-average mitigates the influence of extreme values that may come from retroflection interaction
within the defined Agulhas leakage region.

A Pearson Product-Moment Correlation Coefficient analysis was performed to obtain Figure 11
representing the lag between the peak of ENSO signals and box-averaged SST and SSS at the point of
Agulhas retroflection. The peak in ENSO signal was defined as the average ONI value during the peak
(December–March) of defined El Niño or La Niña years. This was correlated with the 3-month running
mean of box-averaged SST and SSS at monthly lag intervals from corresponding El Niño or La Niña years.

3. Results

3.1. Sea Surface Temperature (SST) and Sea Surface Salinity (SSS) Signal Response to El Niño and La Niña

Figures 1 and 2 illustrate the average AVHRR SST and SODA SSS anomalies during the peak,
the following year, and two years after the peak (January to March) of all La Niña years and El
Niño years, respectively (listed in Table 1). Figure 3 is an extension of Figures 1 and 2 showing the
continuation of the SSS signal in the Agulhas leakage region in the months beyond two years following
the peak of ENSO to up to three years following the peak of ENSO.

Figure 1. Composite mean for all La Niña events listed in Table 1 from January–March for both
Advanced Very High Resolution Radiometer (AVHRR) sea surface temperature (SST) anomalies
(left column) and Simple Ocean Data Assimilation (SODA) sea surface salinity (SSS) anomalies
(right column) during the peak (a,b), the following year (c,d), and two years after (e,f). The boxes
represent the established leakage region (37◦–45◦S, 10◦–20◦E).
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Figure 2. Same as Figure 1 except for all El Niño events listed in Table 1 during the peak (a,b),
the following year (c,d), and two years after (e,f).

During the peak of La Niña, SST anomalies in the Indian Ocean basin are dominantly cool,
excluding warming off the west coast of Australia (Figure 1a). This is opposite of El Niño where SST
anomalies are dominantly warm excluding cooling off the coast of Australia (Figure 2a). In respect to
SST, there is a single dominant warming (cooling) signal during El Niño (La Niña). The corresponding
SSS is composed of two simultaneously occurring but contrasting signals each reflecting an area of
either dominantly fresh or saline SSS. Furthermore, the original region of these anomalously fresh
and saline signals switch during El Niño and La Niña. In other words, La Niña shows high salinity
in the north-west in the Equatorial Indian Ocean with low salinity in the south-east near the coast
of Sumatra (Figure 1b), and El Niño shows low salinity in the north-west with high salinity in the
south-east (Figure 2b). Throughout the paper, this dual SSS signal is referred to as a primary signal and
a secondary signal. The primary SSS signal is the region of anomalously low (high) SSS originating in
the north-west Equatorial Indian Ocean during El Niño (La Niña). The secondary SSS signal refers
to the anomalously high (low) SSS occurring simultaneously in the south-east Indian Ocean near
the coast of Sumatra. If a zero-lag correlation were to exist between Agulhas leakage and ENSO,
Figures 1a,b and 2a,b would show that La Niña is related to warm saline leakage and El Niño is related
to cool fresh leakage, respectively. However, the SST and SSS signal directly surrounding the African
coast during the peak of ENSO does not correspond to the SST and SSS signal observed in the leakage
region at this same time. Near the tip of the African coast, waters are warm and saline (cool and fresh)
during the peak of El Niño (La Niña).

When evaluating the SST anomalies for one year following an ENSO event, the established
warming (cooling) trend identified during the peak of El Niño (La Niña) is now isolated near the
region east of Madagascar at ~15◦–35◦S (Figures 1c and 2c). The spatial variation of SSS identified
during a peak ENSO event remains consistent into the next year, but the secondary signal is pushed
further west and the primary signal surrounds Madagascar (Figures 1d and 2d). One year after the
peak of El Niño (La Niña), the dominant positive (negative) SST and the primary fresh (saline) SSS
signal surround Madagascar.
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The initial impact on Agulhas leakage from the propagating dominant SST signal and primary
SSS signal is not strongly observed until two years after the peak of ENSO (Figures 1e,f and 2e,f).
At this time, the SST and SSS signal of Agulhas leakage exhibits opposite temperature and salinity
trends for El Niño compared to La Niña. Two years after the peak of El Niño, Agulhas leakage is
anomalously warm and fresh (Figure 2e,f). In contrast, two years after the peak of La Niña Agulhas
leakage is anomalously cool and saline (Figure 1e,f). Note, this is the same signal that surrounded
Madagascar the year prior. The initial primary fresh (saline) SSS signal in the Agulhas leakage region
is replaced by the secondary saline (fresh) SSS signal, but the SST signal of Agulhas leakage remains
consistent. The secondary SSS signal did not reach the Madagascan coast until April–June of two
years after La Niña (Figure 3a) and January–March of two years after El Niño (Figure 2f). Therefore,
interaction with Agulhas leakage by the secondary saline (fresh) SSS signal occurs as late as the end of
two years (start of three years) following El Niño (La Niña) (Figure 3d,f,g).

Figure 3. Composite mean of SODA SSS anomalies for all La Niña events (left column) and for
all El Niño events (right column) listed in Table 1 two years after the peak for April–June (a,b),
July–September (c,d), October–December (e,f), and three years after the peak for January–March (g,h).
The boxes represent the established leakage region (37◦–45◦S, 10◦–20◦E).

3.2. Variability of Agulhas Leakage in Response to Strength of El Niño Southern Oscillation (ENSO) Events

During the 36-year period between 1980–2016, a total of 11 El Niño and 10 La Niña events
occurred (Table 1). The events varied in strength according to ONI values, with the strongest El Niño
events occurring in 1982–1983, 1997–1998, 2015–2016 and the strongest La Niña event occurring in
1988–1989. Three El Niño years and five La Niña years are classified as weak events, while the majority
of ENSO events are classified as moderate strength. Furthermore, the majority of El Niño events
(6 events) directly transitioned to a La Niña episode the following year. However, between 2003–2007,
three separate El Niño events occurred without a complete La Niña event in between. There were
four occurrences in which a La Niña episode was directly followed by a second episode (Table 1).
Both a strong and weak event for El Niño and La Niña was selected to explore the influence of ENSO
strength on Agulhas leakage, as represented in Figures 4–7. First and foremost, we analyze whether the
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individual ENSO events follow the same patterns of SST and SSS signal expression and propagation
that was found in Section 3.1 for the average of all El Niño and La Niña events.

Figure 4. Composite mean for strong 1988–1989 La Niña event from January-March for both
AVHRR SST anomalies (left column) and SODA SSS anomalies (right column) during the peak (a,b),
the following year (c,d), and two years after (e,f). The boxes represent the established leakage region
(37–45◦S, 10–20◦E).

Figure 5. Same as Figure 4 except in reference to the strong 1997–1998 El Niño event during the peak
(a,b), the following year (c,d), and two years after (e,f).
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Figure 6. Same as Figure 4 except in reference to the weak 2000–2001 La Niña event during the peak
(a,b), the following year (c,d), and two years after (e,f).

Figure 7. Same as Figure 4 except in reference to the weak 2004–2005 El Niño event during the peak
(a,b), the following year (c,d), and two years after (e,f).
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Beginning with the SST signal, we expect to see basin-wide warming (cooling) during the peak
of El Niño (La Niña) that propagates westward the following year to surround Madagascar and east
of Madagascar between 15◦–35◦S. Ultimately, two years after the peak of El Niño (La Niña) Agulhas
leakage responds by releasing anomalously warm (cool) water. The SST signals of all four individual
ENSO events during the peak year show the basin-wide temperature trend that can also be identified
the following year near the coast of Madagascar (Figures 4a,c, 5a,c, 6a,c and 7a,c). A response in
Agulhas leakage two years after the peak of ENSO is evident in both strong events as well as the weak
El Niño (Figures 4e, 5e, and 7e). Note, warm waters from the strong El Niño event are seen in the
Agulhas leakage region as early as one year after the peak (Figure 5c). The weak La Niña, however,
shows a mix of both warm and cool waters in 2003, two years after the peak of La Niña. The expected
cool waters dominate the leakage box itself, but an evident warm pool has formed off the southern tip
of Africa moving into the Atlantic (Figure 6e).

Moving on to the SSS signal, we expect that during the peak of an El Niño (La Niña) the Indian
Ocean basin should be anomalously fresh (saline) in the north-west and saline (fresh) in the south-east
i.e., express the primary and secondary SSS signal respectively. The following year, the dual pattern of
primary and secondary SSS signals should persist, but shifted to the west so that the primary fresh
(saline) waters surround Madagascar with the secondary saline (fresh) waters to the east moving
westward. Finally, two years following the peak of El Niño (La Niña) the Agulhas leakage region should
initially express the primary fresh (saline) waters and later transition to the secondary saline (fresh)
waters. The dual SSS signals of the Indian Ocean basin is evident in the strong El Niño (Figure 5b) and
to a lesser extent in the weak El Niño (Figure 7b) but the strong and weak La Niña express only a single
saline or fresh signal respectively (Figures 4b and 6b). Surrounding or approaching the Madagascar
coast a year after the peak of ENSO, we see the expected primary saline signal for La Niña and primary
fresh signal for El Niño for all events (Figures 4d, 5d, 6d, and 7d). Finally, two years following the
peak of ENSO, the strong La Niña shows anomalously fresh SSS because the expected primary saline
signal is still near the Madagascan coast. It is important to note that this observed fresh signal is not
indicative of the expected secondary signal due to the original dominant saline response in the Indian
Ocean basin (Figure 4f). The weak La Niña, however, does show isolated areas of the expected primary
saline leakage in 2003 with the secondary fresh signal observed surrounding Madagascar at the same
time (Figure 6f). In comparison, the strong El Niño event expresses the expected primary fresh SSS
signal as early as 1999 (Figure 5d). By the year 2000, the secondary saline signal is released in Agulhas
leakage and continues to surround Madagascar (Figure 5f). The Agulhas leakage two years after the
weak El Niño is a mix of the expected primary fresh SSS with some high-salinity waters. The expected
high-saline secondary SSS signal is propagating toward Madagascar at this time (Figure 7f).

In addition, Figures 8 and 9, showing the weak ENSO anomalies subtracted from the strong ENSO
anomalies, support the observed differences between the strong and weak events and highlight other
important variations. Positive (red) regions in these figures indicate that the stronger event expressed
warmer SST or more saline SSS relative to the corresponding weak event. Negative (blue) values in
these figures are indicative of cooler SST or fresher SSS anomalies during the strong event with respect
to the corresponding weak event. The most noticeable difference between the strong and weak SST
signal is the positive SST values in Figure 9c and negative SSS values in Figure 9d of the Agulhas
leakage region. Furthermore, two years after the peak El Niño, the Agulhas leakage of a strong El Niño
is warmer than that of the weak El Niño excluding a small region where an anomalously warm core
eddy was present in leakage during the weak event (Figure 9d). The intensity of the SST anomalies
of Agulhas leakage is also greater during a strong La Niña than the weak La Niña, as shown by the
negative anomalies in Figure 8e. The same can be said for the primary saline SSS signal during La
Niña (Figure 8f). In general, the SSS during the strong La Niña event is more saline across the entire
Indian Ocean than the weak event (Figure 8b), and the strong El Niño more strongly expresses the
dual SSS signal (saline in the south-east and fresh in the north-west) compared to the weak El Niño
event (Figure 9b).
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Figure 8. Composite mean for strong 1988–1989 La Niña minus the weak 2000–2001 La Niña from
January–March for both AVHRR SST anomalies (right column) and SODA SSS anomalies (left column)
during the peak (a,b), the following year (c,d), and two years after (e,f). The boxes represent the
established leakage region (37◦–45◦S, 10◦–20◦E).

Figure 9. Same as Figure 8 except in reference to the strong 1997–1998 El Niño minus the weak
2004–2005 El Niño during the peak (a,b), the following year (c,d), and two years after (e,f).

3.3. Temporal Variability of ENSO Signal

A time series of box-averaged SST and SSS anomalies in the Agulhas leakage region is shown
in Figure 10. We used this time series to evaluate the changes in the SST and SSS of Agulhas leakage
in response to all ENSO events that have occurred between 1981–2016. From the previous sections,
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we have defined the type of SST and SSS response observed for La Niña events compared to El Niño.
In this section, we are primarily interested in further identifying the lag between the peak of an ENSO
event and the SST and SSS response of Agulhas leakage. A lead-lag correlation analysis for both
SST and SSS to the ONI index for ENSO was performed, and the results are presented in Figure 11.
This figure serves as a quantitative analysis of the following trends from the time series.

Figure 10. Time series from 1981–2016 for monthly box-averaged (37◦–45◦S, 10◦–20◦E) AVHRR SST
(solid line) and SODA SSS (dashed line) anomalies. ENSO events are represented during their peak
(January–March) by vertical shaded bars (red for El Niño and blue for La Niña).

There are a few seasonal and decadal trends of Agulhas leakage that should be mentioned first.
First and foremost, there is a natural yearly high to low fluctuation in SST and SSS. Additionally,
after 2005 the SST and SSS show an increasing trend in which the anomalies rarely drop below
zero. In general, the time series for SST and SSS closely mimic each other in shape, meaning that
for observed peaks and dips in the SST time series there are corresponding peaks and dips in the
SSS time series. A correlation analysis quantifies this association as having a correlation of 0.243.
While this may seem low, it is important to notice that the SSS anomalies have a smaller range than
SST anomalies, from −0.4 to 0.4 and −1.5 to 1.5, respectively. Also, the SSS trend line is shifted slightly
right when compared to SST, thus explaining the low calculated correlation compared to what is
observed in Figure 10. In the next paragraph, when we isolate trends with respect to ENSO events,
it will become evident that SSS response shows the primary and secondary signal response, explaining
why corresponding SSS response occurs later than that of SST.

When evaluating the time series with respect to ENSO events, we identify the anomalous SST and
SSS values two years after the marked ENSO years. For all El Niño events, the SST trend line is strongly
positive at this time and for all La Niña events, the SST trend line is strongly negative. Additionally,
extreme values of SST are found to correspond to the strongest ENSO events. In particular in 2000,
2 years after a strong El Niño, the SST increases to nearly 1.2 ◦C. With respect to SSS, the same patterns
emerge but, as previously noted, the corresponding positive (negative) peaks (dip) occur slightly after
the two-year mark of El Niño (La Niña) because these are related to the secondary SSS signal. At the
two-year mark itself, the opposite primary negative (positive) SSS signal is evident. Notably, more than
two years after a strong El Niño event (1982–1983) an extreme SSS dip of nearly −0.2 is observed.
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Figure 11. Correlation analysis between absolute values of Oceanic Niño Index (ONI) index and
box-averaged AVHRR SST anomalies (solid line) and SODA SSS anomalies (dashed line) at monthly
lag intervals for El Niño years in red and La Niña years in blue.

An additional lead-lag correlation analysis of the SST and SSS to the ONI ENSO index is included
in order to analyze the time series with more precise quantitative measurement of the delay in response
between the peak of ENSO and Agulhas leakage response. A positive correlation indicates that as
the ENSO index strengthens, the anomalous SST and SSS is also increasing, meaning the Agulhas
leakage is anomalously warm and saline. The opposite can be said for a negative correlation, as ENSO
strength increases the SST and SSS are decreasing, meaning the Agulhas leakage is anomalously cool
and fresh. During a La Niña event, it is expected that SST should have a negative correlation and the
SSS should first show a positive correlation followed by a negative correlation, indicative of its primary
and secondary SSS signal. Figure 11 indicates that the La Niña SST of Agulhas leakage has a positive
correlation with the ONI index until 24 months after the peak of La Niña. A decrease in correlation
begins as early as 20 months and continues on until the greatest negative correlation at 30 months
after the peak of La Niña events. The corresponding SSS signal during La Niña is also dominantly
positive, with the strongest positive correlation at a 20-month lag. After this peak, the correlation
drastically decreases until the greatest negative correlation at a 26-month lag continuing to a 30-month
lag. The same monthly lags apply to the El Niño SSS correlation but with the opposite sign: a negative
correlation transitioning to a positive correlation. The SST correlation with El Niño is also opposite to
that observed during La Niña. Most importantly, an increasing correlation is present at a 24-month lag
for El Niño SST, which peaks with the strongest positive correlation at about a 34-month lag.

4. Discussion

4.1. SST and SSS Signal Response to El Niño and La Niña

According to Putrasahan et al. [10] and others, changes to circulation patterns coupled with
Rossby wave propagation and wind-stress curl carry an ENSO signal from the Pacific, across the
Indian Ocean, to alter Agulhas leakage. Putrasahan et al. [10] proved this connection by correlating
warmer waters in the Agulhas leakage region to El Niño. We use this established connection to discuss
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the differences in the SST and SSS signal with respect to El Niño events compared to La Niña events,
as presented in Section 3.1.

The observed SST signal of basin-wide warming (cooling) during El Niño (La Niña) from Figure 2a
(Figure 1a) is consistent with the findings of Kug et al. [22] and Kilpatrick et al. [18] corresponding
to fluctuations in Walker circulation and easterly (westerly) wind anomalies over Indonesia during
the boreal winter/spring. The observed regions of positive and negative SSS in Figures 1b and 2b
can be attributed to the influence of anomalous ENSO conditions as well as coincident positive
(negative) Indian Ocean Dipole (IOD) with El Niño (La Niña). Primarily, easterly (westerly) winds
drive upwelling (downwelling) along the Sumatra coast, explaining the observed secondary signal of
positive (negative) SSS anomalies further enhanced by reduced (increased) rainfall created from the
atmospheric circulation patterns of El Niño (La Niña). The negative primary SSS signal observed in
the equatorial Indian Ocean during El Niño is explained by horizontal advection of low salinity waters
from the Bay of Bengal, while the primary positive SSS in the equatorial Indian Ocean during La Niña
is produced by eastward-flowing Wyrtki jets [23].

A zero-lag SST and SSS response of waters near the tip of Africa is most likely related to changes
in southern African rainfall associated with ENSO-driven SST patterns in the Pacific rather than ENSO
SST and SSS signal transmission. Most of the severe droughts have happened during the mature
phase of El Niño and the wettest summers during La Niña [24]. Decreased (increased) rainfall could
explain the observed salinization (freshening) along the coast during El Niño (La Niña). Additionally,
weaker (stronger) upwelling favorable winds are present during El Niño (La Niña), and this ultimately
creates conditions in which SST is anomalously warm (cool) during El Niño (La Niña). This positive
correlation between ENSO and SST and SSS properties applies only to the south coast of Africa,
while a negative correlation exists with the Agulhas Current system south of 36◦S [25]. In other words,
it is highly unlikely that ENSO influences the SST or SSS signal of Agulhas leakage during the peak
of the ENSO event. Instead, it is possible that atmospheric-related weather patterns associated with
ENSO alter the SST and SSS conditions near the southern tip of Africa, explaining the observed changes
to that region in Figures 1a,b and 2a,b.

One year after the peak of ENSO, both the dominant SST signal and the dual SSS signal have
shifted westward. The previous basin-wide trend in SST is isolated near the region east of Madagascar
at ~15◦–35◦S. Note, this is the latitude where the SEC is found [15], supporting the idea that the
SEC is involved in signal transmission. Grunseich et al. [23] attributes the westward movement
of the SSS signal to Rossby waves associated with the westward flowing SEC. Most importantly,
the SST signal and primary SSS signal surround Madagascar to interact with the source currents,
which has the potential to influence eddy formation of the EMC and MC, thus continuing on to impact
Agulhas leakage. This impact is initially seen two years after the peak of ENSO, as expected by the
Putrasahan et al. [10] study. However, Putrasahan et al. [10] did not identify the continuation of this
impact occurring for nearly 3 years after the peak of an El Niño (La Niña). During this time, the SST
signal is consistently positive (negative) but the original primary fresh (saline) SSS signal is replaced
by the secondary saline (fresh) SSS signal. Further evidence supporting the lag in response of Agulhas
leakage is discussed in Section 4.3. From Figures 1–3, representing the average response of SST and
SSS to ENSO events, we have established that both the SST and SSS signal of Agulhas leakage have
a contrasting response to an El Niño versus a La Niña event. A single opposite SST signal occurs two
years after the peak of El Niño as compared to La Niña, warming and cooling respectively. The SSS
response is composed of the initial primary signal followed by the opposite secondary signal. First,
the SSS of Agulhas leakage is anomalously fresh (saline) two years after the peak of El Niño (La Niña).
In the following months, this anomalously fresh (saline) signal is replaced by the secondary saline
(fresh) SSS signal in Agulhas leakage. Furthermore, these figures provide a general understanding of
the transmission of an ENSO signal. The signal originates in the Pacific Ocean and during the peak
of an ENSO event (December–March) it moves into the Indian Ocean basin, changing SST and SSS
properties. The following year, the SST and SSS signals propagate westward across the Indian Ocean
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basin to surround Madagascar and begin to influence the Agulhas Current. Strong changes to Agulhas
leakage are observed two years following an ENSO event and continue for nearly three years after
ENSO. This process is consistent with the circulation, Rossby wave, eddy process, and wind curl
explained in the Introduction. The next section explores how the strength of an ENSO event alters this
signal formation and transmission.

4.2. Variability of Agulhas Leakage in Response to Strength of ENSO Events

Figures 4–7, showing individual ENSO events of either strong or weak strength, were analyzed
in Section 3.2 for any deviations from the established SST and SSS trends identified in Section 3.1.
Deviations from this established trend may be indicative of the interaction of ENSO strength on SST
and SSS expression. With respect to the SST signal, the only deviation in signal propagation occurred
near the Agulhas leakage region. During the strong El Niño episode, warm waters appeared a year
earlier than expected and during the weak La Niña episode an evident warm pool formed off the
southern tip of Africa contrasting the cool waters in the Agulhas leakage region. This warm pool
occurred two years after the peak of the weak La Niña event in 2003. That year was also the peak of
the 2002–2003 El Niño. In Section 4.1, we explained that atmospheric circulation associated with ENSO
is known to cause warming near the tip of Africa, thus explaining this mixed signal during the weak
La Niña.

There were several deviations from the established trend in the SSS signal. In particular, during
the peak of La Niña for both the strong and weak event, there was only a saline or fresh signal,
respectively, instead of the expected dual primary and secondary signals evident in both the El Niño
episodes. The peak of the strong La Niña event, 1989, is also a negative IOD year that peaks in July [11],
which may explain the strongly negative SSS signal. Furthermore, the clear dual SSS signal of the
strong El Niño can partially be attributed to the positive IOD that peaked in November of 1998 [11].
The lack of any IOD influence may have inhibited the strong expression of an anomalous negative
SSS in the north-western region during the weak La Niña. Regardless, the westward propagation of
the SSS signal occurred as expected in all events. However, the influence of the primary SSS signal on
Agulhas leakage, expected to occur two years following the peak ENSO event, was not consistent in
all events. The primary signal was delayed in the strong La Niña event and appeared nearly a year
early in the strong El Niño event. Interestingly, the primary signal was present in the Agulhas leakage
two years after both the weak El Niño and La Niña. The mix of low salinity waters with the expected
primary saline signal in Agulhas leakage two years after the weak El Niño may be the result of weak
signal strength. While the primary fresh signal was present in the north-western Indian Ocean basin
during the peak of this El Niño, it was not strong relative to the secondary saline signal, which may
explain the corresponding weak expression in Agulhas leakage.

Trends identified in Figures 8 and 9, highlight important differences between the strong and weak
events and provide further support for the signal transmission discussed. The warm fresh Agulhas
leakage signal was identified previously as occurring nearly a year earlier during a strong El Niño.
This is further supported by the positive and negative SSS values identified in the Agulhas leakage
region (Figure 9c,d). The stronger anomalies identified in the Agulhas leakage region with respect to
strong ENSO events indicate that ENSO strength is proportional to signal strength. Lastly, the trends
referring to the expression of SSS in the Indian Ocean are most likely attributed to the IOD influence
previously mentioned rather than differences in ENSO strength.

In conclusion, the established SST and SSS signal response to El Niño and La Niña is consistent
for all events of varying ENSO strength, but the strength appears to influence the intensity of the
signal and the time of its transmission, thereby explaining any variations from the established
trends. In general, increasing ENSO strength increases the extremes of the resulting anomalous
signal and impacts the Agulhas leakage region earlier during El Niño and slightly later during La Niña.
As previously discussed, weakened trade winds in the Pacific and resultant strengthened trade winds
in the tropical Indian ocean create a zonal band of positive wind-stress curl over the tropics which
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Putrasahan et al. [10] correlated to the Agulhas leakage response. Knowing this, we can support this
observed variation in time of signal propagation with ENSO phase and strength to a corresponding
change in the strength of wind-stress curl [17]. As trade winds strengthen in the tropical Indian Ocean
during stronger El Niño events, a corresponding increase in wind-stress curl would be expected across
the tropical Indian Ocean, providing increased propagation of the SSS and SST signals. The opposite
can be said for stronger La Nina events which correspond to further weakening of trade winds in the
tropical Indian Ocean and a corresponding decrease in wind-stress curl slowing propagation of the
SSS and SST signals. This temporal perspective is further explored in the next section.

4.3. Temporal Variability of ENSO Signal

In Section 3.3, we used the time series (Figure 10) to evaluate changes in the SST and SSS of
Agulhas leakage for all ENSO events between 1981–2016. We also conducted a quantitative analysis
of the trends from the time series using the lead–lag correlation analysis in Figure 11. Explaining the
seasonal trends in the time series helps to better understand how the Agulhas leakage SST and SSS time
series is changing with respect to ENSO. The naturally annual fluctuations in SST and SSS are likely
attributed to a seasonal signal related to changes in current speed [26]. The increasing trend in the
time series after 2005 could be indicative of a decadal warming trend observed in the Agulhas Current
region [27] and an increase in leakage in response to shifting Southern Hemisphere westerlies [28].

When evaluating the time series with respect to ENSO events, we evaluated the anomalous SST
and SSS values two years after the marked ENSO years, because the time series represents a box
average of Agulhas leakage and in the previous sections the initial response of Agulhas leakage to the
ENSO signal was found at this time. The trends in the time series at this time support the temporal
perspective of both the primary and secondary SSS signal and the single dominant but lasting SST
signal observed in the Agulhas leakage region.

The time series in Figure 10 only serves to provide a general qualitative analysis of the trends
found in the previous sections and the time during which they are taking place. The lead–lag correlation
analysis of the SST and SSS to the ONI ENSO index in Figure 11 supports this analysis with a more
precise quantitative measure of the delay in response between the peak of ENSO and the Agulhas
leakage response. The trends identified in Figure 11 support the existence of a single SST response
of Agulhas leakage to ENSO, and this response has an average lag of ~20 months that persists and
strengthens until a lag of nearly 30 months. Additionally, the dual primary and secondary signal
response of the SSS of Agulhas leakage to ENSO is supported in Figure 11. The primary SSS signal has
an average lag of ~20 months followed by the opposite secondary SSS signal at a lag of ~26 months.

5. Conclusions

Thus far, we have explored yearly fluctuations in Agulhas leakage using anomalous SST from
AVHRR and SSS from SODA reanalysis. Figures 1 and 2 show that the response of Agulhas leakage to
an El Niño event is opposite to that of a La Niña event for both SST and SSS. The single dominant SST
response of Agulhas leakage occurs around 20 months and continues for nearly 30 months after the
peak of ENSO and is anomalously high for El Niño and anomalously low for La Niña. At the same
time, the corresponding SSS signal is anomalously saline for La Niña and fresh for El Niño. However,
the SSS signal is composed of this initial primary signal, which reaches the region first, followed by the
secondary signal that reaches Agulhas leakage about 26 months after the peak of ENSO. The secondary
signal is fresh for La Niña and saline for El Niño. Additionally, Figures 3–10 suggest ENSO strength
influences the intensity of both the signal and the time of its transmission. In general, increasing
ENSO strength increases the extremes of the resulting anomalous signal and impacts the Agulhas
leakage region earlier during El Niño and slightly later during La Niña. Correlation observations from
Figure 11 support the Putrasahan et al. [10] proposed 2-year period for an ENSO signal to influence
Agulhas leakage and also establishes the lags for the primary and secondary SSS signal response of
Agulhas leakage.
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The aim of this study was only to highlight that a relationship between ENSO and Agulhas
leakage exists and define this relationship using SST and SSS, as well as to identify the time in
which this response lags an ENSO event. We also explored the effect of ENSO strength on this
relationship. Most notably, this study evaluates this process from start to finish to not only show
that ENSO-generated SST and SSS signals influence Agulhas leakage, but also where these signals
originate and how they propagate, providing a visual and qualitative representation of the connection
between the Pacific, Atlantic, and Indian Ocean. Further investigation is required to understand the
dynamics of the various systems involved in this relationship and signal propagation. Suggestions
for future work include addressing how the eastern and central modes of El Niño may change this
relationship. Furthermore, the depth signal of this described trend is another important parameter
worth considering. This paper relied primarily on AVHRR SST and SODA SSS. Both data sets have
been used in countless previous studies to explore the Indian Ocean basin or Agulhas current system
and have been proven reliable for doing so [23,25]. However, it is important to note some issues with
these data sets that may have influenced the results. Specifically, when conditions deviate from the
mean atmosphere and ocean conditions, errors arise in AVHRR SST retrieval [18]. Therefore, AVHRR
is unable to perform properly under cloudy conditions and direct sunlight, and we mentioned earlier
that rainfall events are an expected response to La Niña events. The full intensity of SST readings may,
therefore, be compromised due to interpolation to account for missed readings due to cloud or direct
sunlight interactions. Future studies may benefit from using another data source for SST and compare
the findings. Additionally, SSS from SODA is reanalysis-based. Observational comparisons would be
beneficial to further support the findings in this paper.

We include an additional figure, Figure 12, to show that recent salinity missions will be valuable
resources for future work in this field. Figure 12 highlights the SSS signal from SMOS of the most recent
El Niño event (2015–2016). SMOS is able to provide a more accurate representation than previously
available models. Also, recently launched (launch date: 31 January 2015 and data availability since
April 2015) Soil Moisture Active Passive (SMAP) derived salinity will be useful in ENSO studies.

Figure 12. Composite mean of Soil Moisture Ocean Salinity (SMOS) SSS anomalies from January–April
(first column), May–August (middle column) and September–December (last column) during the
most recent El Niño event starting and stopping in 2014 (top row), restarting in 2015 (middle row),
and reaching its peak in 2016 (bottom row).
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Abstract: Sea surface temperature is a key component of the climate record, with multiple
independent records giving confidence in observed changes. As part of the European Space Agencies
(ESA) Climate Change Initiative (CCI) the satellite archives have been reprocessed with the aim of
creating a new dataset that is independent of the in situ observations, and stable with no artificial
drift (<0.1 K decade−1 globally) or step changes. We present a method to assess the satellite
sea surface temperature (SST) record for step changes using the Penalized Maximal t Test (PMT)
applied to aggregate time series. We demonstrated the application of the method using data from
version EXP1.8 of the ESA SST CCI dataset averaged on a 7 km grid and in situ observations from
moored buoys, drifting buoys and Argo floats. The CCI dataset was shown to be stable after ~1994,
with minimal divergence (~0.01 K decade−1) between the CCI data and in situ observations. Two steps
were identified due to the failure of a gyroscope on the ERS-2 satellite, and subsequent correction
mechanisms applied. These had minimal impact on the stability due to having equal magnitudes but
opposite signs. The statistical power and false alarm rate of the method were assessed.

Keywords: Along Track Scanning Radiometer (ATSR); sea surface temperature; stability;
homogeneity; drifting buoys; Argo; Global Tropical Moored buoy Array (GTMBA); Penalized
Maximal t Test

1. Introduction

Observations of the sea surface temperature (SST) forms one of the key components of the
climate record (e.g., [1,2]), with in situ observations extending back over 150 years (e.g., [3–7]) and
satellite-based estimates over 20 years (e.g., [8]). Whilst some confidence is gained from the agreement
between the different datasets few of them are truly independent from each other. For example,
all of the in situ based datasets (e.g., [3–7]) are derived from the International Comprehensive
Ocean–Atmosphere Data Set (ICOADS; e.g., [9,10]). Blended datasets (e.g., [11]) tend to contain
in situ observations from ICOADS, and one or more satellite based sources. Satellite-only estimates
(e.g., [12]) have tended to be calibrated and validated using the same in situ sources as present
in ICOADS.

In recognition of the importance of independent estimates the (A)ATSR Reprocessing for Climate
(ARC) project [13] aimed to produce a satellite sea surface temperature record based on measurements
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from the (Advanced) Along Track Scanning Radiometer ((A)ATSR) series of sensors. Within ARC,
independence from the in situ record was achieved through the use of radiative transfer modeling to
determine the retrieval coefficients used to calculate the skin sea surface temperature from the observed
brightness temperatures [13,14]. These were then converted to bulk temperatures and a standard time
of 1030 am/pm local time using the models of Fairall et al. [15] and Kantha and Clayson [16].

More recently, in recognition of the importance of sustained observations, high quality
independent climate data records and the contribution that Earth Observation (EO) data can make,
the European Space Agency (ESA) launched the Climate Change Initiative (CCI) [17]. The primary
aim of the CCI is to realize the full potential of EO data from archives held by both the ESA and other
satellite agencies. As part of this initiative, the ESA SST CCI project [18] was set up with the goal
of reprocessing the satellite based radiometric SST record from the Advance Very High Resolution
Radiometer (AVHRR) and ATSR series of sensors to produce an independent satellite-based SST
dataset with a target stability of 10 mK year−1 (0.1 K decade−1) [18] and building on the previous
effort of the ARC project.

Stability of observation is a key aspect of quality for any record intended for use in
climate applications. Measurement of climatic change involves tracking of small differences over
years and decades, with the signal being often similar in size to the error characteristics of the
raw observations. By careful treatment of the observations the impact of errors can be minimized,
allowing any long-term changes to be quantified. However, even with careful treatment, residual
artifacts may exist, either in the mean values or the error characteristics. These artifacts may be step
changes or long-term drift in the mean error or in the higher moments (such as variance). Detection of
these residual artifacts, or inhomogeneity, relies on comparison with independent sources, which may
themselves be inhomogeneous. Interpreting observed instability between sources then becomes
an expert judgement taking account of the timescales, timing, and nature of the changes, and the
availability of supplemental metadata.

Various algorithms exist for assessing time series for change points and homogeneity (e.g., see [19])
but these tend to have been developed using data from land stations in fixed locations. Within this
paper we develop a method to assess the homogeneity of the ESA SST CCI dataset, using the
Penalized Maximal t Test (PMT) [20] with satellite in situ differences aggregated over many different
observations and platforms, and an ensemble approach to quantify the uncertainty in the timing
and size of any change points. We then apply the method using three different in situ reference
sources, using observations from the: Global Tropical Moored Buoy Array (GTMBA) (e.g., [21]); the
global drifting buoy array [22]; and the array of Argo profiling floats [23]. Additionally we fit an
auto-regressive trend model to identify any long-term drift in the satellite data relative to in situ data.
Section 2 of this paper describes the different data sources used. Section 3 gives a brief summary of
change-point analysis and describes how we have applied the PMT to our data. Results are given in
Section 4, and a summary and conclusion are given in Section 5.

2. Data

Data from Experimental Version 1.8 of the ESA SST CCI project [24] have been used to develop
and test the method presented in this paper. These data have been extracted from a multi-sensor
match-up database (MMD) [25] containing collocated swath or level 2 pre-processed (L2P) data from
the (A)ATSR series of satellites and in situ observations from a variety of platforms. The in situ
observations and satellite retrievals are briefly described in this section.

2.1. In Situ Data

In situ data from the MMD was originally been extracted from the Met Office Hadley Centre
Integrated Ocean Database (HadIOD) [26]. These were, in turn, extracted from Release 2.5 of the
International Comprehensive Ocean and Atmosphere Data Set (ICOADS2.5; [9]) and the Hadley
Centre EN4 dataset [27]. ICOADS2.5 and EN4 contain data from common sources, such as the
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World Ocean Database (WOD) [28] Where an observation exists in both ICOADS2.5 and EN4,
the observation from EN4 was retained in preference [26]. Whilst the match-up database contains
observations from many different platforms, only those match-ups containing drifting buoy, GTMBA
and near surface (<5 m) Argo data were used in this study. Temperature observations from ships,
sub-surface measurements and extra-tropical moorings were been used due to either quality (ships [29],
extra-tropical moorings [30]) or representativeness issues (sub-surface).

The drifting buoy temperature observations from HadIOD were extracted from ICOADS2.5 [9].
The data within ICOADS2.5 came from a number of overlapping sources, with observations duplicated
between the different sources. These duplicates were removed by ICOADS2.5 processing [9]. Prior to
ingestion into HadIOD, the observations also underwent quality control following Rayner et al. [4],
with implausible values and gross errors in location (time and space) and temperature flagged.
Additionally, the observations had a platform level quality check applied prior to ingestion into
HadIOD, with the quality of the observations made by individual buoys tracked over time through
comparison with a satellite-based analysis [31]. The GTMBA data underwent the same processing as
the drifting buoy data and came from either ICOADS2.5 or EN4. As noted above, where a duplicate
was found, the EN4 data were retained in preference.

The surface Argo data within HadIOD were extracted from EN4 [27]. As with ICOADS2.5,
EN4 contains data from a number of sources, including from the Argo Global Data Assembly
Centre (GDAC) [23], the World Ocean Database (WOD) [28], and the Global Temperature Salinity
Profile Programme. As part of the EN4 processing, duplicate temperature profiles were identified
and removed, with the Argo GDAC data kept in preference to the other sources. Prior to ingestion
into EN4 the profiles undergo additional quality control checks, including inter alia: gray list checks,
parameter range checks, profile checks (spikes, steps, etc.), bathymetry, and depth checks. Full details
on the duplicate elimination and quality control can be found in Good et al. [27] and Ingleby and
Huddleston [32].

The primary characteristics of the drifting buoy, GTMBA and near surface Argo data are
summarized in Table 1. The uncertainty values listed are those as reported by Atkinson et al. [26].
Also listed are validation statistics for the initial version of the ESA SST CCI ATSR global analysis as
reported by Merchant et al. [18]. The drifting buoy observations are the most numerous and closest to
the surface but have higher uncertainties compared to the other sources. Alternative estimates of the
uncertainty in the drifter data ranges from ~0.2 K [33] to ~0.5 K [34]. The manufacturer has little impact
on the quality of drifting buoy data [30]. The GTMBA data have smaller uncertainties compared to the
drifting buoy data but are limited to the tropics and at a slightly greater depth. The near surface Argo
measurements have the smallest uncertainty due to measurement errors but are made at the greatest
depth compared to the other sources, and with far fewer observations available. Overall, based on
the validation results listed in Table 1, the expected error variance is broadly equal across the three
different in situ platforms.

Table 1. Uncertainty characteristics and depth of the in situ observations following Atkinson et al. [26].
Also listed are the robust standard deviation of the differences between the ESA SST CCI product and
listed platforms, the median difference and number of match-ups from phase 1 of the ESA SST CCI
project [18].

Platform

Atkinson et al. [26] Merchant et al. [18]

Uncertainty due
to Noise/Random

Errors (K)

Uncertainty due
to Correlated

Errors (K)

Nominal
Depth

RSD (K)
Median

Difference (K)
Number of
Match-Ups

GTMBA 0.020 0.000 1 m 0.28 +0.09 25,492
Drifting buoys 0.260 0.290 0.2 m 0.22 +0.05 2,392,462

Argo 0.002 0.000 3–5 m 0.26 +0.04 8867
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There have been few technological changes to the GTMBA, drifting buoy and Argo observations
that will have significantly impacted the quality of the data over the study period. However, the
density and distribution of the observing systems has changed significantly. There was a marked
increase in the number of drifting buoy observations in the late 1990s and early 2000s. The number of
available match-ups are shown in Figure 1. There has also been a spatial evolution in the location of
the data. For example, prior to ~2000, drifting buoy observations of the SST tended to be poleward
of the tropics, with very few observations within 10◦ of the equator. Figure 2 shows the percentage
of drifting buoy match-ups available from the MMD in a given 5◦ latitude band calculated annually.
The lack of tropical observations prior to 2000 was clearly seen.

Figure 1. Number of match-ups per month between drifting buoy (black/solid line), GTMBA
(red/dashed line) and Argo (blue/dotted line) observations and the ESA SST CCI data meeting
the match-up criteria.

Figure 2. Percentage of drifting buoy match-ups available per 5◦ latitude band calculated annually.

146



Remote Sens. 2018, 10, 126

2.2. Satellite Data

The match-up database from the ESA SST CCI project used within this study contained level 2
pre-processed (L2P) data from experimental version 1.8 of the project for the ATSR series of sensors.
At the time of analysis, AVHRR data from v1.8 were unavailable. These will be available in
subsequent versions. The algorithms used to generate the L2P data are summarized by Merchant
et al. [18] and fully described in Merchant [24]. A general description of the (A)ATSR characteristics is
given by Merchant et al. [35]. A brief summary is given in this section.

The L2P data contain estimates of the skin temperature (e.g., [36]) from a single swath with
a resolution of 1 km, a swath width of 500 km, a 3-day repeat cycle and a local equator crossing
time of either 1030 am/pm (ATSR and ATSR2) or 1000 am/pm (AATSR). For the ATSR sensors,
the skin temperature estimates are based on the linear combination of 2 or 3 brightness temperature
channels [24] following the ARC project [13,14]. The number of channels depends on whether the
retrievals are for the daytime or nighttime and the satellite (See Table 2). The coefficients used in the
linear combination of channels have been derived using radiative transfer modeling and atmospheric
profiles from the ERA 40 reanalysis model. Cloud screening, trace gas atmospheric profiles and
the impact of aerosols are accounted for as part of the retrieval process. Full details are given in
Merchant [24]. Consistency between ATSR sensors was achieved using the overlap between the
sensors and by referencing the brightness temperatures of all channels and sensors to be consistent
with the 3.7 and 11 μm channels of the AATSR (e.g., [35]).

Table 2. Primary channels, satellite views and local equator crossing time for the different ATSR sensors
and daytime/night time retrievals.

ATSR1 ATSR2 AATSR

Day Night Day Night Day Night

View Dual Dual Dual Dual Dual Dual
Channels (μm) 11, 12 11, 12 11, 12 3.7, 11, 12 11, 12 3.7, 11, 12

LECT 1030 2230 1030 2230 1000 2200
Period August 1991–December 1995 August 1995–June 2003 July 2002–April 2012

In addition to the skin temperature, the L2P files contain estimates of the sub-skin temperature
and water temperature at different depths in the near surface ocean (0.2 m, 1 m and 5 m) adjusted to
1030 am/pm local time. The sub-skin temperatures were estimated using the Fairall et al. [15] model to
adjust the skin temperatures to sub-skin temperatures. These were then adjusted to bulk temperatures
using the model of Kantha and Clayson [16]. Both models were forced using the output from the
ERA Interim Reanalysis model [37] and were used to adjust the temperatures to be representative of
1030 am/pm local time [24].

A number of events may impact on the quality of the (A)ATSR based retrievals. These are
summarized in Figure 2 of Merchant et al. [35]. Shortly before the launch of the first ATSR sensor on
board the ERS-1 satellite Mount Pinatubo erupted in June 1991, injecting a large amount of aerosol
into the stratosphere. Whilst the (A)ATSR sensors have been designed to be robust to aerosol through
the use of dual view sensors (e.g., [35]) there may be some residual effect present in the SST retrievals
in the years shortly after 1991. In May 1992 the 3.7 micron channel failed on board the ATSR1 sensor.
This can be seen in Table 2, with only two channel retrievals available for the ATSR1 sensor. Whilst data
are available for 1996 from ATSR1, these are of lower quality and were excluded. Data from ATSR2 is
available from August 1995 through to June 2003, with the exception of a six-month gap in the first
half of 1996. During 2001 a gyroscope failed on the ERS-2 satellite, with data quality impacted between
January 2001 and June/July 2001 when a zero gyro mode was implemented to improve the quality.
Data from the AATSR sensor are available between July 2002 and April 2012. There are no known
events thought to impact on the quality of the data in this period.
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3. Method

The stability of the ESA SST CCI data was assessed using two different methods. The first tested
for change points in the satellite data using a test based on the PMT algorithm [20]. The second tested
for a residual trend in the time series of differences between the satellite data and in situ reference series.
This section describes those tests. All tests were implemented using the R programming language [38].

3.1. Penalized Maximal t Test and Application to ESA SST CCI Data

3.1.1. Homogeneity Testing and the Penalized Maximal T Test

The majority of homogeneity tests for climate data are based on testing the relative homogeneity of
a time series from one station with another nearby station that has a similar climatic signal. A discussion
of the background and benchmarking of different homogeneity tests is discussed in Venema et al. [19].
Early tests, such as the Standard Normal Homogeneity Test (SNHT) [39], were based on classical
statistical tests, comparing a target series to a reference series believed to be homogenous. More recently,
tests have been developed to detect change points using inhomogeneous reference series and pairwise
comparisons (e.g., [40]). In both techniques, using a reference series and those based on pairwise
comparisons, test time series are created by either differencing or calculating the ratio between the
target and reference time series or between pairs of time series across a local network of stations. A test
statistic is then calculated for all possible change points and the most likely change point identified.
If this exceeds some critical value it is then flagged as a change point. These tests are often applied
recursively to find multiple change points.

Over the oceans, with the exception of the GTMBA [21], we have few high quality fixed stations
spanning multiple years to use. The extra-tropical moorings tend to be in coastal regions where a small
change in location can have a significant impact on the SST time series. Additionally, the quality of
these observations is low compared to the GTMBA (e.g., see [26,30,41]). This makes application of tests
based on multiple pairwise comparisons difficult with marine data. Instead we have opted to use the
PMT [20] algorithm and aggregated time series of satellite and in situ data (see Section 3.1.2).

In the PMT algorithm [20], the test is applied to a test time series, Xt, with the null hypothesis
given by:

H0 : {Xt} ∼ N
(

μ, σ2
)

(1)

and the alternative hypothesis given by:

Ha :

{
{Xt} ∼ N

(
μ1, σ2), t = 1, . . . , k

{Xt} ∼ N
(
μ2, σ2), t = k + 1, . . . , N

(2)

where Xt is the time series being tested for change points; {Xt} ∼ N(μ, σ) indicates that the population
{Xt} follow a normal distribution with a mean μ and standard deviation σ. The test time series, Xt,
is usually a time series of differences between the base time series, and a reference time series although
ratios can be used. For the null hypothesis, the data from the test series (Xt) are assumed to come
from a normal distribution with a mean difference (or ratio) of μ and standard deviation of σ. For the
alternative hypothesis, the mean of the time series before the change point at time k is given by μ1 and
by μ2 after time k.

Within the PMT algorithm, the null hypothesis was tested by calculating the test statistic for the
two-sample t test with unknown but equal variance at every possible change point. The most likely
position of a change point is then identified by the location where this test statistic, multiplied by a
penalization factor, is a maximum. The penalization factor accounts for the increased false alarm rate
observed when the sample sizes are unequal [20]. The test statistic for the two sample t test is given by:

T(k) =
1
σ̂k

[
k(N − k)

N

]0.5(
X1 − X2

)
(3)
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where:
X1 =

1
k ∑

1≤t≤k
(Xt) (4)

X2 =
1

N − k ∑
(k+1)≤t≤N

(Xt) (5)

σ̂k =
1

N − 2

⎡⎣ ∑
1≤t≤k

(
Xt − X1

)2
+ ∑

(k+1)≤t≤N

(
Xt − X2

)2

⎤⎦ (6)

and N is the number of time steps and k the position of the potential break point. The test statistic for
the PMT is then given by [20]:

PTmax = max
1≤k≤(N−1)

[P(k)T(k)] (7)

where P(k) is the penalization factor. When PTmax exceeds a critical value, the null hypothesis is
rejected and a break point at position k identified. Both the penalization factor and critical values
for PTmax have been determined empirically, and full details are given in Wang et al. [20]. The PMT
algorithm has been updated [42] to pre-whiten the test time series prior to the calculation of step size,
in order to account for any auto-correlation in the data. Within this study we used the original
PMT algorithm [20] implemented in the RHTest software package [43]. This should not impact our
conclusions as we were only interested in the detection of steps and not the subsequent adjustment.

3.1.2. Application of the PMT to ESA SST CCI Data

Three different change point analyses were using the PMT algorithm and in situ data. The analyses
were identical other than the source platforms for the in situ observations. The platforms used were:

1. Observations from the GTMBA;
2. Observations from drifting buoys;
3. Near surface observations from the Argo profiling floats.

An additional assessment has been performed using synthetic data to test the sensitivity of the
method to detect a step of 0.05 K at different points in time.

Pre-Processing and Selection of Match-Ups

The following criteria have been used to select match-ups:

1. Satellite quality level equal to 4 (acceptable) or 5 (highest) (see [24] for description of
quality levels).

2. HadIOD quality control [31] passed for in situ observations.
3. Separation distance between in situ observation and satellite retrieval <100 km.
4. Maximum time separation between in situ observation and satellite retrieval ≤ 1 h.
5. Satellite in situ difference <5 standard deviations of all match-ups for a given platform.

Within the MMD match-ups are defined as the L2P pixel from the various satellite sensors
containing the location of the reference in situ observation and where the overpass time is within ±2 h
of the reference observation [25]. The data extracted from the MMD contained one L2P match-up per
reference observation for each (A)ATSR sensor plus the corresponding L2P data from the surrounding
pixels on a 7 × 7 grid, with the grid centered on the match-up pixel. Pixels with quality level <4 are
set to missing (criteria 1). As described in Section 2, the resolution of the pixels was ~1 km, and the
L2P data was adjusted to 0.2 m depth and 1030 am/pm local time. In addition to the L2P data,
the data extracted from the MMD included the in situ reference observation for each match-up plus
observations nearby in time (±36 h) from the platform making the reference observation. Those failing
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the HadIOD QC were discarded (criteria 2). For Argo data, only the observation corresponding to the
match-up was available due to the ~10 day repeat cycle for Argo floats.

Due to cloud screening and quality control, a significant proportion of the pixels in a 7 × 7 scene,
including the central pixel, contained missing values. To mitigate the impact of missing data and
increase the number of match-ups, the L2P data was averaged over the 7 × 7 scene to give an
areal average, analogous to Level 3 data. To account for the time difference between the in situ
observations and the time of the satellite data, adjusted to 1030 am/pm local time, the in situ
observations, and location, either side of the satellite data and within 1 h (criteria 4) was interpolated to
1030 am/pm local time. The average location of the pixels containing valid data from the 7 × 7 scene
and interpolated buoy locations were used to test criteria 3. This test was required due to a small
number of erroneous drifting buoy locations in the HadIOD dataset. For Argo, a single observation
was available and only those match-ups within 1 h of 1030 am/pm local time were used. It should be
noted that the nearest pixel to the reference observation could have been selected in the case of missing
data for the central pixel. However, during testing the choice of satellite data to use, nearest pixel or
mean of 7 × 7 scene, made little difference to the results.

As a final step, following extraction and selection of the match-ups, the mean and standard
deviation of the satellite in situ 0.2 m SST across all match-ups were calculated for the GTMBA,
drifting buoy data and profiling floats separately. Any difference exceeding 5 standard deviations of
the differences for the respective platform was then excluded from further processing (criteria 5).

Ensemble and Aggregation

As noted above, we have used aggregated time series in the application of the PMT.
From Equation (3), it can be seen that by minimizing the standard deviation of the test series (σ̂k) we
increased the sensitivity of the test. This term will include contributions from instrumental noise and
errors due to both the satellite data and in situ observations. Climatic variations were minimized
through use of collocated data. By averaging multiple match-ups per month the contribution of
instrumental noise and errors to the monthly mean values was minimized. Based on propagation
of error we would expect the standard deviation of the monthly mean values to be reduced.
For independent normally distributed errors we expect the reduction in σ̂k to be proportional to

1√
n where n is the number of match-ups per month.

As an example, we sub-sampled the selected match-ups for the drifting buoys and AATSR sensor
for sample sizes between 1 and 100 match-ups per month and calculated the monthly mean difference.
For each sample size 20 realizations were generated and the standard deviation of the monthly
mean differences calculated. These were then averaged across all realizations of a given sample
size and plotted as a function of sample size in Figure 3 (dots). The theoretical relationship was
also shown, with a strong agreement between the observed and expected reduction in standard
deviation with increasing sample size clearly seen. The rate of reduction was slightly less than
expected for independent data, indicating that the samples were not strictly independent. This was to
be expected as a given buoy may contribute to multiple match-ups in a given month. However, this
impact was small.
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Figure 3. Standard deviation of monthly mean AATSR drifting buoy SST observations as a function of
number of match-ups per month (dots). The theoretical relationship, σ√

n , is also shown (solid line).

To minimize the impact of errors, and increase the sensitivity of the PMT, aggregate time series
were generated by sub-sampling the available match-ups and averaging to give monthly mean values.
For each analysis, an ensemble of 1000 realizations was generated, with a fixed number of match-ups
used to minimize the variance of the monthly standard deviation in time. The number of match-ups
used depended on the data availability (see Section 4). The use of an ensemble allowed the impact
of the sub-sampling on the analysis and the uncertainty in the date and size of any detected change
points to be quantified.

3.1.3. False Alarm Rate

Within our application of the PMT we used a nominal false alarm rate (FAR) of 1% (see Section 4.1).
Based on a FAR of 1%, for every 100 applications of the PMT to independent data, we expected one
application to incorrectly identify a step change. Due to our use of ensembles that contained a
proportion of the same match-ups between different ensemble members, our applications of the PMT
were not independent. As a result, we expected a FAR that differs from the nominal FAR specified as
part of the PMT. To quantify the impact of our method on the nominal FAR we calculated the observed
FAR for each analysis presented by replacing the match-ups with synthetic data and reapplying
the tests. Within the synthetic dataset, the in situ observations were replaced by zeros and the satellite
data with normally distributed noise with a mean of zero and standard deviation corresponding to
the observed standard deviation of the satellite in situ differences calculated each month and for each
sensor/platform configuration.

3.2. Stability Assessment

The long-term stability of the satellite SST estimates relative to the in situ data was quantified by
fitting a linear trend model to the satellite in situ differences. The (A)ATSR SST retrievals are known
to contain small seasonally varying biases relative to the in situ data. Within a time series of the
differences between the (A)ATSR and in situ temperatures this will appear as auto correlated errors.
To take these into account when assessing the stability we used a lag 1 autoregressive (AR1) model,
with the model given by (e.g., [44]):

Xi = β0 + β1ti + εi (8)
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εi = ρεi−1 + ei (9)

where Xi is the mean difference for time step i; β0 the intercept for the trend model; β1 the slope of
the trend model; ti the time variable for time step i; εi the auto regressive error at time step i; ρ the
autocorrelation parameter at lag 1; and ei the independent error or noise term for time step i. If the
autocorrelation is not taken into account, the degrees of freedom used to calculate the confidence
intervals will be overestimated and the uncertainty range will be too narrow.

4. Results

4.1. Step Change Analyses

Table 3 summarizes the configuration of the three different analyses and time period covered.
The sample size lists the number of match-ups selected per ensemble member. The number selected
was determined to balance the length of the time series available with the sensitivity of the analysis.
The sample sizes for GTMBA and Argo were smaller than for the drifting buoy analysis due to the
more limited availability of the data.

Table 3. Summary of the analyses performed using the PMT. The FAR column indicates the specified
false alarm rate used in the tests.

Reference Platform (Period) Sample Size Ensemble Size Reference SST FAR

GTMBA (1991 onwards) 25 1000 Linear interpolation to 1030 AM/PM local time 1%
Drifting buoy (~1996 onwards) 100 1000 Linear interpolation to 1030 AM/PM local time 1%

Argo (~2004 onwards) 16 1000 Nearest observation to 1030 AM/PM local time
(max separation 1 h) 1%

4.1.1. GTMBA

The first analysis repeated the homogeneity assessment made as part of the ARC project [35].
Within ARC, the PMT was applied to a single aggregate time series for a subset of the moorings from the
GTMBA in the Pacific. Based on this analysis, the (A)ATSR record was found to be stable in the tropics
after the effects of the Pinatubo eruption had dissipated (by around 1994/1995). Similar results were
found within this analysis, but by using all available GTMBA moorings from the match-up database.
Table 4 summarizes the results of the analysis, listing the number of change points detected per
ensemble as a fraction of the ensemble size. A large number of ensemble members (~20%) had at least
one change point detected compared to a nominal FAR of 1% and actual FAR of <1% based on the
synthetic data. The majority of the ensemble members with a change point have a single change point
detected (17%). A small fraction (1.6%) had two change points detected.

Table 4. Number of change points detected vs. percentage (%) of the 1000 ensemble members for
the GTMBA analysis. Also listed is the number of change points detected when the observations are
replaced with noise.

Number of Change Points
% of Ensemble Members

with Detected Change Points
Observed False Alarm Rate (FAR) (%)

0 80.9 99.4
1 17.1 0.2
2 1.6 0.4
3 0.4 0.0

Figure 4 shows the results of the change point analysis as time series of the mean change point
models averaged over those ensemble members with the same number of change points (panel a,
black lines). Also shown are the monthly mean satellite in situ differences for the individual ensemble
members (red lines). Figure 4b shows a histogram of the change point dates. The majority of change
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points detected occurred prior to 2000 and Figure 5 shows a scatter plot of the step size versus date for
those ensemble members with a single change point occurring prior to the start of 2000. Three different
clusters were seen, with a step size of ~0.08 K around the end of 1992 for the earlier cluster. Subsequent
clusters decreased in magnitude of step size over time. Overall, the evidence suggests a warming in the
satellite data during this period, with a median step of 0.054 K (95% confidence interval 0.022 to 0.089 K)
occurring around February 1994 (October 1992 to December 1995). The confidence intervals were 2.5%
and 97.5% quantiles estimated using the R function “quantile” and based on Hyndman and Fan [45].
The cluster of points in December 1995 coincided with the end of the ATSR1 data used, with the PMT
algorithm and RHTest preferentially using the metadata to set the date of the change point.

Figure 4. Results of the ensemble application of PMT using the GTMBA. (a) The monthly mean
differences (satellite in situ) for the individual ensemble members are shown in red. Also shown are
the means of the model fitted by PMT grouped by number of change points detected. (b) Histogram of
the data of the change points detected across all ensemble members.

The evidence for the change points after 2000 shown in Figure 4 is weaker, with only 16 out of
1000 ensemble members showing the change points during January and July 2001. These change points
are coincident with the gyroscope failure on the ERS-2 satellite and implementation of the zero-gyro
mode in July 2001 to correct for the effects of this on the SST (e.g., Merchant et al., 2012). The size of
these changes are +0.08 K and −0.07 K respectively. Without the supporting metadata neither of these
change points would be significant based on the GTMBA data. However, similar change points have
been detected in the drifting buoy analysis, but with opposite signs, suggesting that the impact of the
gyro failure varies between the tropics and higher latitudes.
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Figure 5. Scatter plot and histograms of the change point date versus step size for the GTMBA ensemble
members where 1 change point was detected. Also shown are the median and 95% confidence intervals
for the date and step size (red dashed lines).

4.1.2. Drifting Buoys

Table 5 summarizes the results of the change point analysis using the drifting buoy observations.
One or more change points were detected in a large proportion of the ensemble members, with only
35% having no change point detected. As with the GTMBA, this is in contrast to a nominal FAR of 1%
and actual FAR of 4.4% using the synthetic data. The majority of ensemble members with a change
point have multiple change points detected. Figure 6 shows the timing of the change points, with the
mean change point model averaged over ensemble members with the same number of change points
shown in panel (a) (black lines) and histogram of change point dates in the panel (b). Also shown are
the monthly mean differences for the individual ensemble members (panel (a); red lines). The change
points occurring in January 2001 and July 2001 were very clear, both in the meantime series for the
change point models and histogram of change point dates. There was also a clear warming in the
satellite–buoy differences towards the end of the 1990s, but with more uncertainty over the timing of
the change. For those ensemble members with a single change, the change occurs during the 1990s,
with the record after ~2001 being relatively stable.

As noted above, the change points during 2001 (January and July) were associated with the
failure of a gyroscope on the ERS-2 satellite and the period when only nadir (single) view SSTs
were available. The impact of the use of single view SST retrieval during this period can be clearly seen
in the uncertainty estimates provided in the L2P data (Figure 7). Figure 8 shows a scatter plot of the
detected step sizes and dates across the ensemble (top) split into four groups. Individual scatter plots
and histograms for the individual groups are also shown. The median values and 95% confidence
intervals for the different groups are listed in Table 6 together with the size of each group. The first
group (black circles, Figure 8a,b) is clustered in the mid to late 1990s, with a median step of 0.053 K
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and a median date of February 1999. This group is discussed in more detail below. The second
group (red squares, Figure 8a,c) was coincident with the gyroscope failure, with a step of −0.060 K
occurring during January 2001. The third group (green diamonds, Figure 8a,d) coincided with the
commencement of the zero gyro mode in July 2007 and had a median step size of +0.054 K. The final
group (blue triangles, Figure 8a,e) was relatively small and spread out over the AATSR record from
middle 2002 onwards, with a cluster of change points detected around 2002–2003 and a small number
later in the record. The median size change point for this group was −0.029 K with a date of July 2002.
This final group coincided with start of the AATSR data, with the majority of change points flagged for
2002 across the ensemble only significant if supported by metadata.

Table 5. As Table 4 but for the drifting buoy analysis.

Number of Change Points
% of Ensemble Members

with Detected Change Points
Observed False Alarm Rate (FAR) (%)

0 35.0 96.6
1 20.5 2.3
2 21.1 1.1
3 18.7 0.0

>3 4.7 0.0

Table 6. Identified step changes, size and dates for the drifting buoy analysis. The 95% confidence
intervals have been estimated based on the 2.5% and 97.5% quantiles of the step sizes and dates.

Break Number (Count) Step Size (K) (95% Confidence Interval) Position (95% Confidence Interval)

1 (520) 0.053 (0.029–0.083) 15-02-1999 (15-12-1995 to 15-11-1999)
2 (424) −0.060 (−0.114–−0.021) 15-01-2001 (15-07-2000 to 15-01-2001)
3 (356) 0.054 (0.015–0.102) 15-07-2001 (15-06-2001 to 15-07-2001)
4 (56) −0.029 (−0.052–−0.017) 15-07-2002 (26-06-2002 to 02-01-2007)

Figure 6. As Figure 3 but for drifting buoy observations. (a) The monthly mean differences
(satellite in situ) for the individual ensemble members are shown in red. Also shown are the means of
the model fitted by PMT grouped by number of change points detected. (b) Histogram of the data of
the change points detected across all ensemble members.
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Figure 7. Monthly mean synoptically-correlated uncertainty estimate from the L2P data calculated
across all available drifting buoy match-ups (black line). Also shown are the change points identified
in 2001 (vertical red dashed lines).

Figure 8. Scatter plot of the identified change point dates and step sizes for the drifting buoy analysis
split into four groups. Panel (a) shows the steps identified over the full record—black represents
break 1, red break 2, green break 3, and blue break 4. Panels (b–e) show scatter plots and histograms
for the individual groups, the red dashed lines indicate the 2.5%, 50%, and 97.5% quantiles.
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Whilst a large proportion of the ensemble had a change point detected pre-2000, this was a period
where the drifting buoy network underwent a major evolution, with large changes to the spatial
sampling by the drifting buoys (Figure 2). When these changes are coupled with regional differences
previously reported for (A)ATSR in situ comparisons, with tropical differences tending to be positive
and extra tropical differences cooler or negative (e.g., Figure 6 from [18]), we would expect to see some
evidence in the time series of differences. As more observations and match-ups are made in the tropics
we would expect to see a warming in the satellite–buoy differences, and this is what is seen in Figure 6
and the sign of the steps detected in the 1990s. As a result, it is likely that the pre-2000 change points
were a feature of the evolution of the drifting buoy network and the changing spatial sampling by
drifting buoys, rather than being attributed to the satellite data.

4.1.3. Argo

Figure 9 summarizes the results of the change point analysis using Argo data, with the monthly
mean satellite in situ differences plotted for each ensemble member (red lines). In contrast to the
drifting buoy network there were few match-ups available, e.g., Figure 1, and only 16 match-ups per
month were used in this analysis. The impact of this reduced number of match-ups was evident in
the variability of the monthly mean differences shown in Figure 9, and gaps in the record prior to the
start of 2005. The lack of independence of the ensemble members was clearly seen, with less variability
between the different ensemble members. This was also evident in the single change point detected
compared to the ~10 that we would expect for an ensemble size of 1000 and 1% FAR. This suggests
that there are no significant change points (relative to Argo) for the period 2005 onwards. The actual
false alarm rate using synthetic data was slightly higher, with change points detected in 14 (1.4%) out
of the 1000 ensemble members.

Figure 9. As for Figure 3 but for Argo observations. (a) The monthly mean differences (satellite in situ)
for the individual ensemble members are shown in red. Also shown are the means of the model fitted
by PMT grouped by number of change points detected. (b) Shows a histogram of the false alarms.

157



Remote Sens. 2018, 10, 126

4.1.4. Sensitivity Tests

In addition to specifying our confidence in any detected change points and that they were not the
result of chance (i.e., type I errors or FAR), it was also useful to specify our confidence of detecting a
change point given our data and the probability of falsely accepting our null hypothesis. This concept
is known as the statistical power of a test or the type II error rate, with the statistical power given
by 1 − β where β is the type II error rate. The statistical power of the PMT has been quantified and
published by Wang et al. [20]. Table 7 lists the ensemble median standard deviation of the monthly
mean differences for the different analyses and number of months with valid data. Also listed are the
mean hit rates of the PMT from Table 5 of Wang et al. [20], interpolated to match those in Table 7 and
converted to statistical power (%).

Table 7. Median standard deviation of the monthly mean differences calculated across the different
ensembles, ratio of the target step size (0.05) to standard deviation, number of months with valid data
and estimated power interpolated from Table 5 of Wang et al. [20].

Analysis Median Inter-Month Standard Deviation (σ) 0.05
σ Number of Months Power (%)

GTMBA 0.062 0.806 249 42.6%
Drifting buoys 0.039 1.282 203 69.6%

Argo 0.073 0.685 110 26.1%

From Table 7 it can be seen that the analysis based on the drifting buoy data had the greatest
estimated statistical power, followed by the GTMBA and then the Argo analyses. To check the actual
power of the analyses described we re-estimated the statistical power using the synthetic datasets
described above. For each potential change point we inserted a step of 0.05 K into the satellite data in
the synthetic datasets and repeated the change point analysis, sub-sampling, and applied the PMT
1000 times. We then calculated the power for each potential change point as the hit rate observed
at that change point divided by 1000. The results expressed as % are shown in Figure 10. For the
GTMBA array, the results indicated that there was a ~40–60% chance of detecting a step change using
a single ensemble member over the majority of the period with data, but decreasing at either end
of the time series. The impact of the sample size and reduction of noise with increasing sample size
was seen, with a greater power of the drifting buoy analysis evident after ~2000. Based on this analysis,
there was an ~80% chance of detecting a step of 0.05 K in a single ensemble member using the drifting
buoys and sample size of 100. As with the GTMBA analysis, the power decreased towards either end
of the time series. In contrast to the GTMBA and drifting buoy analysis, the Argo analysis showed very
little power in detecting a step, due to the small number of match-ups available and larger inter-month
standard deviation.

Figure 10. Estimated statistical power (%) for detection of 0.05 K step in the satellite data given the
observing system characteristics and analysis configuration listed in Table 3.
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These results were broadly comparable with those listed in Table 7. The results of the sensitivity
tests were also broadly in line with the results for the different analysis presented above. Assuming that
the detected change points were real, ~75% of the ensemble members for the drifting buoy analysis
detected a change point, compared to a power of ~80%. For the GTMBA, change points were detected
in ~20% of ensemble members, but towards the start of the time series. This was compared to a
power of 40–50% in the middle of the time series, decreasing to 20% or less prior to 1995. Whilst the
Argo statistical power was less than expected, the ensemble members used was not independent.
This would lead to reduced power and an increased false alarm rate, as seen in this section and the
previous section.

4.2. Stability Assessment

Figure 11 shows the monthly mean differences (black lines) for the different ensemble members
from the GTMBA (panel (a)) and drifting buoy analysis (panel (c)) without adjustment for identified
change points. Also shown are the results of fitting the AR1 trend model for each ensemble member
(red lines). Figure 11 also shows the histogram of the fitted trend component for the GTMBA (panel (b))
and drifting buoys (panel (d)). No trend analysis has been performed using the Argo data due to the
short time series available.

For both the GTMBA and the drifting buoy analysis the trends in the differenced time series
were small. The median trend fitted to the GTMBA time series was 0.012 ± 0.015 K decade−1, with the
uncertainty equivalent to the median 95% confidence interval from the fitted AR1 models. The median
trend component of the AR1 model fitted to the drifting buoy time series was 0.010 ± 0.014 K decade−1.
Table 8 lists the 2.5%, 50%, and 97.5% quantiles for both the trend estimate and confidence intervals
across the ensemble. In both analyses, even with the detected change points, the stability of the satellite
SST estimates relative to the in situ data was within the target 0.1 K decade−1.

 

Figure 11. Panels (a,c): time series of the individual ensemble mean differences as a function of time
(black lines) using observations from the (a) GTMBA and (c) drifting buoys, fitted AR1 trend models
(red lines), mean differences averaged across all available match-ups (green lines) and AR1 model
fitted to the mean of all available match-ups. Panels (b,d): histograms of the estimated trends across
the ensembles for the (b) GTMBA and (d) drifting buoy data. The red dashed lines indicate the 2.5%,
50% and 97.5% quantiles. The blue dashed line indicates the trend fitted using all available match-ups.
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Table 8. Trend and trend uncertainty estimates for the AR1 model applied to the GTMBA and drifting
buoy ensembles.

Analysis
Trend (K decade−1) Trend Uncertainty (K decade−1)

2.5% 50% 97.5% 2.5% 50% 97.5%

GTMBA 0.001 0.012 0.023 0.013 0.015 0.017
Drifting buoy 0.001 0.010 0.019 0.012 0.014 0.017

5. Conclusions

The ESA SST CCI project aims to generate an SST dataset that is independent of the in situ
observations, free of inhomogeneity and with high temporal stability (drift <0.1 K decade−1) in
the global mean. Within this paper we have presented a method to test the homogeneity of the
SST values from the CCI project in comparison to in situ observations, testing for change points in
the SST retrievals. This work builds on that of others, extending the change-point analysis from
stations at fixed locations to mobile station data through the use of aggregate time series and an
ensemble approach. The use of aggregate time series increases the sensitivity of the tests applied by
minimizing observational errors and noise through averaging. The use of ensembles allows us to
quantify the sampling uncertainty due to our method and sub-sampling of the available match-up
data to form our aggregate time series.

We have applied the method to three different sources of in situ data and SST retrievals based on
the (A)ATSR series of sensors. The in situ sources were: (1) the GTMBA array, (2) the drifting buoy
array (ATSR2 onwards), and (3) near surface Argo data (~2004 onwards). The results of the analysis
using the GTMBA data were broadly comparable to that previously found in the ARC project [35],
with evidence of a warming of the satellite SST retrievals compared to the GTMBA data between 1993
and 1995, and coincident with the decreasing levels of atmospheric aerosols following the Pinatubo
eruption in 1991. In addition to recovery following Pinatubo, there is evidence of a pair of change
points in the satellite data during 2001 in both the GTMBA and drifting buoy analysis. The first step
detected occurs in January 2001 and is coincident with the failure of a gyroscope on the ERS-2 satellite.
The second change point occurs in July 2001 and is coincident with beginning of the zero gyro mode
SST retrievals in the ATSR 2 data. During this period (January–July 2001) only nadir view retrievals
were available, with a substantial increase in the uncertainty in the satellite SST values. No change
points were detected for the period including the Argo data.

The statistical power of the different analyses has been estimated, based on both the published
power of the PMT [20] and an empirical assessment as part of the work presented in this paper.
The drifting buoy analysis has the greatest statistical power, with a 70–80% chance of detecting a
step of 0.05 K using a single ensemble member. For example, for an ensemble of 20 independent
members containing a step of 0.05 K, we would expect 14 to 16 members to detect the step, and at most,
one false positive. For a moderate ensemble size (~20–50) we can be virtually certain that a step of
this magnitude would be detected. The power of the moored buoy analysis was in the range 40–50%
for a step of 0.05 K. Again for a moderate ensemble size we can be virtually certain of detecting a
change point in the data. The analysis using the Argo data showed much less statistical power and it
is doubtful that we would be able to generate enough independent ensemble members to significantly
increase the power. It should be noted that the success of the drifting buoy analysis and greater
statistical power is primarily due to the large number of drifting buoys making SST observations.
This can, in part, be credited to the use of design metrics, such as the equivalent buoy density and
buoy need index of Zhang et al. [46], for the drifting buoy array.

In addition to the change point analysis, we have assessed the satellite in situ differences for
drift by fitting an AR1 trend model to the monthly mean differences. We have applied the model to
both the individual ensemble members and monthly mean differences using all available match-ups.
Similar results are found using both methods, with small trends of order 0.01 K decade−1 present in
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the monthly mean differences. Uncertainties in the trend, both due to the model fit and sampling
across the ensemble, are of a similar or slightly larger magnitude to the trend itself. The observed
trends in the differences are significantly smaller than the target 0.1 K decade−1.

Future assessments of the ESA SST CCI dataset(s) will be needed. For example, version 2
of the CCI dataset will contain SST retrievals from both the AVHRR and (A)ATSR sensors, and use
updated algorithms. It is recommended that future assessments are made using the GTMBA match-ups
in the tropics for the full period and drifting buoy data globally from ~2000 onwards. Whilst Argo
has shown limited utility in the analyses presented, this is primarily due to the limited number
of match-ups available for the (A)ATSR data. For AVHRR we would expect a greater number of
match-ups due to the wider swath width, resulting in greater statistical power and an increased ability
to detect small changes in the satellite data. This will be tested in future analyses.

Finally, the method developed in this paper is not restricted to the (A)ATSR sensors or to sea
surface temperature. Provided that suitable sample sizes that are independent or near independent
of each other can be generated from the available matchups and that the impact of changes to the
in situ reference networks can be quantified the method can be applied. For example, the method
could be applied to SST data from MODIS or from microwave sensors. Similarly, the data could be
applied to wind speed or humidity retrievals where suitable reference data exists. Based on the results
above for SST, and work by previous authors (e.g., [47]), a minimum sample size of ~100 matchups
is recommended, but this will vary with the variable of interest and the quality of the reference data.
For coastal regions, where sampling is more limited but there are more fixed stations, the use of the
operational moored buoy network and methods such as the pairwise comparison test of Menne and
Williams [40] may be more appropriate. However, this would require improvement to the operational
buoy metadata record.

Acknowledgments: The work undertaken in this paper was funded by the European Space Agency (ESA ESRIN
REF 3-13904/13/I-NB) Sea Surface Temperature Climate Change Initiative project. Analysis has been performed
on the UK Science and Technology Facilities Councils (STFC) JASMIN supercomputing facility using version 3.4.0
of the R programming language. The RHTest v4 R package has been used to perform PMT tests and is available
from http://etccdi.pacificclimate.org/software.shtml.

Author Contributions: David I. Berry wrote the paper, designed and developed the method to apply the
homogeneity testing methods to mobile data, and performed the analysis. Gary K. Corlett provided the data
from the match-up database used, provided guidance on how to use the match-ups, and contributed to the
interpretation of the results. Owen Embury contributed to the interpretation of the results and provided guidance
on events that may impact on the quality of the satellite data. Christopher J. Merchant conceived the assessment
of the stability of the satellite SSTs using Argo and the other in situ platforms, building on the work of the
ARC project, and contributed to the interpretation of the results.

Conflicts of Interest: The authors declare no conflict of interest.

Glossary

AATSR Advanced Along Track Scanning Radiometer
AR1 Lag 1 Auto-Regressive Model
ARC (A)ATSR Reprocessing For Climate Project
ATSR Along Track Scanning Radiometer
AVHRR Advanced Very High Resolution Radiometer
CCI Climate Change Initiative
ECMWF European Centre For Medium-Range Weather Forecasts
EN4 Hadley Centre EN4 Dataset
EO Earth Observation
ERA ECMWF Re-Analysis
ERS-1 European Remote Sensing Satellite 1
ERS-2 European Remote Sensing Satellite 2
ESA European Space Agency
FAR False Alarm Rate
GDAC Global Data Assembly Centre
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GTMBA Global Tropical Moored Buoy Array
HadIOD Hadley Centre Integrated Ocean Database
ICOADS International Comprehensive Ocean-Atmosphere Data Set
L2P Level 2 Pre-Processed
MMD Multi-Sensor Match-Up Database
PMT Penalized Maximal t Test
RSD Robust Standard Deviation
SNHT Standard Normal Homogeneity Test
SST Sea Surface Temperature
WOD World Ocean Database
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Abstract: Cloud detection is a source of significant errors in retrieval of sea surface temperature
(SST). We apply a Bayesian cloud detection scheme to 37 years of Advanced Very High Resolution
Radiometer (AVHRR) Global Area Coverage (GAC) data, which is an important source of
multi-decadal global SST information. The Bayesian scheme calculates a probability of clear-sky for
each image pixel, conditional on the satellite observations and prior probability. We compare the
cloud detection performance to the operational Clouds from AVHRR Extended algorithm (CLAVR-x),
as a measure of improvement from reduced cloud-related errors. To do this we use sea surface
temperature differences between satellite retrievals and in situ observations from drifting buoys
and the Global Tropical Moored Buoy Array (GTMBA). The Bayesian scheme reduces the absolute
difference between the mean and median SST biases and reduces the standard deviation of the SST
differences by ∼10% for both daytime and nighttime retrievals. These reductions are indicative
of removing cloud contaminated outliers in the distribution, as these fall only on one side of the
distribution forming a cold tail. At a probability threshold of 0.9 typically used to determine a
binary cloud mask for SST retrieval, the Bayesian mask also reduces the robust standard deviation by
∼5–10% during the day, in comparison with the operational cloud mask. This shows an improvement
in the central distribution of SST differences for daytime retrievals.

Keywords: sea surface temperature; cloud detection; AVHRR; climate data record

1. Introduction

Remote sensing techniques are commonly used to retrieve geophysical properties of the
Earth’s atmosphere and surface. For the majority of applications using data at thermal infrared
wavelengths, classification of observations into clear or cloudy skies is a fundamental preprocessing
step. Cloud detection methods can be used either to isolate clouds for retrieval of cloud properties,
e.g., cloud optical depth, cloud top height [1,2], or for identifying and discarding regions where
cloud obscures the Earth’s surface, essential for retrieval of surface parameters such as temperature,
land cover classification and ocean colour [3–6].

Different approaches to image classification and cloud detection have been developed. One of the
first approaches used to address the cloud detection problem (still commonly used) is to apply a series
of threshold tests to the satellite imagery, based either on single channel properties, e.g., radiance,
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reflectance or brightness temperature, or using channel differences, normalised differences or textural
measurements [7–9]. Typically, appropriate thresholds are determined using a selection of test data or
case studies, and thresholds appropriate for one cloud type or atmospheric regime may not generalise
well to other observation conditions.

This concept of applying a series of threshold-based tests to the observed data has been extended
in the development of ‘fuzzy logic’ and neural networks for cloud detection. In these approaches
binary thresholds are replaced with gradated boundaries defined using a cloud/clear weighting
between 0–1. The outcomes of these tests are then combined, using a series of logical comparisons to
give a final classification [10,11]. These logic models are developed using training data where the true
classification of each observation is previously determined. Although neural networks may show good
cloud detection skill under certain conditions, they are limited by the range of observations included
in the training dataset.

A third approach is to use Bayes Theorem to determine a clear-sky probability given both the
satellite observations and prior information on the background state [5,12]. We would expect this to be
the optimum approach, as essentially cloud detection is a Bayesian problem, requiring an estimate of
clear-sky probability given both satellite observations and prior knowledge of the surface conditions.
In Bayesian approaches, this prior information is dynamic rather than static, increasing generality
to a wide range of atmospheric conditions. A threshold can then be placed on this probability to
determine a binary cloudmask appropriate to the application. In some retrieval algorithms a naive
Bayesian approach is used assuming independence between classifiers (i.e., different channels or
cloud tests) [13,14]. This can considerably reduce the size of the probability density space used to
describe each classifier, and is often used to reduce the complexity of the problem or increase data
processing speed. Arguably, however, the main benefit of a full Bayesian approach to cloud-screen
multi-channel data comes from coherent assessment of joint probability distributions, as in reality
individual classifiers are not independent.

Comparison studies have provided evidence that Bayesian techniques can more succesfully detect
cloud under a range of different meteorological conditions than threshold-based methodologies [3,5].
Further, Bayesian approaches have been applied to retrievals of sea surface temperature [5,15] with
their potential for use at high latitudes and over land also demonstrated [3,12]. Within the context of
the European Space Agency’s (ESA) Sea Surface Temperature Climate Change Initiative (SST CCI) and
ATSR Reprocessing for Climate (ARC) projects, full Bayesian methods are applied to the dual-view
Along Track Scanning Radiometer instruments [15,16] in the production of climate data records.

In this paper we consider the application of Bayesian methods to the Advanced Very High
Resolution Radiometers (AVHRRs), assessing cloud detection skill against a heritage cloud mask
provided in operational products. The paper is structured as follows: in Section 2 we describe
the Bayesian cloud detection and its application to AVHRR, detailing the relevant instrument
characteristics. In Section 3 we describe the application of single-sensor look-up tables to other
instruments in the AVHRR data record, and in Section 4 we validate the cloud mask performance
using SST comparison statistics and discuss the results. We conclude the paper in Section 5.

2. Bayesian Cloud Detection for AVHRR

Bayesian cloud detection methods as a pre-processing step for sea surface temperature (SST)
retrieval have been used extensively with the Along-Track Scanning Radiometers (ATSRs) in the
provision of SST data for climate applications [15,16]. The Bayesian methodology for cloud detection
is described in detail in [5] and outlined only briefly here as this paper focuses on the applicability
to data from the AVHRR sensors. The probability of clear-sky P(c|yo, xb) given both the observation
vector yo and prior knowledge of the background state xb is:

P(c|yo, xb) = [1 +
P(c̄)P(yo|xb, c̄)
P(c)P(yo|xb, c)

]−1 (1)
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where the observation vector consists of the satellite observations and the background state vector
includes the prior sea surface temperature, total column water vapour and windspeed from the
ERA-Interim numerical weather prediction (NWP) data [17]. P(c̄) and P(c) are the prior probabilities
of cloudy and clear skies defined using the total cloud cover in the NWP data (where c̄ and c denote
cloud and clear conditions respectively). Limits are placed on these estimates that prevent the prior
probability of cloud exceeding 95% or falling below 50%. These limits ensure that the cloud prior
probability is both realistic and that the prior probability of cloud is not set to 100%. P(yo|xb) is the
probability of the observations given the background state summed over clear and cloudy conditions,
specified using an emprical look-up table for cloudy conditions (Section 2.4) and simulated using a
radiative transfer model for clear-sky conditions (Section 2.3). Error covariance matrices used in the
Bayesian calculation include terms for noise in the observations, uncertainty in the prior and forward
model uncertainty.

2.1. Advanced Very High Resolution Radiometer Data

The Advanced Very High Resolution Radiometer (AVHRR) instrument comes in three different
configurations. The AVHRR-1 instrument has the smallest compliment of channels at 0.6, 0.8, 3.7 and
10.8 μm. The AVHRR-2 instrument has an additional 12 μm channel and the AVHRR-3 instrument
includes a 1.6 μm channel, which can be switched with the 3.7 μm channel on command. AVHRR
data are available at two different resolutions. Full resolution data are 1.1 km at the sub-satellite point,
and only routinely provided globally for the MetOp series of sensors. For earlier sensors, data are
provided at a nominal resolution of 4 km at the sub-satellite point, and this data stream is referred
to as ‘global area coverage’ (GAC) data. GAC data are derived by sampling four pixels across-track,
missing one, and then sampling the next four, in every third scanline. The GAC data transmitted
from the satellite are then an average of the signal across each four pixel block, and represent the
geographical area of 3 × 5 full resolution pixels [18]. The first AVHRR instrument was TIROS-N,
launched in 1978, and the AVHRR series provide an unbroken record of Earth observations over a
39 year time period, a data record length ideal for climate applications. Here we consider the data
record from AVHRR-06 launched in 1979 through to MetOp-A at the end of 2016. Table 1 provides a
list of the AVHRR instruments, their period of operation (note that for earlier sensors there may be
data gaps within this record), available channels and equator overpass time.

Table 1. AVHRR instrument record indicating instrument name and type, period of operation, channel
availability and daytime equator overpass time. Parenthesis around a given channel indicates that data
from that channel are not routinely transmitted.

Instrument Type Period of Operation Channel Availability (μm) Overpass Time

NOAA-6 AVHRR-1 July 1979–March 1982 0.6, 0.8, 3.7, 10.8 Morning
NOAA-7 AVHRR-2 September 1981–February 1985 0.6, 0.8, 3.7, 10.8, 12.0 Afternoon
NOAA-8 AVHRR-1 May 1983–October 1985 0.6, 0.8, 3.7, 10.8 Morning
NOAA-9 AVHRR-2 February 1985–November 1988 0.6, 0.8, 3.7, 10.8, 12.0 Afternoon

NOAA-10 AVHRR-1 November 1986–September 1991 0.6, 0.8, 3.7, 10.8 Morning
NOAA-11 AVHRR-2 November 1988–December 1994 0.6, 0.8, 3.7, 10.8, 12.0 Afternoon
NOAA-12 AVHRR-2 September 1991–December 1998 0.6, 0.8, 3.7, 10.8, 12.0 Morning
NOAA-14 AVHRR-2 January 1995–October 2002 0.6, 0.8, 3.7, 10.8, 12.0 Afternoon
NOAA-15 AVHRR-3 October 1998–December 2010 0.6, 0.8, (1.6), 3.7, 10.8, 12.0 Morning
NOAA-16 AVHRR-3 January 2001–December 2010 0.6, 0.8, (1.6), 3.7, 10.8, 12.0 Afternoon
NOAA-17 AVHRR-3 June 2002–December 2010 0.6, 0.8, 1.6, 3.7, 10.8, 12.0 Morning
NOAA-18 AVHRR-3 May 2005–Present 0.6, 0.8, (1.6), 3.7, 10.8, 12.0 Afternoon
NOAA-19 AVHRR-3 February 2009–Present 0.6, 0.8, (1.6), 3.7, 10.8, 12.0 Afternoon
MetOp-A AVHRR-3 October 2006–Present 0.6, 0.8, 1.6, 3.7, 10.8, 12.0 Morning
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2.2. AVHRR Level 1 Calibration and Harmonisation

When considering long time series of data covering observations from multiple sensors, both the
accuracy of individual sensor calibration and the biases between sensors are important. Instrument
calibration can change over time due to sensor degredation, and individual sensors may show biases
in relation to a reference sensor. In this section, we discuss how we address these issues for both the
visible and infrared channels.

2.2.1. Visible Channels

For the AVHRR instruments there is no on-board calibration system to track any changes in the
visible channel detector response but it is now known that significant instrument degradation over
time has occurred e.g., [19]. From November 1996, the National Oceanographic and Atmospheric
Administration (NOAA) has provided an operational monthly update to the visible channel coefficients
based on the Libya-4 desert reference site [19]. However, data prior to November 1996 have not been
corrected, and therefore the visible degradation can affect the cloud detection which could result in
spurious trends in SST.

To remove these calibration trends and improve the visible channel data, there are several
recalibration schemes available. Along with the operational updates discussed above, coefficients
are available from the Community Satellite Processing Package (CSPP) software available from the
Co-operative Institute for Meteorological Satellite Studies (CIMSS) (based on the Heidinger et al.
algorithm [20]), from the NASA Langley Research Centre (LaRC) AVHRR Fundamental Climate
Data Record (FCDR) project, from the NOAA Climate Data Record Program (e.g., [21]), from the
University of Maryland (e.g., [22]) and others. The most recent of these are based on a number of
different references including MODIS channels, desert sites, cloud tops and sites such as Dome-C in
the Antarctic. In general, they have quoted accuracies of the order of 2–3%.

In the ESA SST CCI project we have used the CSPP coefficients (dated to late 2015) to calibrate the
visible channels. These coefficients provide a time dependent model for the calibration coefficients
based on time from launch. Beyond the update to the calibration coefficients we have also used a
simple outlier rejection scheme to remove spurious counts from the space view data and have applied
the same smoothing kernel to the space view data as is used for the IR calibration (see Section 2.2.2).
These two extra processing steps will result in slightly different values than would be provided by the
CSPP software directly but should improve stability.

2.2.2. Infrared Channels

The AVHRR has up to three IR channels and has an internal calibration target (ICT) which is used
to determine variations in the instrument gain. To improve the calibration signal-to-noise we first
use smoothed values of the calibration counts (space view and ICT view) and the ICT temperatures.
Then to calibrate the IR channels we use the Walton et al. calibration algorithm [23] (the current
operational calibration) using calibration coefficients taken from the CSPP. This is because the CSPP
has coefficients for all the AVHRR sensors including coefficients for the AVHRR-1 instruments that
do not have a 12 μm channel (NOAA-06, NOAA-08 and NOAA-10), which were not included in
the original analysis [23]. To calibrate the IR channels, we first assume that the 3.7 μm channel is
completely linear so the gain can be simply calculated from the calibration observations. The 10.8 μm
and 12 μm channels are, however, known to be non-linear and the calibration first derives a linear
radiance (including a bias correction term called the ‘negative radiance of space’) and then uses a
quadratic based on this linear radiance as a non-linear correction term.

At this point, we note that all the calibration coefficients in the operational calibration [23] were
based on an analysis of the pre-launch data which has subsequently been shown to have numerous
problems ([24]) and are therefore suspect. Further, the difference between the thermal environment of
the pre-launch testing (where uniform temperature gradients were a goal) and the thermal environment
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in-orbit (where directional heating from the Sun will cause strong thermal gradients) will impact
the calibration. This variation in thermal gradients is particularly important when considering the
long-term stability of the instrument because most of the AVHRRs are not in stable orbits but are in
orbits that drift (see Figure 1), thereby varying the thermal state of the AVHRR on long timescales.

Figure 1. Daytime equator overpass times for AVHRR sensors as a function of instrument lifetime.

Biases in the operational IR AVHRR radiances [23] have been previously reported. For example,
a strong (up to 0.5 K) scene temperature dependent bias has been seen in the AVHRRs flown on-board
the MetOp series of satellites (e.g., [25,26]) and there is also evidence for a large time dependent bias
due to changes in the AVHRR thermal state (e.g., [25,27]). To take both these sources of bias into
account we have therefore implemented a two-step bias correction scheme applied to the operational
calibration. We first determine the AVHRR bias relative to clear-sky radiances over ocean scenes
(estimated using the ERA Interim atmospheric profiles together with RTTOV v11.3 as the radiative
transfer model). Because there is a distinct lack of temperature sensors on the AVHRR (for the early
sensors there are just the ICT PRT temperatures available) we have to estimate the AVHRR thermal
state using the orbital average of the ICT temperature as a proxy. Then to model the bias we use a
range of different model types such as simple polynomials and two state linear models (where there
is a clear difference between trends as a function of orbital averaged ICT temperature). Different
models are applied for different time periods all as a function of the orbital average ICT temperature.
Full details of the time dependent biases seen in the AVHRR will be presented elsewhere.

Once the time dependent bias has been corrected for we then use the overlap period of the
AVHRRs with the (A)ATSR sensors to determine an average scene temperature dependent bias.
To ensure compatibility with the thermal state dependent bias discussed above we have again taken
just the clear-sky matches between the AVHRR and (A)ATSR sensors. We have then used a double
difference method (e.g., [28]) between the AVHRR and (A)TSR sensors which allows for large time
separation in the matches (of order hours) as well as automatically correcting for spectral response
function differences between sensors. A single linear fit of bias as a function of scene temperature was
then made to all the (A)ATSR/AVHRR matchups which effectively links all the AVHRR sensors to
the (A)ATSR sensors as a reference. Note that by fitting to all the overlapping sensors simultaneously
we are also trying to capture the range of error in the calibration across all sensors and the standard
deviation seen around the bias model is added to the total uncertainty of the IR calibration. For those
sensors which do not overlap the (A)ATSR period we then double this uncertainty in an effort to take
the lack of a reference pre-1995 (pre ATSR-2) into account.

Finally, an estimate of the radiance uncertainty for each pixel is derived from the counts
noise seen in the space view coupled with the estimated instrument gain. To this we add the
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calibration uncertainty defined above and the total radiance uncertainty is converted into an noise
equivalent differential temperature (NEdT, defined for a scene temperature of 300 K) for use with
subsequent processing.

2.3. Simulating Clear-Sky Observations

For clear-sky conditions we use the fast forward radiative transfer model RTTOV v11.3, which has
the ability to simulate top-of-atmosphere radiances at both visible and infrared wavelengths [29].
We have used infrared channel simulations extensively in previous applications of the Bayesian
cloud screening to ATSR data [5,16] but here use similar information from the 0.6 and 0.8 μm visible
wavelength channels in daytime cloud detection. RTTOV v11.3 radiative transfer is coupled with
a Cox and Munk parameterisation of surface reflectance and glint [30], to determine suitability for
cloud detection purposes. We compare simulated and observed reflectance in the 0.6 and 0.8 μm
channels using an SST match-up database [31] including all AVHRR sensors used in the data record.
Clear-sky matches were selected using Bayesian cloud detection with infrared channels only, including
checks for bad data, navigation and calibration problems. Although the Bayesian cloud detection using
only the 10.8 and 12 μm channels is not perfect, averaging the reflectances within radiative transfer
model (RTM) reflectance bins minimises the impact of missed clouds on the resulting fit. Figure 2
shows the 0.6 and 0.8 μm data plotted in bins of 0.01 RTM reflectance including a linear regression
for each channel. RTTOV v11.3 overestimates reflectance under brighter conditions compared to the
observations in both channels. We therefore apply a simple linear correction to the RTTOV v11.3
simulations when processing the AVHRR data to align them more closely with the observations.
A single correction is applied uniformly to all AVHRR sensors (similar results were found when
considering each sensor individually but are not shown here), and Figure 3 shows a comparison for
RTM minus observation for clear-sky matches with the correction applied. Linear regressions for both
channels now lie almost directly along the 1:1 line, with a small deviation of the data at high reflectance.
Most clear-sky observations have reflectance below 0.2 and in those regions these simulations are now
accurate enough to use in the cloud detection scheme. Performance of the classifier under sunglint
conditions, where the top of atmosphere reflectance will be higher, is specifically addressed in Section 4.

Figure 2. Observed reflectance as a function of RTTOV v11.3 radiative transfer model (RTM) reflectance
for Channel 1, 0.6 μm (blue) and Channel 2, 0.8 μm (red). Joined data points show data binned at 0.01
in the RTM reflectance with associated error bars. Solid lines show a linear regression of the observed
reflectance against the RTM in each channel. Dashed black line shows the 1:1 relationship. Legend
shows the gradient (Grad) and intercept (Int) of the linear fits to the data.
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Figure 3. Observed reflectance as a function of the corrected RTTOV v11.3 radiative transfer model
(RTM) reflectance for Channel 1, 0.6 μm (blue) and Channel 2, 0.8 μm (red). The linear correction used
is that defined in Figure 1. Joined data points show data binned at 0.01 in the RTM reflectance with
associated error bars. Solid lines show a linear regression of the observed reflectance against the RTM
in each channel. Dashed black line shows the 1:1 relationship. Legend shows the gradient (Grad) and
intercept (Int) of the linear fits to the data.

2.4. Empirical Cloudy PDFs

To calculate the probability of clear-sky, we need to determine the probability of the observations
given the background state P(yo|xb) under both clear-sky and cloudy conditions. For cloudy
conditions, simulating top of atmosphere radiances on-the-fly is computationally expensive.
We therefore represent cloudy observations using pre-calculated empirical probability density functions
(PDFs) derived from MetOp-A GAC data between 2006–2017. We generate the PDFs using a single
iteration of our Bayesian cloud detection algorithm, bootstrapped using empircal cloudy PDFs for
the Advanced Along Track Scanning Radiometer (AATSR) cloud detection. We use a brightness
temperature shift at the point of indexing the look-up table to make the AVHRR observations ‘look like’
AATSR (the methodology is described in detail in Section 3). Further, as AATSR makes observations
in two views (satellite zenith angles of 0◦–22◦ in the nadir and 52◦–55◦ degrees in the forward view),
the AATSR PDFs are interpolated as a function of path length to represent the other viewing angles
seen by MetOp-A. We also note that although the AVHRR GAC data does come with an operational
cloud mask (CLAVR-x), we found that the performance of this mask was insufficient to prevent
inclusion of large numbers of clear-sky observations in the empirical PDFs, rendering this unsuitable
for bootstrapping the PDF generation.

Figure 1 shows daytime equator overpass times for all of the AVHRR sensors. Metop-A was
selected as the baseline for creating the AVHRR cloudy PDFs due to the orbital stability. It is one of the
few AVHRR instruments which does not show significant orbital drift over time, it has the maximum
number of channels available for AVHRR instruments, and has a long data record spanning 10 years.
Table 2 describes the AVHRR PDF construction, where separate look-up tables are used for spectral
and textural features. There are three spectral PDFs generated for processing daytime data, and two
for nighttime data (labelled PDF 1, PDF 2, PDF 3 in Table 2). The PDFs used are dependent on the
sensor, for example during the day, AVHRR -1 instruments use daytime spectral PDF 1 and PDF 3,
while AVHRR-2/3 instruments use daytime spectral PDF 1 and PDF 2. A single textural PDF is used
regardless of the time of day.
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Table 2. Empirical cloudy PDF specifications as applied for AVHRR cloud detection. Acronyms used
are as follows: BT - brightness temperature, NWP - numerical weather prediction, SST - sea surface
temperature, Diff - difference, SZA - solar zenith angle.

PDF Sensor Dimension Lower Limit Upper Limit Bin Size No. of Bins

Daytime Spectral
PDF 1 1,2,3

0.6 μm refl 0.0 1.0 0.01 100
0.8 μm refl 0.0 1.0 0.01 100

SZA 0.0 95.0 2.5 38
Path Length 1.0 2.4 0.35 4

Daytime Spectral
PDF 2 2,3

10.8 μm BT–NWP SST −20.0 10.0 1.0 30
10.8–12 μm BT −1.0 9.0 0.2 50

NWP SST 260.0 310.0 1.0 50
Path Length 1.0 2.4 0.35 4
Day/Night 0.0 180.0 90.0 2

Daytime Spectral
PDF 3 1

10.8 μm BT 260.0 305.0 1.0 45
NWP SST 260.0 310.0 1.0 50

Path Length 1.0 2.4 0.35 4
Day/Night 0.0 180.0 90.0 2

Nighttime Spectral
PDF 1 2,3

10.8 μm BT–NWP SST −20.0 10.0 1.0 30
10.8–12 μm BT Diff −1.0 9.0 0.2 50
3.7–10.8 μm BT Diff −6.0 10.0 0.2 80

NWP SST 260.0 310.0 2.5 20
Path Length 1.0 2.4 0.35 4
Day/Night 0.0 180.0 90.0 2

Nighttime Spectral
PDF 2 1

10.8 μm BT–NWP SST −20.0 10.0 1.0 30
3.7–10.8 μm BT Diff −6.0 10.0 0.2 80

NWP SST 260.0 310.0 1.0 50
Path Length 1.0 2.4 0.35 4
Day/Night 0.0 180.0 90.0 2

Textural PDF 1,2,3
10.8 μm BT 260.0 305.0 1.0 45
NWP SST 260.0 310.0 1.0 50

Path Length 1.0 2.4 0.35 4

Spectral PDFs are generated under cloudy conditions only, while textural PDFs are calculated
under both clear and cloudy conditions. In terms of individual PDFs, the visible channel spectral
PDF 1 is used during the day and is applicable to all AVHRR instruments as it uses the 0.6 and
0.8 μm channels only. For the infrared daytime PDF, we use the 10.8 and 12 μm for AVHRR-2 and 3
instruments (daytime spectral PDF 2), and the 10.8 μm only for AVHRR-1 (daytime spectral PDF 3) as
the 12 μm isn’t present. At night, the spectral PDFs are extended to include the shortwave infrared
3.7 μm channel (nighttime spectral PDFs 1 and 2). Finally the textural PDF uses the local standard
deviation of the 10.8 μm brightness temperature over a 3 × 3 pixel domain, centred on the pixel to be
classified. This PDF is used consistently under day and nighttime conditions, for all AVHRR sensors.

Given the equator overpass time of the sensor however, MetOp-A does not make observations at
the full range of solar zenith angles observed by other AVHRR sensors with different equator overpass
times, and consequently the visible channel PDFs need to be extended in order to be applicable to the
entire data record. To do this, we use data from NOAA-18, which has an afternoon equator overpass
time. Although still currently operational, NOAA-18 shows a step-change in the SST data record
post-2010. We therefore use only observations made between 2005–2009. MetOp-A routinely makes
observations in the solar zenith angle range 25◦–90◦ (with this range extending to smaller solar zenith
angles at longer atmospheric path lengths). NOAA-18 routinely makes observations at solar zenith
angles as low as 15◦ at nadir, and in the range not observed by MetOp-A we use NOAA-18 data
to directly fill the corresponding bins in the look-up table. For lower solar zenith angles than those
observed by either instrument, we use the average of the first three valid bins from the NOAA-18 data
to define the PDF. This approach can be justified as conditions for solar zenith angles of ∼15◦ are very
similar to when the sun is directly overhead. These data will be relevant for AVHRR sensors that show
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significant orbital drift throughout their lifetime, deviating substantially from the equator overpass
times represented by MetOp-A and NOAA-18.

2.5. High Latitude Ice Masking

In regions where there is a chance that the sea surface freezes, cloud masking has to be extended
to also include sea-ice masking. Clouds and sea-ice do have some similar spectral signatures, but for
other features, the spectral signature for sea-ice can be closer to cloud-free sea. Therefore sea-ice
masking should be included in the classification when processing SST at high latitudes. One solution
could be to extend the two-way classifier described at the start of Section 2 to a three-way classifier on
a global scale. Another option is to include a classifier adapted for sea-ice masking in regions where
sea ice can occur as we do here.

The sea-ice masking has been set up using a three-way classifier trained for high latitude areas,
and therefore only to be applied at high latitudes. The idea is that all pixels classified as cloud free by
the two-way classifier at high latitudes undergo an additional classification by a three-way classifier
that also includes sea-ice. This is used to potentially reclassify clear-sky pixels as ‘not clear’ only,
by reducing the probability of clear-sky given by the Bayesian calculation. The clear-sky probability is
set to the minimum of the clear-sky probability given by the two-way classification, and the clear-sky
probability given by the three-way classification.

High latitudes can be defined as areas poleward of 50 N/S, or more specifically as areas within
the climatological maximum sea-ice extent. We use the latter to define sea-ice affected regions using
monthly data from National Snow and Ice Data Center (NSIDC) [32] . The sea-ice edge has been
extended by 100 km into the open water definition to account for the daily sea-ice edge fluctuations.

The three-way classifier is defined in a similar way as the two-way Bayesian classifier (1), except
that a third ice covered class is added. The probability of a pixel being clear-sky over ocean in a n-way
classifier is given in (2) [12], where classn includes clear (c), cloud (c̄) and ice (i):

P(c|yo, xb) =
P(c)P(yo|xb, c)

∑n P(classn)P(yo|xb, classn)
(2)

For this work, the three-way classifier developed in the EUMETSAT Oceans and Sea Ice Satellite
Application Facility (OSI SAF) project and SST CCI Phase 1 [12] has been used. This classifier has
been trained on AVHRR GAC data to work for all sensors in the series. This training is necessary to
define the PDFs for the three classes (clear, cloud, ice) and uses an empirical approach. To generate the
PDFs, the EUMETSAT Climate SAF cLoud, Albedo and surface RAdiation dataset from AVHRR data
(CLARA-A2) dataset [33] and the EUMETSAT OSI SAF CDR on sea ice concentration [34] have been
used. CLARA-A2 consists of both re-calibrated AVHRR channel data and cloud/ice masking products.
The cloud/ice mask from CLARA-A2 and OSI SAF sea ice concentration are used to define occurrence
of cloud and ice, and this is used together with the CLARA-A2 satellite data to define the PDFs for all
the AVHRR sensors. For each AVHRR sensor, three years of GAC data are used to define the PDFs.

The CLARA-A2 dataset does not contain any AVHRR-1 data. To define PDFs for NOAA-6, 8 and
10 the AVHRR-2 sensor which is closest in terms of spectral response functions has been used as a
proxy (NOAA-7). The PDFs used for the high latitude ice masking are listed in Table 3. Some PDFs are
the same for all AVHRRs, while others are only used for AVHRR-2 and/or 3. This is identified with an
‘a’ or ‘b’ in the PDF name, and in the column specifying the sensor.
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Table 3. Features used for three-way classification PDFs, dependent on AVHRR sensor and time of day.
All PDFs are two dimensional with a feature and single dependency. The following acronyms are used:
BT = brightness temperature, SZA = solar zenith angle, Atm = Atmospheric, Std = Standard Deviation,
diff = difference, refl = reflectance.

PDF Sensor Feature Dependencies Range Binsize

Daytime Spectral Feature 1 1,2,3 0.8/0.6 μm refl ratio SZA 0–91 1
Daytime Spectral Feature 2a ∗ 3 1.6/0.6 μm refl ratio SZA 0–91 1
Daytime Spectral Feature 2b 1,2,3 3.7–10.8 μm BT diff SZA 0–91 1
Daytime Spectral Feature 3 1,2,3 0.6 μm reflectance SZA 0–91 1
Nighttime Spectral Feature 1 1 3.7–10.8 μm BT diff Atm. Path Length 1–2.5 0.1
Nighttime Spectral Feature 2 2,3 10.8–12 μm BT diff 3.7–12 μm BT diff −1.5–4 0.1
Nighttime Textural Feature 3a 2,3 Std(3.7–12 μm BT) Atm. Path Length 1–2.5 0.1
Nighttime Textural Feature 3b 1 Std(3.7–10.8 μm BT) Atm. Path Length 1–2.5 0.1

∗ This feature is only used when the 1.6 μm channel is available for AVHRR-3 instruments. Where this is
unavailable, daytime spectral feature 2b is used.

3. Applying Metop-A Empirical PDFs to Other AVHRR instruments

In processing the AVHRR GAC archive, it is useful to be able to apply a single set of empirical
PDFs to all instruments, providing consistency between sensors and minimising the use of disk
space for storing ancillary data. In order to do this, we need to make observations from the sensor
that is being processed closely match MetOp-A observations, by applying a brightness temperature
shift at the point of indexing the look-up table. In order to calculate the shift required for each
AVHRR instrument, we use RTTOV v11.3 to simulate clear-sky brightness temperatures for 2100
atmospheric profiles derived from ERA-40 [35,36]. These profiles are chosen to be representative of the
variety of atmospheric conditions observed globally over the oceans, incorporating a range of surface
temperatures, total column water vapour (TCWV) and ozone concentrations.

We run RTTOV v11.3 for each profile and each AVHRR instrument for two atmospheric path
lengths: 1.0 and 1.8, corresponding to satellite viewing zenith angles of 0◦and 56.25◦, which covers the
full range of angles observed by the AVHRR instruments (0◦–55.37◦) [18]. We calculate the difference
between MetOp-A brightness temperatures and those from each of the other sensors in the 3.7, 10.8 and
12 μm channels (subject to channel availability). Figure 4 shows these differences for each sensor as a
function of TCWV. The raw data are plotted for the nadir view only, and the solid and dashed lines
show the cubic fit to the difference for atmospheric path lengths of 1.0 and 1.8 respectively. For any
given observation path length we linearly interpolate between these cubic fits to get coefficients
corresponding to the observation. The coefficients for atmospheric path lengths of 1.0 and 1.8 are
provided in Tables 4 and 5.

The same process is used in generating the empirical cloudy PDFs bootstrapped using AATSR
PDFs (Section 2.4), by processing these profiles for AATSR and computing the brightness temperature
shifts using the AATSR minus MetOp-A difference. No shifts are applied for the reflectance data
as a single correction is made for all sensors to modify the RTM output to more closely match the
observations (Section 2.3).
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Figure 4. MetOp-A minus NOAA AVHRR brightness temperatures in the 3.7, 10.8 and 12 μm channels
plotted as a function of total column water vapour (TCWV) using RTTOV v11.3 simulations under
clear-sky conditions. Results are binned in 1 kg m−2 TCWV, with joined points showing actual data
for an atmospheric path length of 1. Solid lines show a cubic fit to these data and dashed lines show a
cubic fit for the differences for each AVHRR simulated using an atmospheric path length of 1.8. Data
are not shown for the atmospheric path length of 1.8 for clarity.

Table 4. Cubic coefficients for AVHRR MetOp-A minus AVHRR sensor differences simulated using
RTTOV v11.3 for an atmospheric path length of 1.0. Coeffiecients are a function of total column
water vapour.

Sensor Channel a0 a1 a2 a3

NOAA-19
3.7 μm −0.027 0.00016 −3.348 × 10−5 2.56 × 10−7

10.8 μm −0.001 3.566 × 10−5 −2.275 × 10−5 1.289 × 10−7

12 μm 0.205 0.0115 −2.9109 × 10−5 −1.073 × 10−7

NOAA-18
3.7 μm 0.0309 −0.00308 2.856 × 10−5 −4.6126 × 10−7

10.8 μm −0.00896 0.000132 −2.0128 × 10−5 1.0472 × 10−7

12 μm 0.1309 0.00668 −2.45072 × 10−6 −2.127005 × 10−7

NOAA-17
3.7 μm −0.01939 −0.00034 −2.4193 × 10−5 1.5347 × 10−7

10.8 μm −0.00015 −0.000258 −6.9899 × 10−6 2.3774 × 10−8

12 μm −0.03096 2.44656 × 10−5 −1.9455 × 10−5 8.2992 × 10−8

NOAA-16
3.7 μm −0.3313 0.0127 −0.000315 3.357 × 10−6

10.8 μm 0.02097 0.000595 7.068 × 10−5 −2.9927 × 10−7

12 μm 0.11156 0.0079 −3.5232 × 10−5 −8.4802 × 10−8

NOAA-15
3.7 μm −0.3154 0.01175 −0.000298 3.1463 × 10−6

10.8 μm −0.00163 −0.0002 6.4334 × 10−6 −3.1064 × 10−8

12 μm −0.0305 −0.000288 −1.7848 × 10−5 8.1289 × 10−8

NOAA-14
3.7 μm 0.03976 −0.00571 7.01133 × 10−5 −9.168 × 10−7

10.8 μm 0.013975 0.00105 −5.8323 × 10−5 3.4936 × 10−7

12 μm 0.08675 0.0047 −1.2899 × 10−5 −4.8781 × 10−8

NOAA-12
3.7 μm 0.03904 −0.00704 8.4158 × 10−5 −1.09379 × 10−6

10.8 μm 0.0355 0.00068 3.8612 × 10−5 −1.79513 × 10−7

12 μm 0.04059 0.00383 −2.9693 × 10−5 6.85518 × 10−8

NOAA-11
3.7 μm −0.0617 0.00287 −7.6207 × 10−5 7.5237 × 10−7

10.8 μm −0.0069 −0.0003 −1.6885 × 10−5 9.2326 × 10−8

12 μm −0.06774 −0.0011 −4.5607 × 10−5 2.9325 × 10−7

NOAA-10 3.7 μm −0.03872 3.0642 × 10−5 −3.3101 × 10−5 2.557 × 10−7

10.8 μm 0.04135 −0.00228 0.000206 −1.0809 × 10−6
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Table 4. Cont.

Sensor Channel a0 a1 a2 a3

NOAA-09
3.7 μm −0.08128 0.00386 −9.16637 × 10−5 9.6075 × 10−7

10.8 μm −0.00903 −0.00026 −3.6582 × 10−5 1.9091 × 10−7

12 μm −0.11753 −0.001987 −6.2965 × 10−5 3.8112 × 10−7

NOAA-08 3.7 μm 0.00687 −0.00601 5.8278 × 10−5 −8.0757 × 10−7

10.8 μm 0.02989 −0.000924 0.000134 −6.8198 × 10−7

NOAA-07
3.7 μm −0.04225 0.00161 −4.7823 × 10−5 4.5444 × 10−7

10.8 μm −0.003 −9.51097 × 10−5 −1.1605 × 10−5 5.86227 × 10−8

12 μm −0.03211 0.00133 −4.5503 × 10−5 2.1078 × 10−7

NOAA-06 3.7 μm 0.12815 −0.01287 0.000208 −2.3948 × 10−6

10.8 μm 0.03131 −0.00116 0.000152 −7.4657 × 10−7

Table 5. Cubic coefficients for AVHRR MetOp-A minus AVHRR sensor differences simulated using
RTTOV v11.3 for an atmospheric path length of 1.8. Coeffiecients are a function of total column
water vapour.

Sensor Channel a0 a1 a2 a3

NOAA-19
3.7 μm −0.0366 0.000166 −4.7607 × 10−5 3.7265 × 10−7

10.8 μm −0.0064 0.00057 −4.3107 × 10−5 3.0404 × 10−7

12 μm 0.3245 0.00728 0.000145 −2.1723 × 10−6

NOAA-18
3.7 μm 0.0584 −0.00481 5.6608 × 10−5 −7.9549 × 10−7

10.8 μm −0.02275 0.00082 −3.9996 × 10−5 2.5976 × 10−7

12 μm 0.211 0.003698 0.000117 −1.6069 × 10−6

NOAA-17
3.7 μm −0.02343 −0.000648 −3.0342 × 10−5 1.8785 × 10−7

10.8 μm −0.00285 −1.2482 × 10−5 −1.7495 × 10−5 1.2649 × 10−7

12 μm −0.0682 0.00217 −7.4383 × 10−5 3.357 × 10−7

NOAA-16
3.7 μm −0.50446 0.01883 −0.00049 5.1165 × 10−6

10.8 μm 0.06066 −0.00156 0.00015 −9.8118 × 10−7

12 μm 0.15664 0.0076 1.71054 × 10−5 −9.4979 × 10−7

NOAA-15
3.7 μm −0.47853 0.017397 −0.000462 4.7957 × 10−6

10.8 μm −0.00207 −0.000342 1.1416 × 10−5 −6.8027 × 10−8

12 μm −0.0681 0.00192 −7.6334 × 10−5 5.8077 × 10−7

NOAA-14
3.7 μm 0.08511 −0.00922 0.00014 −1.6665 × 10−6

10.8 μm 0.017899 0.00216 −0.0001 7.3547 × 10−7

12 μm 0.13698 0.00294 5.9106 × 10−5 −8.8745 × 10−7

NOAA-12
3.7 μm 0.08578 −0.01131 0.000168 −1.98224 × 10−6

10.8 μm 0.06966 −0.00058 8.8986 × 10−5 −6.336 × 10−7

12 μm 0.04942 0.00419 −2.0745 × 10−5 −1.84225 × 10−7

NOAA-11
3.7 μm −0.09267 0.00428 −0.00012 1.152 × 10−6

10.8 μm −0.01683 4.7522 × 10−5 −3.4844 × 10−5 2.6187 × 10−7

12 μm −0.14462 0.00323 −0.000168 1.41525 × 10−6

NOAA-10 3.7 μm −0.04996 −0.000206 −4.1252 × 10−5 3.1452 × 10−7

10.8 μm 0.11532 −0.00759 0.000401 −2.7889 × 10−6

NOAA-09
3.7 μm −0.1229 0.00572 −0.000143 1.4684 × 10−6

10.8 μm −0.02512 0.0006 −7.4478 × 10−5 5.3717 × 10−7

12 μm −0.24302 0.00484 −0.00026 2.1553 × 10−6

NOAA-08 3.7 μm 0.03502 −0.00963 0.000123 −1.5102 × 10−6

10.8 μm 0.08137 −0.0046 0.00028 −1.9549 × 10−6

NOAA-07
3.7 μm −0.0592 0.0022 −6.8678 × 10−5 6.5164 × 10−7

10.8 μm −0.00897 0.000148 −2.2912 × 10−5 1.5846 × 10−7

12 μm −0.08314 0.00453 −0.000123 8.1899 × 10−7

NOAA-06 3.7 μm 0.24317 −0.02121 0.000403 −4.37867 × 10−6

10.8 μm 0.0903 −0.00547 0.000313 −2.1668 × 10−6
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4. Cloud Mask Validation and Performance Assessment

We validate the cloud mask performance using a match-up database (MD), of comparisons
between satellite and in situ observations, covering all instruments in the sensor series [31]. We filter
matches on the basis of in situ and satellite observations flagged as high quality, a maximum spatial
separation of 10 km and a maximum time difference of four hours. The daytime SST uses the 10.8 and
12 μm channels for AVHRR-2/3 instruments and the 10.8 μm only for AVHRR-1. At night, the retrieval
additionally uses the 3.7 μm channel. For a full description of the optimal estimation SST retrieval
process please refer to [37].

We compare the Bayesian cloud detection algorithm to the operational cloud mask, CLAVR-x [13],
which is a naive Bayesian algorithm. CLAVR-x uses six cloud features, and assumes that these
probabilities can be considered as independent. We present the ratio (Bayesian/CLAVR-x) of the
number of matches, SST standard deviation (SD) and SST robust standard deviation (RSD) using
single pixel matches from the MD. To calculate the ratios we take the statistics of the of the retrieved
minus in situ SST differences with each mask (Bayesian and CLAVR-x) applied in turn, and compare
these. We threshold both the Bayesian and CLAVR-x probabilities of clear-sky at 0.9 (i.e., clear-sky
probabilities must be greater than or equal to 0.9 for clear-sky classification) to generate the statistics.
Tables 6 and 7 show comparison statistics against drifting buoy data for daytime and nighttime SST
retrievals respectively.

The optimal outcome of improving the cloud detection algorithm would be to reduce the spread
of the distribution of the satellite to in situ differences without significant loss of valid clear-sky data.
For the daytime retrieval (Table 6), we typically see 5–10% fewer matches for the newer sensors
(NOAA-12 onwards) and ∼20% for the older sensors. We see a significant reduction in the standard
deviation of the SST difference throughout the data record, and a smaller reduction in the robust
standard deviation. This suggests that the Bayesian scheme is more successful at removing outliers
(typically misclassified cloud) which result in large SST differences. At night (Table 7) we see a greater
reduction in the number of matches, typically ∼20% for newer sensors, and 30–40% for older sensors,
suggesting that the Bayesian mask is more conservative at night than CLAVR-x when using this
probability threshold. The standard deviation is reduced in all cases and robust standard deviations
are either consistent with CLAVR-x or show small reductions.

Table 6. Ratio of two-channel (10.8 and 12 μm) daytime SST retrieval statistics using Bayesian and
CLAVR-x cloud masks compared against drifting buoy data. Ratios are calculated using satellite minus
in situ SST differences, first applying the Bayesian mask and then comparing against the same statistics
with the CLAVR-x mask applied. Values less than one in each column indicate that the Bayesian mask
has fewer matches, lower standard deviation or lower robust standard deviation.

Sensor No. Matches Std Dev Robust Std Dev

NOAA-06 ∗ 0.88 0.55 0.85
NOAA-07 0.85 0.86 0.94

NOAA-08 ∗ 0.74 0.7 0.96
NOAA-09 0.87 0.83 0.9

NOAA-10 ∗ 0.81 0.68 0.9
NOAA-11 0.87 0.83 0.93
NOAA-12 0.995 0.7 0.97
NOAA-14 0.94 0.91 0.95
NOAA-15 0.91 0.71 0.95
NOAA-16 0.97 0.91 0.98
NOAA-17 0.96 0.96 1.01
NOAA-18 0.82 0.82 0.9
NOAA-19 0.83 0.65 0.86
MetOp-A 1.01 0.67 0.99

∗ For these sensors a single channel retrieval (10.8 μm only) is used as the 12 μm channel is not present on
AVHRR-1 sensors.
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Table 7. Ratio of three-channel (3.7, 10.8 and 12 μm) nighttime SST retrieval statistics using Bayesian
and CLAVR-x cloud masks compared against drifting buoy data. Ratios are calculated using satellite
minus in situ SST differences, first applying the Bayesian mask and then comparing against the same
statistics with the CLAVR-x mask applied. Values less than one in each column indicate that the
Bayesian mask has fewer matches, lower standard deviation or lower robust standard deviation.

Sensor No. Matches Std Dev Robust Std Dev

NOAA-06 ∗ 0.71 0.55 0.87
NOAA-07 0.5 0.6 0.8

NOAA-08 ∗ 0.6 0.95 1.001
NOAA-09 0.58 0.92 0.95

NOAA-10 ∗ 0.56 0.61 0.78
NOAA-11 0.7 0.92 0.996
NOAA-12 0.73 0.91 0.97
NOAA-14 0.8 0.95 1.01
NOAA-15 0.74 0.91 1.01
NOAA-16 0.81 0.87 1.01
NOAA-17 0.78 0.91 0.98
NOAA-18 0.74 0.98 1.05
NOAA-19 0.82 0.74 0.98
MetOp-A 0.78 0.66 0.95

∗ For these sensors a two channel retrieval (3.7 and 10.8 μm) is used as the 12 μm channel is not present on
AVHRR-1 sensors.

Tables 8 and 9 show the equivalent statistics, with comparison against the Global Tropical Moored
Bouy Array (GTMBA) [38]. Only instruments from NOAA-09 onwards are included here, due to few in
situ GTMBA measurements available for comparisons against earlier sensors. In comparisons against
GTMBA, we see a smaller reduction in the number of matches, typically within 10–15% both day and
night. The most significant reduction in the robust standard deviation is seen for daytime matches,
while the standard deviation is consistently reduced by > 10% for both retrievals, with the exception of
NOAA-16, 17 and MetOp-A during the day, which show reductions of a smaller magnitude.

Figure 5 shows the
√

SD2 − RSD2 metric for each sensor as a measure of uncertainty arising from
outliers, for comparisons against drifting buoy and GTMBA data. For each in situ type, the day and
nighttime statistics using each cloud mask are plotted. We see here that the metric for uncertainty
arising from outliers is typically smaller when using the Bayesian algorithm, indicative of fewer cloud
contaminated pixels which would increase the standard deviation. The uncertainty is also fairly
consistent day and night, and throughout the sensor record. This is important in ensuring stability in
the classification for the production of an SST climate data record. Uncertainties due to outliers are
typically larger and more variable when cloud screening with CLAVR-x, particularly for the earlier
sensors. The best performance for CLAVR-x is seen for NOAA-16, 17 and 18 during the day, where the
metric is similar to that obtained when using the Bayesian algorithm. Overall, the uncertainty is
smaller when comparing to GTMBA data than drifting buoys. This would be expected for two
reasons: firstly, the GTMBA measurements are more accurate than those from drifting buoys as these
instruments are calibrated. Secondly, GTMBA measurements are all made in the tropics under similar
regimes, while the drifting buoy observations have a more global distribution. Although there may be
a systematic bias in comparisons, these two factors would likely reduce the noise, thus reducing the
standard deviation.

Despite the reduction in uncertainties due to outliers when using the Bayesian algorithm, the cold
tail in the distribution of SST differences (largely responsible for the difference in the SD and RSD) is
still more significant than in the ideal case. Cloud detection is performed after the radiance averaging
in the GAC data production, and one possibility is that some cloudy pixels at the full resolution remain
undetected following this averaging process. More generally, use of the textural PDF in the Bayesian
masks aids the detection of cloud edges but may limit performance in regions of large SST gradients,
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for example across ocean fronts. The cloud detection methodology also has limited sensitivity to thin
cirrus, but this is not critical for SST retrieval purposes.

Table 8. Ratio of two-channel (10.8 and 12 μm) daytime SST retrieval statistics using Bayesian and
CLAVR-x cloud masks compared against GTMBA data. Ratios are calculated using satellite minus in
situ SST differences, first applying the Bayesian mask and then comparing against the same statistics
with the CLAVR-x mask applied. Values less than one in each column indicate that the Bayesian mask
has fewer matches, lower standard deviation or lower robust standard deviation.

Sensor No. Matches Std Dev Robust Std Dev

NOAA-09 0.86 0.82 0.89
NOAA-10 ∗ 0.83 0.7 0.85
NOAA-11 0.91 0.82 0.92
NOAA-12 1.01 0.69 0.93
NOAA-14 0.94 0.85 0.92
NOAA-15 0.98 0.65 0.93
NOAA-16 0.99 0.92 0.97
NOAA-17 1.02 0.94 0.99
NOAA-18 0.85 0.81 0.88
NOAA-19 0.84 0.73 0.83
MetOp-A 1.07 0.93 1.01

∗ For this sensor a single channel retrieval (10.8 μm only) is used as the 12 μm channel is not present on
AVHRR-1 sensors.

Table 9. Ratio of three-channel (3.7, 10.8 and 12 μm) nighttime SST retrieval statistics using Bayesian
and CLAVR-x cloud masks compared against GTMBA data. Ratios are calculated using satellite minus
in situ SST differences, first applying the Bayesian mask and then comparing against the same statistics
with the CLAVR-x mask applied. Values less than one in each column indicate that the Bayesian mask
has fewer matches, lower standard deviation or lower robust standard deviation.

Sensor No. Matches Std Dev Robust Std Dev

NOAA-09 0.6 0.81 0.92
NOAA-10 ∗ 0.72 0.58 0.69
NOAA-11 0.8 0.88 0.94
NOAA-12 0.88 0.87 0.95
NOAA-14 0.82 0.84 0.95
NOAA-15 0.93 0.89 1.002
NOAA-16 0.91 0.79 0.99
NOAA-17 0.91 0.82 0.94
NOAA-18 0.85 0.87 1.02
NOAA-19 0.92 0.85 1.03
MetOp-A 0.91 0.65 0.95

∗ For this sensor a two channel retrieval (3.7 and 10.8 μm) is used as the 12 μm channel is not present on
AVHRR-1 sensors.

179



Remote Sens. 2018, 10, 97

Figure 5.
√

SD2 − RSD2 as a function of AVHRR sensor, as a measure of uncertainty arising from
outliers. SST difference statistics are derived with reference to drifting buoys (left) and GTMBA
data (right). Each plot shows day and nighttime retrieval statistics for the Bayesian and CLAVR-x
cloud masks.

We compare the absolute difference between the mean and median bias for each cloud mask
with reference to drifting buoy data (Table 10). As the mean will be affected by outliers, a larger
difference provides some indication of the effect of undetected cloud on the SST retrieval. For each
sensor, the cloudmask with the smallest mean-median difference is highlighted in bold. During the
day, for the Bayesian mask, the largest mean-median difference for any sensor is 0.07 K indicating
fewer cloud contaminated pixels overall than for CLAVR-x, where differences are as large as 0.17 K.
The Bayesian mask shows the smallest differences for all sensors except NOAA-07, 11 and 17. At night
the differences tend to be larger as cloud detection is more difficult without the additional information
available from the visible channels. The maximum difference is seen for NOAA-19: 0.13 K when using
the Bayesian mask and 0.17 K for CLAVR-x.

Table 10. Absolute difference between mean and median bias for two-channel (10.8 and 12 μm) daytime
and three-channel (3.7, 10.8 and 12 μm) nighttime SST retrieval statistics using Bayesian and CLAVR-x
cloud masks compared against drifting buoy data.

Sensor
Daytime Mean-Med Diff Nighttime Mean-Med Diff
Bayes CLAVR-x Bayes CLAVR-x

NOAA-06 ∗ 0.017 0.155 0.068 0.059
NOAA-07 0.076 0.067 0.005 0.157

NOAA-08 ∗ 0.002 0.127 0.178 0.146
NOAA-09 0.038 0.045 0.06 0.068

NOAA-10 ∗ 0.006 0.123 0.021 0.071
NOAA-11 0.041 0.008 0.06 0.057
NOAA-12 0.05 0.155 0.049 0.052
NOAA-14 0.031 0.062 0.085 0.082
NOAA-15 0.044 0.107 0.072 0.083
NOAA-16 0.008 0.032 0.1 0.117
NOAA-17 0.025 0.024 0.088 0.1
NOAA-18 0.027 0.077 0.108 0.09
NOAA-19 0.049 0.166 0.127 0.167
MetOp-A 0.023 0.083 0.107 0.15

∗ For these sensors the 12 μm channel is not used in the retrieval as it is not present for AVHRR-1 sensors.

Table 11 shows the equivalent results using comparisons agains GTMBA arrays. The mean-median
differences are small using the Bayesian mask for the majority of sensors, with values typically ≤ 0.02 K
with the exception of NOAA-09 and NOAA-11. For CLAVR-x, differences exceed 0.1 K for NOAA-10,
12, 15 and 19. As with the comparison against drifiting buoys, the mean-median differences are larger
at night, typically in the order of 0.1 K, but smaller using the Bayesian mask for all sensors apart from
NOAA-10.
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Table 11. Median bias, and absolute difference between mean and median bias for two-channel (10.8
and 12 μm) daytime and three-channel (3.7, 10.8 and 12 μm) nighttime SST retrieval statistics using
Bayesian and CLAVR-x cloud masks compared against GTMBA data.

Sensor
Daytime Mean-Med Diff Nighttime Mean-Med Diff
Bayes CLAVR-x Bayes CLAVR-x

NOAA-09 0.11 0.041 0.044 0.126
NOAA-10 ∗ 0.004 0.125 0.131 0.055
NOAA-11 0.099 0.006 0.101 0.13
NOAA-12 0.028 0.179 0.072 0.108
NOAA-14 0.014 0.07 0.103 0.143
NOAA-15 0.026 0.147 0.085 0.113
NOAA-16 0.011 0.025 0.133 0.18
NOAA-17 0.001 0.018 0.131 0.163
NOAA-18 0.004 0.064 0.148 0.159
NOAA-19 0.01 0.12 0.132 0.154
MetOp-A 0.017 0.003 0.124 0.169

∗ For this sensor the 12 μm channel is not used in the retrieval as it is not present for AVHRR-1 sensors.

In Figure 6 we compare the SD and RSD for the two cloud detection algorithms using comparisons
against drifting buoys as a function of the number of clear-sky matches. We threshold the Bayesian and
CLAVR-x clear-sky probabilities at intervals of 0.1 between 0–0.9, and intervals of 0.01 for probabilities
between 0.9–1. We present results for NOAA-09 in the upper panels and NOAA-19 in the lower panels
in order to compare an early and late sensor in the data record. Daytime retrievals are shown on the
left and nighttime retrievals on the right.

Figure 6. Standard deviation (SD) and robust standard deviation (RSD) of the satellite minus in situ
SST differences against drifting buoys for NOAA-09 (top) and NOAA-19 (bottom). Results are shown
for daytime (left) and nighttime (right) retrievals. The SD and RSD values are plotted as a function of
the number of matches and the probability of clear-sky. The clear-sky probability is denoted by the
colour of each symbol, and the shape refers to the the mask (Bayesian, CLAVR-x) and the statistic (SD,
RSD) as shown in the legend.
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We find for all retrievals, for the probability intervals plotted, that the CLAVR-x mask gives a much
wider range in the number of clear-sky matches. This is because the Bayesian probability of clear-sky
is generally much more bimodal than CLAVR-x, with the majority of pixels classified as very likely to
be clear-sky (≥0.9), or very likely to be cloud (≤0.1). The CLAVR-x probability distribution includes
significantly more pixels classified between 0.1–0.9, where the appropriate clear/cloud classification is
less obvious. The points indicating probability thresholds of 0.1–0.9 are therefore more tightly grouped
for the Bayesian mask.

For NOAA-09 and clear-sky probability thresholds above 0.9 during the day, the Bayesian RSD
typically ranges between 0.67–0.71 K, with CLAVR-x RSD’s between 0.69–0.78 K, also giving larger
numbers of matches. At nighttime the RSD values are similar, with CLAVR-x giving comparable RSD
values to the Bayesian mask for probabilities between 0.95–0.99, but with significantly more matches.
The overall number of matches is fewer at night using both masks than during the day. We find that
the Bayesian algorithm typically reduces the SD by ∼0.1 K during the day, with only moderate data
losses at probabilities ≥0.9. At night, the standard deviations for the two algorithms follow a similar
curve for total matches exceeding 12,500, but below this the CLAVR-x algorithm gives a lower SD than
the Bayesian for a given number of matches.

A similar result is seen for NOAA-19 although the overall number of matches is significantly larger
both due to the lifetime of the instrument and the increased number of in situ observations. The RSDs
are lower overall, typically between 0.4–0.51 K during the day and 0.23–0.32 K at night. During the day,
the Bayesian mask gives lower RSD values than CLAVR-x, and also at night for the probability threshold
of 0.9. For probabilities ≥ 0.93, and for total matches fewer than five hundred thousand, the CLAVR-x
outperforms the Bayesian mask at night. During the day, the Bayesian algorithm significantly reduces the
SD, by a factor of ∼0.2 K for any given number of matches. At night, the standard deviations are lower
for numbers of matches greater than two hundred thousand. The percentage reduction in the number of
matches for a given probability at night is lower for NOAA-19 than NOAA-09. At a probability threshold
of 0.9 we see a ∼45% for NOAA-09 and ∼15% for NOAA-19.

One region in which cloud detection is particularly challenging during the day is in the presence
of sunglint. An example image from MetOp-A is shown in Figure 7, displaying the 0.6 and 0.8 μm
reflectance in the left hand plots. The sunglint features can be seen on the right of these images as a
band running vertically, most prominent in the top half of the image. Sunglint increases the brightness
of the ocean surface, and where reflectance features are used to detect cloud, sunglint areas are typically
partially or completely flagged as cloud. The plots on the right hand side of Figure 7 show the Bayesian
and CLAVR-x probabilities of clear-sky over the same region. Note these are provided on different
scales for each mask. We see that the CLAVR-x mask performs poorly in the sunglint region with
clear-sky probabilities falling below 0.5 across some of the region. There is evidence of problems using
some of the cloudy features in the CLAVR-x classifier here, as indicated by hard lines in the probability
field in this region. Conversely, the Bayesian algorithm performs well. The colour scale used here is for
clear-sky probabilities between 0.96–1.0. For most of the clear-sky regions in the image the probability
exceeds 0.99, and we see only a very slight decrease in confidence to ∼0.98 in sunglint affected areas,
without the loss of structure as seen in the CLAVR-x mask. Typically, we threshold the probability of
clear-sky at 0.9 over the ocean to produce a binary clear/cloud mask, so this woud not result in a loss
of clear-sky data.
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Figure 7. Bayesian and CLAVR-x clear-sky probabilities in a sunglint affected region. Data are
from MetOp-A on the 1st of August 2012. From left to right, plots show the 0.6 μm reflectance,
the 0.8 μm reflectance, Bayesian clear-sky probabilty and CLAVR-x clear-sky probability. For the
clear-sky probability plots, white areas denote land.

5. Conclusions

We present here a Bayesian cloud detection scheme applied to the AVHRR data record from
NOAA-06 through to MetOp-A. There are two novel concepts in the application of this scheme to
AVHRR, beyond those published previously [5]: (1) Application of empirical cloudy look-up tables
from a single sensor to the entire data record without the need to generate sensor specific auxiliary
data files; (2) Use of the visible channel simulation from RTTOV v11.3 in daytime cloud detection.
We compare the algorithm performance against the operational CLAVR-x cloud detection scheme,
using matches with in situ data from drifting buoys and the GTMBA array. We find that the Bayesian
cloud detection consistently reduces the uncertainty due to outliers indicative of removing undetected
cloud from the distribution. For most sensors, using the Bayesian cloud detection scheme also
reduces the robust standard deviation, most notably for daytime SST retrievals. At night, we find
comparable RSD values for the Bayesian and CLAVR-x algorithms, but CLAVR-x gives significantly
more matches. We present a case study over a sunglint region, highlighting the use of visible channel
simulations for daytime cloud detection. Identification of clear-sky in sunglint is typically challenging
for cloud detection schemes, but we find that the Bayesian scheme shows only small reductions in
clear-sky probabilities. The Bayesian cloud detection performance is reasonably consistent across the
data record, despite calibration issues affecting particularly earlier sensors in the data record, and
differences in channel availability for AVHRR-1, 2 and 3 instruments for SST retrieval. We find that
the Bayesian algorithm compares favourably against the well-established CLAVR-x operational cloud
masking algorithm.
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Abstract: We present an analysis of information content for sea surface temperature (SST) retrieval
from the Advanced Microwave Scanning Radiometer 2 (AMSR2). We find that SST uncertainty of
∼0.37 K can be achieved within an optimal estimation framework in the presence of wind, water
vapour and cloud liquid water effects, given appropriate assumptions for instrumental uncertainty
and prior knowledge, and using all channels. We test all possible combinations of AMSR2 channels
and demonstrate the importance of including cloud liquid water in the retrieval vector. The channel
combinations, with the minimum number of channels, that carry most SST information content are
calculated, since in practice calibration error drives a trade-off between retrieved SST uncertainty
and the number of channels used. The most informative set of five channels is 6.9 V, 6.9 H, 7.3 V,
10.7 V and 36.5 H and these are suitable for optimal estimation retrievals. We discuss the relevance of
microwave SSTs and issues related to them compared to SSTs derived from infra-red observations.

Keywords: AMSR2; sea surface temperature; optimal estimation

1. Introduction

Sea surface temperature (SST) is a geophysical quantity of fundamental importance in the Earth
system, since it is a controlling factor in air-sea fluxes [1,2] and therefore profoundly influences
atmospheric and oceanographic thermodynamics [3], dynamics [4,5] and coupled interactions [6].
Near-real time estimation of global SST at adequate spatial resolution is crucial to weather forecasting
by numerical weather prediction (NWP, [7]) and errors in knowledge of SST can materially degrade
weather forecast skill [8,9]. SST is used as the measure of Earth’s surface temperature over
oceans [10–12] and is therefore a key metric of climatic variability and change whose global evolution
can be estimated back to the mid-19th Century [12]. Historic observations of SST are relatively
sparse prior to the satellite era [13], and centennial-scale reconstructions draw heavily on the relative
completeness and detail of remotely sensed SST [14]. The series of Advanced Very High Resolution
Radiometers (AVHRRs) have been operated since 1979 with channels supporting SST estimation, using
differential-absorption-based techniques to account for the influence of the atmosphere on infra-red
(IR) brightness temperatures [15–18]. Thus, reprocessing of multi-decadal satellite SST datasets
has concentrated on IR sensors, namely, the AVHRRs [19] and Along Track Scanning Radiometers
(ATSRs; [20]). Merchant et al. [21] more recently used both AVHRRs and ATSRs jointly to develop
a blended, gap-filled analysis for climate applications, analogous to the SST analyses produced
operationally for NWP [9,22], but with more attention to long-term stability
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Microwave (MW) observations of SST were first attempted with the Scanning Multichannel
Microwave Radiometer (SMMR) launched in 1978 and in 1999 the Tropical Rainfall Measuring
Mission’s (TRMM’s) Microwave Imager began delivering SSTs of useful accuracy across the tropics.
The record of globally SST-capable microwave radiometers is shorter, having commenced with the
Advanced Microwave Scanning Radiometer-E (AMSR-E) in 2002. MW radiometry for SST has strengths
and weakness relative to IR records. The primary advantage is coverage [23]: MW SSTs are available
over the open ocean under non-precipitating cloud cover, while both precipitation and cloud cover
strongly limits the sampling available in the IR. MW SST is not available near coasts, near sea-ice
and in areas of persistent radio-frequency interference (RFI). The spatial resolution of MW SST is
typically 50 km [24] compared to 1 km for IR, limiting the precision with which thermal ocean fronts
can be located in MW imagery. The potential for confounding of SST signals by wind variability
(via emissivity effects) is greater for MW SSTs than for IR SSTs. Nonetheless, since cloud cover is
persistent in some seasons in climatologically significant regions, the coverage advantage of MW
radiometry is such that the blending of MW and IR SSTs for climate data records should be considered.

AMSR2 is a microwave radiometer instrument flying on board the Japan Aerospace Exploration
Agency’s (JAXA) Global Change Observation Mission 1st-Water (GCOM-W1) satellite, launched in
2012. This forms part of the “A-train” [25] series of satellites that fly in the same orbit separated by a
few minutes. It observes at 6.9, 7.3, 10.65, 18.7, 23.8, 36.5 and 89.0 GHz in both H and V polarizations.
The 7.3 GHz channel is an addition compared to the predecessor AMSR-E instrument on Aqua and
improves detection of radio frequency interference (RFI) from artificial sources.

This paper provides an information content analysis for the AMSR2 radiometer. Our aims are to
establish the fundamental limits of retrieval uncertainty for AMSR2 SST retrieval in the framework of
optimal estimation (OE), and to inform strategies about channel selection for developing a new MW
SST product, ultimately intended for joint use with IR products in a climate data record. A previous
study with similar objectives [26] neglected the importance of variable cloud liquid water in MW SST
retrieval, and did not address itself to the prioritisation of channels, both addressed here.

In Section 2, we review some of the underlying physics relevant to MW SST retrieval, noting
and contrasting the MW case from the IR case. Section 3 reviews some background theory relating to
information content analysis and OE. These are applied to SST retrieval from the AMSR2 instrument
in Sections 4 and 5.

2. Physical Considerations

Microwave thermal emission from the ocean surface occurs in the Rayleigh–Jeans tail of the
Planck function. This is in contrast to the thermal IR, where the peak of the Planck function is in
the 10.5–12.5 μm window that is often used for SST remote sensing. The ocean surface emissivity (ε)
for the low-frequency AMSR2 channels is around ∼0.5 compared to an emissivity of ∼1 in the IR.
The intensity of MW radiation at the top of atmosphere (TOA) is low, which is mitigated somewhat
by the ability to use large (∼m) antennae for microwave instruments. Despite this, the effective
noise equivalent temperature difference (NEdT) is larger in the MW region than in the IR. The longer
wavelengths involved also give rise to diffraction effects that limit the spatial resolution of AMSR2 to
∼50 km. The MW emissivity of land and ice is significantly higher than the ocean. With contemporary
instruments, this leads to side-lobe contamination of the ocean MW signal close to coasts and ice edges
and prevents accurate SST retrievals in these areas. There is also a larger change in emissivity with
polarisation over ocean compared to ice. This can be exploited for ice detection and classification [27].

A significant advantage of using MW measurements when attempting to achieve global coverage
of SST is that microwaves can penetrate cloud, so they can observe the surface signal under cloudy
conditions wherein IR instruments cannot. This is useful, in particular, in persistently cloudy regions
such as winter high-latitudes. Here, the restriction of IR instruments to clear-sky conditions decreases
the temporal frequency of the observations and thus increases sampling errors.
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This study utilises simulations of AMSR2 brightness temperatures by the fast radiative transfer
model “Radiative Transfer for TOVS” (RTTOV; whose acronym has evolved into a name). We use the
v11.3 software package [28–31] to carry out the simulations in Sections 4 and 5. In the MW region, this
uses the FAST EMissivity (FASTEM) code to calculate the surface emissivity which, for version 4, is
described by Liu et al. [32]. In this study, we use the latest version, FASTEM-6. The MW emissivity
model involves a complex calculation, which we summarise below.

There are several models for the emissivity and permittivity of seawater [33–39]. FASTEM-6 uses
a method that starts from a formulation for the permittivity based on Ellison et al. [33]. This describes
the complex permittivity with a double Debye model:

ε = ε∞ +
εs − ε1

1 + jντ1
+

ε1 − ε∞

1 + jντ2
+ j

α

2π f ε0
(1)

Here, ε0 is the permittivity of free space and ν the frequency of the electromagnetic wave. The other
parameters have been derived by fitting to measurements: ε∞ has a linear dependence on temperature;
εs, ε1, ε1, τ1 and τ2 are represented by polynomial fits to temperature (T) and salinity (S); and α has a
mixed polynomial and exponential dependence on temperature and salinity.

The modelled permittivity is used to calculate Fresnel reflectivities (Rp where p is v or h for vertical
and horizontal polarization components respectively) from the standard Fresnel equations. These
are subsequently modified to effective values that account for other factors such as foam and surface
roughness. In general, these factors add a dependency of the final emissivity on the wind vector (U).
Surface roughness causes MW energy to be scattered both into and out of the direct line of sight of the
surface by quasi-specular reflection events. FASTEM represents these with a two-scale model [32,40].
The small-scale waves have a size close to the wavelength of the emitted radiation. These small waves
ride on the large-scale undulations of gravity waves. The correction to Rp for the small-scale features
takes the form of a multiplicative factor exp(−y cos2 θ) where y is a polynomial fit to wind speed and
frequency and θ is the zenith angle of the observation. The large-scale correction (Lp) takes the form
of an additive term with polynomial fit to frequency, wind speed and sec θ. The wave orientation
is accounted for by adding three cosine harmonics for the relative azimuth angle (φ) between the
observation and wind vectors. The wind-speed factors here act as a proxy for what is in reality the
mechanical stress on the ocean due to the wind. This drives the creation of small scale waves and thus
changes the effective surface area.

Above wind speeds of a few metres per second, foam begins to form on the sea surface [38].
This is principally a mixture of water with air bubbles. FASTEM-6 calculates the fraction of the surface
covered by foam ( f ) using the expression of Monahan et al. [41] where f ∼ |U|2.55. (An alternative
form f ∼ |U|3.231 by Tang [42] is used in FASTEM-4.) The model then computes area-weighted mean
values of foam emissivities (εp, f ) and the modified sea water emissivities. The foam emissivities are
calculated using a combination of the zenith angle polynomial fit of Kazumori et al. [43] with the linear
frequency dependence from Stogryn [44]. The final form relating the effective emissivities (εp), Fresnel
reflectivities and the correction factors is thus

εp = (1 − f )
(

1 − Rpe−y cos2 θ + Lp

)
+ f εp, f +

3

∑
m=1

ap,m cos(mφ) (2)

where the functional dependencies are f (|U|), Rp(T, S), y(|U|, ν), Lp(|U|, ν, θ), εp, f (θ, ν).

2.1. Cosmic Microwave Background

The cosmic microwave background (CMB) is radiation from the recombination era of the early
universe that has subsequently cooled due to the expansion of the universe and now forms a
near isotropic source of background photons [45,46]. Its spectrum is characterised by an effective
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temperature of ∼2.73 K [47]. We can make a simple estimate of the relative intensity of this source to
emission from the Earth from the ratio of the black-body functions Bν for the two sources:

FCMB

F⊕
=

Bν(TCMB )

εBν(T⊕)
=

exp
(

hν
kT⊕

)
− 1

ε
[
exp

(
hν

kTCMB

)
− 1

] (3)

FCMB

F⊕
≈

{
0.02 at 6.9 GHz
0.008 at 89 GHz

(4)

for T⊕ = 290 K and emissivity ε = 0.5. Although we have neglected surface roughness and atmospheric
effects, this demonstrates that the contribution of the CMB to the observed TOA flux, although small,
is not negligible and must be included in MW radiative transfer modelling.

2.2. Skin Depth

There is typically a cooling of order 0.2 K from a depth of ∼1 mm at the top of the ocean
(the sub-skin) to the interface where the atmosphere and ocean meet. At IR wavelengths,
electromagnetic waves are absorbed in a distance of order 10 μm and sample the ocean at the top of the
skin layer and are thus sensitive to “SST-skin”. In contrast, microwaves have a frequency-dependent
penetration depth measured in millimeters and so observations here are sensitive to SST-sub-skin.
To compare or harmonise measurements made in the two wavelengths regions with those from in situ
sources, retrievals must be corrected to the depth of in situ measurements, typically 10 cm to 1 m.
This requires a model for the skin effect and the diurnal warming.

Robinson [48] gives an expression for the apparent temperature (Tapp ) seen by a radiometer
assuming an exponential form for the temperature profile in the skin-layer. This temperature profile
can written as

T(z) = Tss + (T0 − Tsse−z/dT ) (5)

where T0 is the surface (interface) temperature and Tss is the sub-skin temperature. Using an e-folding
distance dμ for the absorption of radiation at the surface, results in

Tapp = Tss(1 − γ) + γT0 (6)

where γ = dT
dμ + dT

.
If the cooling across the skin layer is due to molecular conduction, we might expect the

temperature profile through the skin layer to be linear. A similar derivation using a total skin thickness
δ and such a linear assumption for T(z) yields

Tapp = T0(1 − γ1) + Tssγ1 (7)

where γ1 =
dμ

δ (1 − e−δ/dμ).

2.3. Salinity

Salinity has a negligible effect on emissivity in the IR region but can be significant at MW
wavelengths. Figure 1 shows the change in brightness temperature with salinity for a given atmospheric
profile. For the most SST-sensitive, low-frequency channels, the effect is relatively small across the
typical range of global oceanic salinity (33–37 PSU). The effect is more significant, however, for the
higher frequency channels and is temperature dependent. Including this effect in modelling would be
more important in areas with a strong freshwater influence.
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Figure 1. The change in the top-of-atmosphere brightness temperature from the value at 35 PSU as
a function of salinity. The data were modelled by RTTOV for the AMSR2 instrument using the same
atmospheric profile and with surface emissivities calculated by FASTEM. All channels are included
ranging from 6.9 GHz (red) to 89 GHz (purple) with V-polarized channels indicated by solid lines and
H-polarized channels by dashed lines.

2.4. Emissivity Dependence on Wind

As noted at the start of this section, the ocean emissivity in the MW region is affected by wind
speed through the generation of foam and large- and small-scale waves. Accurate modelling of these
processes is difficult particularly at low frequencies and is an ongoing area of research. Figure 2 shows
the change in emissivity with wind speed for each of the channels for a SST of 297 K. The deviation
from this azimuthal-mean emissivity value at a given wind speed is displayed against the separate
wind-speed components in Figure 3. The lack of azimuthal symmetry means that it is possible, in
principle, to derive some information about the separate wind components from MW observations.
The small size of the deviation, however, implies that this is a weak constraint.

Figure 2. The change in emissivity as a function of wind speed using the FASTEM model for
sea surface temperature (SST) = 297 K . All channels are included ranging from 6.9 GHz (red) to
89 GHz (purple) with V-polarized channels indicated by solid lines and H-polarized channels by
dashed lines.
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Figure 3. Deviation of emissivity from the azimuthal mean as a function of wind speed components.
The lack of symmetry implies that the observation contains some information about the individual
wind-speed components. The satellite azimuth angle has been chosen to be 37◦ here and is indicated
by the arrow. A value of 0◦ would align the pattern along the v-axis.

2.5. Top-of-Atmosphere Radiance Dependence on Total Column Water Vapour

Water vapour acts as an additional source of absorption for radiation traveling through the
atmosphere both at MW and IR wavelengths. There are interesting differences between the two
regions, however. For illustrative purposes, consider radiative transfer for microwaves using a simple
slab model of the atmosphere with absorptivity a (equal to its emissivity εa ) and temperature Ta .
Being in the Rayleigh–Jeans tail Bν ∝ T and, for convenience in this section, we absorb the constants of
proportionality into the temperature units. The radiance of the upward emission by the atmosphere at
temperature Ta is then

I1 = εa Ta = aTa (8)

and, similarly, the downward emission by the atmosphere is

I2 = aTa (9)

The radiance from the surface emission at temperature Ts

I4 = εTs (10)

and the amount that is transmitted through to the top of the atmosphere is

I3 = (1 − a)I4 = (1 − a)εTs (11)

The total outward radiance is thus

ITOA = I1 + I3 = aTa + (1 − a)εTs = εTs + a(Ta − εTs ) (12)

For a given column with fixed Ta and Ts , ITOA can either increase or decrease with atmospheric
absorption according to the sign of the final bracket. For ε ≈ 1 (as in the IR part of the spectrum), ITOA
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will always decrease as the absorption in the atmosphere increases. In the MW region, however, where
ε ≈ 0.5, ITOA can increase with increasing absorption.

In reality, the situation is obviously more complex. Not only is the atmosphere not isothermal, but,
across the global ocean, there is a large-scale correlation between the total column water vapour (TCWV)
and Ta . This sign of relationship, however, does occur and is counter to behaviour at IR wavelengths.

2.6. Top-of-Atmosphere Radiance Dependence on Total Cloud Liquid Water

At IR wavelengths, clouds are largely opaque, thus rendering observations of the surface
impossible except perhaps in instances of thin cirrus. Microwaves penetrate non-precipitating clouds,
although measured radiances are sensitive to the cloud liquid water content which must be included
in any radiative transfer modelling. Figure 4 shows the change in modelled brightness temperature for
the same conditions but with the cloud liquid water profile scaled to achieve different total cloud liquid
water (TCLW) values. There is a significant effect on all of the channels as well as clear differences
in the sensitivity between channels. Not only does this emphasise the importance of including these
effects in any modelling but also suggests that TCLW can be retrieved to some degree.

Figure 4. The change in measured brightness temperature as a function of total cloud liquid water.
The data were modelled by RTTOV for the AMSR2 instrument using the same atmospheric profile
but for scaled total cloud liquid water (TCLW). All channels are included ranging from 6.9 GHz (red)
to 89 GHz (purple) with V-polarized channels indicated by solid lines and H-polarized channels by
dashed lines.

3. Information Content and Optimal Estimation

OE provides a means to combine measured values from an instrument with initial a priori
estimates of physical quantities of interest to provide a best estimate of the true value of the physical
quantities. It does this by weighting the observations and a priori values via the appropriate covariance
matrices of their uncertainties. The solution is always an optimised (minimised) function of the squares
of residuals between observation and solution.

From Rodgers [49], the optimal estimate of the physical quantities in the state vector x is given by

x̂ = xa + Sa KT
(

KSa KT + Sε

)−1
(y − ya ) (13)
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This is the solution with maximum a posteriori probability given priori information and its
uncertainty. In Equation (13), y is a vector containing the observations, K is the Jacobian matrix
describing the sensitivity of each of the measurements to each physical quantity, Sa is the uncertainty
covariance matrix of the a priori values for the physical quantities and Sε is the uncertainty covariance
matrix for the measurements. The quantity ya is the observation vector that would result from the
a priori state xa . This must be calculated using a forward model and ya (xa ) is treated as linear in
the region of xa . This equation can be interpreted as a form of multi-dimensional “weighted average”
between the a priori values for the retrieved quantities and the values of the retrieved quantities
that would give rise to the observations. Consider very small values of the a priori uncertainties.
Here, the second term vanishes and the best estimate of the retrieval vector is the initial a priori values.
Conversely, for large a priori uncertainties or very low measurement uncertainties, the best estimate is
dominated by the observation vector. The degree to which observations and modelled values in the
final bracket differ is translated from observation space into physical-quantity space by the preceding
matrices. No assumption about the Gaussianity or otherwise of the uncertainty distributions is
required in the derivation of this equation. In the particular case of Gaussian uncertainty distributions,
the maximum a posteriori solution is also the solution with minimum error variance.

The expected uncertainty covariance matrix for the retrieved variables is

S =
(

KTS−1
a K + S−1

ε

)−1
(14)

In principle, this approach allows all sources of information about a problem to be combined with the
correct weighting no matter how weak their sensitivity to the variables we are interested in. In practice,
imperfect forward modelling and the lack of exact knowledge of appropriate covariance matrices, limit the
degree to which additional observations improve the accuracy of the retrieved quantities.

Without performing any retrievals, we can calculate the degrees of freedom for signal in a
measurement system from

ds = Tr
(

KSa KT
[
KSa KT + Sε

]−1
)

(15)

ds gives an estimate of the number of distinct quantities that may be inferred from the measurements.
It is not, in general, an integer because usually retrieved variables are only partially constrained rather
than precisely determined. A fuller description of optimal estimation as applied to retrieval of SST is
given by Merchant et al. [50].

In the following sections, these techniques are applied to simulations using 2680 profiles over
ocean taken from the EUMETSAT Satellite Application Facility on Numerical Weather Prediction
(NWP SAF) 91-level dataset [51] sampled for specific humidity. The RTTOV simulation code is used as
the forward model to generate ya and K appropriate to the AMSR2 instrument. A constant salinity of
35 PSU is assumed for all the profiles.

Prigent et al. [26] carried out a similar analysis for a new mission concept, Microwat, simulating
retrievals based on AMSR-E channel sensitivities. They retrieved SST and wind speed assuming
initial uncertainties on these two quantities of 3.31 K and 1.33 m·s−1, respectively. They also carried
out an information content analysis including water vapour content uncertainties of 10% on model
levels. To provide comparability, we conduct an analysis below based on this specification using, as
did Prigent et al. [26], a retrieval vector containing the four variables SST (Ts ), the natural logarithm of
TCWV (W) and the two wind-speed components (u, v):

xT =
(

Ts W u v
)

(16)

with an assumed-diagonal Sa populated with a priori uncertainties of 3.31 K in SST, 10% TCWV and
0.94 m·s−1 for each wind component. We also extend this approach using a retrieval vector with
five variables:
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xT =
(

Ts W u v L
)

(17)

that includes the logarithm of TCLW (L). With this formulation, we use a priori uncertainties of 1 K in
SST, 10% in TCWV, 1.41 m·s−1 in each wind component and 10% in TCLW. Retrieving the logarithm of
the integrated column values avoids retrieving unphysical negative estimates for quantities bounded
at zero. The fractional uncertainties expressed on the quantities TCWV and TCLW transform into
absolute uncertainties when expressed in log-space since, for a fractional uncertainty f on a quantity
a, where

L = ln a (18)

and the absolute uncertatinty in L is

σL =

∣∣∣∣∂L
∂a

∣∣∣∣ σa =
1
a

σa = f (19)

Sε is also assumed to be diagonal with values filled by the NEdT for each AMSR2 channel.
In ascending order of frequency, these are (0.34, 0.43, 0.7, 0.7, 0.6, 0.7, 1.2) K with both H- and
V-components having the same value [52].

4. Information Content Analysis

The degrees of freedom for signal ds , using all 14 channels, for each of the considered profiles,
is shown in Figure 5. The mean value d̄s = 2.86 for the four-variable retrieval vector and d̄s = 3.09
when using the five-variable vector. These values are lower in both cases than the number of retrieved
quantities and likely reflects the weak constraint that the observations place on the separate wind-speed
components. There is also a noticeably wider spread of d̄s values for the five-variable retrievals
compared to the four-variable cases.

Figure 5. Degrees of freedom for signal across the profiles set used in the information content analysis
using all 14 AMSR2 channels. Results assuming a four-variable retrieval vector are shown with open
red bars and the five-variable retrieval vector with hatched, blue bars.

The estimated retrieval uncertainty matrix was calculated from Equation (14) for every profile for
all possible channel combinations. For a given channel combination, we define the estimated average
SST retrieval uncertainty (s) as the root mean squared expected uncertainty for SST across the profile
set i.e.,
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s =

√
1
n

n

∑
i=1

(S1,1)i (20)

where n is the number of profiles (2680) that are indexed by i. Figure 6 shows s for the
single-channel-only retrievals, illustrating which channels make the greatest individual contribution
to reducing uncertainty in retrieved values of SST.

Figure 6. Estimated SST retrieval uncertainty for a single-channel retrieval from information content
analysis. The upper set of channels and solid line come assume a four-variable retrieval vector and prior
SST uncertainty of 3.31 K. The lower set and dashed line assunme a five-variable retrieval vector, in
which cloud liquid water is additionally accounted for, and a priori SST uncertainty of 1.0 K. The prior
uncertainty values in each case are shown in long-dashed lines.

Figure 7 shows the smallest value of s when a given number of channels is included in the
observation vector along with the best channel to add. This is summarised in Tables 1 and 2.

Figure 7. Estimated SST retrieval uncertainty against the number of AMSR2 channels used, for the best
combination of the given number of channels, based on information content analysis. The new channel
added to the set is indicated at each step and is chosen on the basis of minimizing the SST retrieval
uncertainty. The upper set of channels and solid line come assume a four-variable retrieval vector and
the lower set and dashed line assume a five-variable retrieval vector.
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5. Simulated Retrieval

Simulated retrievals were carried out by randomly perturbing the NWP SAF profiles according to
the Sa uncertainties for the two cases. A 10% variation was also applied to the total cloud liquid water
(TCLW) profiles for the four-variable case even though this was not a retrieved variable. The water
vapour and CLW values on each level of the profiles were uniformly scaled to give the perturbed
TCWV and TCLW values. These perturbed profiles were treated as the unknown true values and
corresponding simulated observations y were generated using RTTOV with random noise added
consistent with Sε. The unperturbed profiles were used both as the a priori state and linearisation
point from which ya and K were generated, again using values obtained from RTTOV.

The simulated retrieval error was calculated for every profile for all possible channel combinations.
For a given channel combination, we define the simulated uncertainty (σ) as the standard deviation of
the SST retrieval errors (e) across the profile set. Thus, for any retrieval

e = x̂1 − x1 (21)

and, for a given channel combination,

σ2 =
1
n

n

∑
i=1

(ei − e)2 (22)

Figure 8 shows the values of σ for single-channel-only retrievals, again illustrating which channels
make the greatest individual contribution to a retrieval of SST. Figure 9 shows the smallest value of σ

for a given number of channels included in the observation vector along with the best new channel to
add to the existing set. These results are also summarised alongside the information content analysis
in Tables 1 and 2.

Figure 8. The standard deviation of the SST retrieval error for a single-channel retrieval from
information content analysis. The upper set of channels and solid line come assume a four-variable
retrieval vector and prior SST uncertainty of 3.31 K. The lower set and dashed line assume a five-variable
retrieval vector, in which cloud liquid water is additionally accounted for, and priori SST uncertainty
of 1.0 K. The prior uncertainty values in each case are shown with long-dashed lines.
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Figure 9. The standard deviation of the SST retrieval error for the best combination of the given number
of channels from simulated retrievals. The additional channel added to the set is indicated at each step.
The upper set of channels and solid line assume a four-variable retrieval vector and the lower set and
dashed line assume a five-variable retrieval vector.

Table 1. The standard deviation of the sea surface temperature (SST) retrieval error and
root-mean-squared predicted SST uncertainty from an information content analysis across all profiles
for varying numbers of channels. The channel indicated on each row is the best one to add to the
existing channel set for retrieving SST.

4-Variable Retrieval 5-Variable Retrieval

Number Simulated Retrieval Information Content Simulated Retrieval Information Content

of Channel σSST Channel sSST Channel σSST Channel sSST

Channels Added (K) Added (K) Added (K) Added (K)

1 6.9 V 0.636 6.9 V 0.615 6.9 V 0.543 6.9 V 0.553
2 7.3 V 0.561 7.3 V 0.530 7.3 V 0.491 7.3 V 0.502
3 18.7 H 0.481 36.5 H 0.457 36.5 H 0.432 36.5 H 0.438
4 6.9 H 0.466 6.9 H 0.425 6.9 H 0.398 6.9 H 0.402
5 23.8 V 0.460 10.7 V 0.405 10.7 V 0.387 10.7 V 0.386
6 7.3 H 0.458 18.7 V 0.398 23.8 V 0.382 18.7 V 0.381
7 10.7 H 0.457 7.3 H 0.394 18.7 H 0.379 7.3 H 0.377
8 89 V 0.457 23.8 H 0.391 18.7 V 0.377 23.8 H 0.375
9 10.7 V 0.456 23.8 V 0.387 23.8 H 0.374 23.8 V 0.372
10 36.5 V 0.455 36.5 V 0.385 7.3 H 0.372 18.7 V 0.369
11 18.7 V 0.457 18.7 H 0.384 89 H 0.372 36.5 V 0.368
12 36.5 H 0.462 10.7 H 0.383 10.7 H 0.371 10.7 H 0.366
13 23.8 H 0.464 89 H 0.382 89 V 0.370 89 H 0.366
14 89 H 0.466 89 V 0.381 36.5 V 0.370 89 V 0.365

197



Remote Sens. 2018, 10, 90

Table 2. The standard deviation of the retrieval error and root-mean-squared predicted uncertainties
from an information content analysis across all profiles using the best channel combinations for simulated
SST retrieval i.e., 10 channels for the 4-variable retrievals and all 14 channels for the 5-variable retrievals.

4-Variable Retrieval 5-Variable Retrieval

Simulated Retrieval Information Content Simulated Retrieval Information Content

σ s σ s

SST (K) 0.455 0.403 0.370 0.365
ln(TCWV) 0.025 0.018 0.014 0.014
u (m·s−1) 0.745 0.679 1.06 0.972
v (m·s−1) 0.791 0.740 1.16 1.07
ln(TCLW) 0.086 0.084

6. Discussion

The OE framework provides a mechanism for combining all available information relating to an
inverse problem with appropriate weighting. Since each channel brings some information, adding more
channels to the observation vector results in progressively improving retrieval uncertainties if all sources
of uncertainty are well-described by the error covariances used, and if the retrieved variables account
for all significant variability in the observations. This is the behaviour that we see in the information
content analyses summarised in Table 1 and Figure 7, where the predicted uncertainty monotonically
decreases to the all-channel value at a declining rate as less informative channels are added.

The simulated uncertainty using the four-variable retrieval vector and Sa,4var shows different
behaviour, with the uncertainty increasing with added channels after the 10th. This arises because
TCLW is missing from the retrieval vector. The OE method use a forward model run using the a priori
values for the quantities in the state vector xa to generate simulated observation. The differences
between the simulated and observed values are ascribed to deviations between the a priori values in
xa and their true values. However, if the observed radiances additionally include variability due to
TCLW (which is not in the 4-variable state vector), the scheme can only interpret any observational
differences in terms of the other four state-vector variables. This misattribution is naturally largest for
those channels that are most sensitive to TCLW where the “observed” values are most affected and
which therefore result in the largest retrieval errors. These channels thus drop down the ranking of the
best channel to add to the scheme. This effect is most obviously demonstrated in that adding the four
least-favoured channels actually increases the SST retrieval error.

When TCLW is included in the retrieval vector, there is consistency between the behaviour of the
estimated uncertainty (s) and simulated uncertainty (σ). Figure 5 bears out the above interpretation.
Here, the degrees of freedom for signal of the four-variable retrieval has a lower mean value across the
profile set, while the five-variable retrieval has a larger mean and a spread of values. In the five-variable
retrieval case, the degrees of freedom for signal steadily increase with TCLW up to approximately
0.3 kg·m−2 (which includes 90% of the profiles) before plateauing. It then slowly declines again above
about 1 kg·m−2 (4% of the profiles). The five-variable results indicate that a retrieval uncertainty for
SST of ∼0.37 K may be achievable if TCLW is explicitly accounted for, whereas neglecting that aspect
of variability would limit the achievable SST uncertainty to ∼0.45 K.

To check that the above difference is a result of including TCLW in the vector rather than merely
an effect of the different a priori error covariance assumptions in the two case studies, we calculated
results for a third configuration (not shown). This used the 5-variable retrieval vector with the error
covariance assumptions used in the 4-variable case study. The error covariance assumption for L
was 0.12 as used in the 5-variable case. When including all 14 channels, the values of s = 0.383 K
and σ = 0.395 K are comparable to the 5-variable case. The value of σ also decreases monotically as
channels are added to the scheme. This comparison proves that expanding the vector is more critical
than the error covariance assumptions.
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The analyses suggest a preferential ordering of channels for inclusion in the observation vector.
We can interpret the channel ordering through Figures 10 and 11 for low- and high-TCLW profiles,
respectively. In these figures, the axes represent the brightness temperature in pairs of channels in the
order suggested by the five-variable information content analysis. The sensitivity of the two channels
with respect to the retrieved quantities is scaled to a “typical” change in brightness temperature by
multiplying by the a priori uncertainty on the quantities. In Figure 10, the panel (a) shows that the
leading two channels (6.9 V and 7.3 V) are principally sensitive to SST and TCWV, with only small
contributions from the other variables. In this case, the difference between the modelled and observed
retrieval vectors is interpreted in proportion to the a priori uncertainties expressed as radiances. Panel
(b) shows the next pair (7.3 V and 36.5 H) with very different responses for SST and TCWV. The
36.5 H channel is largely insensitive to SST in comparison to large changes due to TCWV, and it is
consequently possible to remove the previous ambiguity and separate the two variables in the retrieval.
It is not until the third pair (36.5 H and 6.9 H) that it begins to be possible to resolve wind speed effects
and thus refine the small contributions they made to brightness temperature changes in the earlier
channel combinations. The fact that the two wind-speed components are largely co-linear suggests
that it is difficult to discriminate their individual contributions. This is the main reason that ds is less
than the number of state-vector variables.

The high TCLW profile shown in Figure 11 suggests significant ambiguity for brightness
temperature changes between SST, TCWV and TCLW for the 6.9 and 7.3 V pair of channels. While
the remaining panels show the effect of SST now being distinguishable from both TCWV and TCLW,
these latter two variables remain largely co-linear. This figure also shows different sensitivities for the
two wind-speed components largely indicative of the change in wind-speed sensitivity with wind
speed. The u-component of the wind speed in this case is significantly smaller than the v-component.
Consequently, the u-component sensitivity arrow is barely visible, whereas the v-component shows
changes in some of the channel combinations comparable to TCLW.

Figure 10. Sensitivity diagrams for an example atmospheric profile with low total cloud liquid water
(SST = 296 K, TCWV = 36.2 kg·m−2, u = 4.8 m·s−1, v = −8.3 m·s−1, TCLW = 0.017 kg·m−2). Each arrow
indicates, for two channels, the product of the brightness temperature sensitivity to a variable and the
a priori uncertainty in that variable i.e., each arrow shows ∂y

∂xi
σi for the channels in y indicated on the

figure axes. This is a measure of the magnitude of the response of the observations to the range of
uncertainty in each retrieved variable. The variables are SST (black), ln(TCWV) (red), u (green), v (blue)
and ln(TCLW) (cyan). The pairs of channels in each diagram are ordered (a–d) in accordance with the
information content analysis for a five-variable retrieval vector in Table 1.
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As alluded to in Section 2, modelling the emissivity in the MW region and particularly the wind
speed dependency is a difficult task. In an effort to assess the effect of any shortcomings of the forward
model in this respect, the information content and retrieval analysis were rerun doubling the sensitivity
of brightness temperature to each of the wind components in K. The results are summarised in Table 3.
From the information content analysis, the expected SST uncertainties for both retrieval vectors with
all channels included change by around 0.01 K and although there is some slight reordering of the
channels, the top five remain the best five to include. For the simulated retrievals with a five-variable
retrieval vector, the 10.7 H channel has been promoted into the top five, but the best 14-channel
retrieval changes by only 0.001 K. In the four-variable simulated retrieval case, the best retrieval error
values is similarly small. Here, though, there are no changes to the channel order down to 7th place,
perhaps reflecting that the absence of TCLW from the retrieval vector dominates the ordering.

As mentioned in relation to the increasing retrieval errors for the four-variable retrieval, including
all channels in the retrieval is not necessarily the best approach in practice since there may be
unrepresented physical processes (such as calibration errors) or poorly-estimated covariance matrices.
Given the reasonable consistency of the channel ordering for the five-variable retrievals, we conclude
that including the top five or six channels here is the optimum approach in practice when estimating
SST using AMSR2.

Figure 11. Sensitivity diagrams for an example atmospheric profile with high TCWV and TCLW
(SST = 292 K, TCWV = 40.8 kg·m−2, u = −2.7 m·s−1, v = 14.8 m·s−1, TCLW = 0.99 kg·m−2). Each arrow
indicates, for two channels, the product of the brightness temperature sensitivity to a variable and
the a priori uncertainty in that variable i.e., each arrow shows ∂y

∂xi
σi for the channels in y indicated on

the figure axes. This is a measure of the magnitude of the response of the observations to the range
of uncertainty in each retrieved variable. The variables are SST (black), ln(TCWV) (red), u (green), v
(blue) and ln(TCLW) (cyan). The pairs of channels in each diagram are ordered (a–d) in accordance
with the information content analysis for a five-variable retrieval vector in Table 1.
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Table 3. The standard deviation of the SST retrieval error and root-mean-squared predicted SST
uncertainty from an information content analysis across all profiles for varying numbers of channels
with the sensitivity to wind speed doubled in the Jacobian matrix.

4-Variable Retrieval 5-Variable Retrieval

Number Simulated Retrieval Information Content Simulated Retrieval Information Content

of Channel σSST Channel σSST Channel σSST Channel σSST

Channels Added (K) Added (K) Added (K) Added (K)

1 6.9 V 0.642 6.9 V 0.703 6.9 V 0.557 6.9 V 0.602
2 7.3 V 0.568 7.3 V 0.632 7.3 V 0.507 6.9 H 0.532
3 18.7 H 0.495 6.9 H 0.504 10.7 H 0.450 7.3 V 0.472
4 6.9 H 0.470 36.5 H 0.436 36.5 H 0.417 36.5 H 0.413
5 23.8 V 0.462 10.7 V 0.416 6.9 H 0.399 10.7 V 0.398
6 7.3 H 0.459 18.7 V 0.408 10.7 V 0.388 18.7 V 0.392
7 10.7 H 0.457 7.3 H 0.403 23.8 V 0.382 7.3 H 0.388
8 10.7 V 0.456 23.8 H 0.400 23.8 H 0.380 23.8 H 0.386
9 89 V 0.455 23.8 V 0.395 18.7 V 0.377 23.8 V 0.383
10 36.5 V 0.455 18.7 H 0.394 18.7 H 0.375 18.7 H 0.380
11 18.7 V 0.457 36.5 V 0.392 7.3 H 0.373 36.5 V 0.379
12 89 H 0.462 10.7 H 0.391 89 H 0.372 10.7 H 0.378
13 36.5 H 0.466 89 H 0.390 89 V 0.372 89 H 0.377
14 23.8 H 0.467 89 V 0.389 36.5 V 0.371 89 V 0.376

7. Conclusions

This information content analysis and simulated retrieval study for AMSR2 provides an ordered
list of the best combination channels to use to retrieve SST in OE. In practice, the top five or six would
be used in an OE scheme to minimise the accumulation of poorly understood errors (such as from
calibration). The recommended channel set is 6.9 V, 6.9 H, 7.3 V, 10.7 V and 36.5 H. The 6.9 V and 7.3 V
channels provide the greatest SST sensitivity to the retrieval and the contribution of TCWV is separated
out with the addition of the 36.5 H channel. The 6.9 H and 10.7 V channels add in discrimination of
the wind speed effects. These results will govern our approach in future work applying OE to real
AMSR2 data for SST retrieval.
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Abstract: The National Oceanic and Atmospheric Administration’s Coral Reef Watch program
developed and operates several global satellite products to monitor bleaching-level heat stress.
While these products have a proven ability to predict the onset of most mass coral bleaching events,
they occasionally miss events; inaccurately predict the severity of some mass coral bleaching events;
or report false alarms. These products are based solely on temperature and yet coral bleaching is
known to result from both temperature and light stress. This study presents a novel methodology
(still under development), which combines temperature and light into a single measure of stress to
predict the onset and severity of mass coral bleaching. We describe here the biological basis of the
Light Stress Damage (LSD) algorithm under development. Then by using empirical relationships
derived in separate experiments conducted in mesocosm facilities in the Mexican Caribbean we
parameterize the LSD algorithm and demonstrate that it is able to describe three past bleaching
events from the Great Barrier Reef (GBR). For this limited example, the LSD algorithm was able
to better predict differences in the severity of the three past GBR bleaching events, quantifying the
contribution of light to reduce or exacerbate the impact of heat stress. The new Light Stress Damage
algorithm we present here is potentially a significant step forward in the evolution of satellite-based
bleaching products.

Keywords: coral bleaching; Light Stress Damage; LSD; DHW; remote sensing of coral bleaching;
NOAA Coral Reef Watch; CRW; mass coral bleaching; light stress; Fv/Fm
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1. Introduction

Corals live in an endosymbiotic relationship with unicellular algae forming what is referred
to as the “holobiont”. These dinoflagellate algae (genus Symbiodinium), collect light and perform
photosynthesis, transferring energy to the coral. Coral bleaching refers to the dramatic loss of the
Symbiodinium population that inhabits coral tissues, leaving the coral polyps transparent and making
visible the underlying white calcium carbonate skeleton. This occurs when the symbiosis breaks down
under any stressful condition that pushes the symbiosis beyond its limits of stability. The causes or
“stressors” can include but are not restricted to: anomalous temperature (both hot and cold), anomalous
increasing levels of light, anomalous levels of salinity (both high and low), reduction in water quality
(e.g., heavy metals) and diseases [1–7]. Additionally, partial loss of coral pigmentation can occur during
acclimation to high-light conditions [8–10] or too low nutrient availability [11]. Seasonal changes in
the number of symbionts [12,13] and/or in symbiont pigmentation [14] can also lighten coral color
during summer but these changes are unrelated to symbiosis instability. It is therefore important to
distinguish between coral bleaching and coral holobiont homeostatic adjustments to the environment,
since bleaching not only involves a dramatic change in coral pigmentation but is also an indication of
a dysfunctional condition of the symbiotic relationship.

All the stressors listed above are known to cause bleaching on small to medium “local” scales
(i.e., less than synoptic). However, heat stress is directly linked to synoptic-scale climate events
and therefore is the only stressor demonstrated to have the capacity to cause mass coral bleaching
(i.e., encompassing hundreds or more square kilometers and affecting many reefs at once). The first
documented bleaching event was recorded in the 1870s [1] and the first recorded bleaching event
attributed to heat stress was in 1911 [15]. Since the late 1970s the number, scale and intensity of coral
bleaching events have grown significantly. While the first basin-scale (and possibly global) bleaching
event occurred during the 1982–1983 El Niño [16,17], the first bleaching event demonstrated to have
a fully global impact was not until 1998 [18]. Since the 1998 global coral bleaching event, heat stress
events have occurred somewhere in the world each year and large-scale severe events are becoming
more frequent, with subsequent global events in 2010 and 2014–2017 [19]. This trend has been linked
to elevated ocean temperatures due to anthropogenic climate change [5,18].

To better understand the implications of climate change for coral communities, it is important
to develop adequate tools to monitor these large-scale bleaching events and the stress that causes
them. In doing so, we can compare the extent, duration and severity of different mass bleaching events
in relation to physical disturbances and to the areas, coral communities and/or species particularly
affected. This knowledge in combination with a better understanding of coral physiology and the
cellular mechanisms that explain coral bleaching will help us to better model and predict the future
risk to reefs from climate change, which will enable the development and encourage the adoption of
better management tools and practices.

The National Oceanic and Atmospheric Administration’s (NOAA) Coral Reef Watch program
(CRW) developed and operates the world’s only operational global satellite products designed
specifically to monitor bleaching-level heat stress. Seawater temperature anomalies above the local
maximum monthly mean (MMM); the average temperature of the climatologically-hottest month of
the year [20] have been recognized to be the principal cause for mass coral bleaching events [5,21].
The HotSpot (HS) product, developed in 1997, is a sea surface temperature (SST) anomaly product
comparing current SST to the MMM. In its current form, it provides a measure of the level of daily
heat stress on corals [22,23]. This product was followed in 2000 with a near real-time satellite product
called the Degree Heating Week (DHW), which provides a measure of the accumulated heat stress and
has been shown to be an accurate predictor of coral bleaching [22–24].

These satellite-based coral bleaching products were designed to help coral reef managers identify
and monitor oceanic heat stress and hence better predict mass coral bleaching. These products have
been demonstrated to perform well when used to describe the onset of coral bleaching [25,26]. However,
they occasionally predict bleaching for coral reefs where the phenomenon was not observed and vice
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versa. The products are based solely on SST and yet mass coral bleaching is known to be a result of
the combined effect of temperature and light on the photosynthetic activity of Symbiodinium [27–30].
Indeed, mass bleaching has failed to materialize under persistently cloudy conditions despite the
existence of sustained elevated sea temperatures that would otherwise elicit coral bleaching [31].

This paper describes a methodology that is planned to underpin a major evolution of the
NOAA CRW satellite products. This new methodology (called Light Stress Damage, or LSD) enables
satellite-derived SST data to be combined together with satellite-derived solar insolation data in a
scientifically valid way. The LSD algorithm is based on physiological processes that incorporate the
synergistic effects of light and elevated temperature to induce coral bleaching. Such stress causes a
significant decline in holobiont photosynthetic performance due to the accumulation of light-induced
damage to the photosynthetic apparatus (photodamage) [28–30] and can be used to measure the
photodamage of Symbiodinium, even prior to visible bleaching. The LSD methodology is novel in
that it allows the quantification of the severity of a particular heat stress event as a function of the
variation in the magnitude of photodamage accumulation derived from the amplification of light stress
under elevated temperature. Light stress is defined as the condition where the energy absorbed by
the photosynthetic apparatus of a coral-algal symbiont exceeds its photoprotective abilities, causing
photodamage accumulation. This excess energy also causes Symbiodinium to activate mechanisms
to acclimate to high light [32,33]. Since light stress depends on the photoacclimatory condition of
Symbiodinium, this algorithm also includes the effect of coral photoacclimation to counterbalance the
enhancement of light stress during a heat stress event.

It is hoped that the LSD product will provide a more accurate measure of the onset and severity
of a coral heat-stress event, allowing for improved bleaching predictions with dramatically reduced
false positives. Improved characterization of the timing and levels of stress are expected to improve
the predictions (in near real-time as well as hindcast) of the severity and mortality associated with
mass bleaching events of scleractinian corals.

The development of the LSD algorithm took advantage of work being done at Universidad
Nacional Autónoma de México (UNAM) in Puerto Morelos. The experiments carried out at UNAM
were performed independently of the work described in this paper. Preliminary results from these
experiments have been used in an opportunistic manner to guide the method by which light and
temperature have been combined to form the LSD algorithm. The main purpose of this paper is to
provide a description of this methodology and its nuances. An example of the application of the LSD
algorithm is provided mainly to clarify the methodology but it also serves to demonstrate that the LSD
algorithm has potential to provide improved bleaching predictions when compared to methods that
use temperature only.

Coral Response to Variable Solar Irradiance

The amount of light available for photosynthesis (photosynthetically available radiation or PAR)
rapidly increases from near zero just before dawn to a maximum at the local solar noon (on clear
days) and then drops off to be near zero again just after dusk. The amount of light available for coral
photosynthesis varies with cloudiness, sea surface roughness, water turbidity, depth and local shading.

Photosynthetic rates of Symbiodinium increase linearly with light at low irradiance levels and
then gradually diminish until saturation (Ek) at a maximum rate (Pmax) [34]. The slope of this linear
increase (photosynthetic efficiency, α), Ek and Pmax vary among coral species and photoacclimatory
conditions. The amount of energy absorbed by the photosynthetic apparatus above the saturation
level (Ek) cannot be incorporated into the photosynthetic processes and thus it has to be dissipated as
heat by means of different photoprotective mechanisms. Ek is a key descriptor of the photoacclimatory
condition of the photosynthetic apparatus, as it determines the amount of solar energy absorbed in
excess by Symbiodinium and varies significantly among and within Symbiodinium species. Its variability
is regulated by the plasticity of the species’ photosynthetic response to light changes but it is also
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dependent on many other environmental changes that potentially affect photosystem II (PSII) excitation
pressure and consequently the photoacclimatory response of the organism [35].

Photoprotection of the photosynthetic apparatus of all photosynthetic organisms requires
continuous activity of cellular mechanisms for the repair of photodamage [36]. When the rate of
damage to PSII exceeds the rate of repair, the photosynthetic apparatus accumulates photodamage,
which is reflected in an incomplete diurnal recovery of the maximum PSII photochemical efficiency,
measured as Fv/Fm, where Fv/Fm is the ratio of the difference between maximum fluorescence and
minimum fluorescence (Fv) to the maximum fluorescence (Fm) as measured by a pulse amplitude
modulated (PAM) fluorometer. This reduction in Fv/Fm can be used as a descriptor of photodamage
accumulation at the level of the photosynthetic membrane [37,38]. Fv/Fm as employed here is a good
descriptor of the balance between the rate of accumulation of heat- and light-damaged PSII and their
rate of repair [39].

As PSII damage accumulates, it results in the leakage of reactive oxygen species into the coral host,
with the consequent increase in coral tissue oxidative stress [40]. Once photodamage accumulation
and/or photosynthesis inhibition crosses a physiological threshold for the stability of the holobiont,
the symbiotic relationship can break down leading to coral bleaching. The breakdown can also occur
when the algal symbiont no longer contributes nutritionally to the symbiosis, causing the coral to
expel them from its tissues [41]. After the stressful conditions abate and if the coral host is able to
cope with the physiological perturbation [42], Symbiodinium is able to re-populate the living coral
tissue. However, if the conditions were sufficiently severe to cause irreversible cellular damage, polyps
may not survive the heat stress event and eventually die. Stressed corals also are more susceptible to
disease [43].

The highest value for Fv/Fm achieved by the photosynthetic apparatus of Symbiodinium is around
0.7 (70% efficiency) [10,39,44,45], substantially lower than the maximum value of 0.89 that can be
achieved by higher plants [46]. Accumulated photodamage causes a drop in Fv/Fm. Once the
accumulation of damaged PSII induces a dramatic reduction in Symbiodinium population (i.e., coral
bleaching), the recovery rate of Fv/Fm will be dependent on PSII repair of the surviving algae and/or
the repopulation of Symbiodinium [47,48].

Reduction in Fv/Fm is also associated with the high-light photoacclimatory response to reduce
PSII pressure [49,50]. Whilst there are photoacclimatory mechanisms that involve photochemical
quenching, only photoacclimation involving an upregulation of non-photochemical quenching, such as
the accumulation of inactive PSII (a population of PSII that engage solely in mitigating excess excitation
energy via heat dissipation), will reduce Fv/Fm [51]. The rate of inactive PSII accumulation and the
consequent reduction in Fv/Fm is proportional to the light absorbed in excess by the photosynthetic
membranes of the algae [52]. According to this physiological background, two main parameters
need to be generated to quantify photodamage: the first describes the amount of excess solar energy
absorbed by a symbiont that significantly contributes to increased rates of PSII photoinactivation, called
Excess Excitation Energy (EEE, mol quanta m−2 day−1); and the second is the amount of photodamage
accumulated (i.e., inactive PSII). EEE varies with (1) light availability; (2) the holobiont’s saturation
irradiance threshold (Ek); and (3) holobiont capacity for photoprotection and repair. It then follows
that EEE represents a convenient quantitative descriptor of the severity of light stress, including that
induced by heat stress. This impact can be calculated as the diurnal change in Fv/Fm, which reflects
the diurnal photodamage accumulation in Symbiodinium.

The premise that heat stress will enhance the impact of EEE and PSII photoinactivation in
Symbiodinium, with the consequent negative effect on photosynthetic activity of the holobiont, is based
on evidence that light stress and photosynthetic inhibition are key components of the adverse impact of
heat stress on the physiology of symbiotic corals [28–30,44]. Photosynthesis is a temperature-dependent
process, especially at the upper tolerance threshold, as photosynthesis can drop dramatically with
rising temperature [53–55]. Such fast photosynthesis decline induces a quick EEE rise and subsequent
PSII photodamage accumulation. Accordingly, heat stress will enhance the effect of EEE and PSII
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photoinactivation in Symbiodinium, with the consequent negative effect on the photosynthetic activity
of the coral holobiont. After the stress is removed, processes allow Fv/Fm to recover, with Fv/Fm in
stressed corals returning to the maximum value of 0.7 each year during the cool season [56].

To model this biological process, we have developed the Light Stress Damage (LSD) algorithm that
combines PAR and SST to predict the impact of heat stress events on symbiotic corals. This algorithm
allows quantification of energy available in excess for Symbiodinium as it is not possible to directly
measure the energy in excess absorbed by Symbiodinium from satellite data. We quantified its negative
impact on the symbiotic population using relative changes in Fv/Fm, due to variations in PAR and
SST [37,38]. The LSD algorithm was derived from a combination of physiological processes and
several empirical relationships determined by experimental manipulation of Caribbean corals. Thus,
it describes key physiological relationships between Fv/Fm changes and the variation of EEE under
optimal conditions and different levels of PAR and heat stress. The synergistic effects of light and
temperature on Fv/Fm changes were combined into one index of light-induced damage equivalents
(i.e., LSD index), with the aim of improving on the DHW measure of stress as an indicator of coral
bleaching. As discussed below, constraints were placed on the form of the LSD algorithm so that it can
be implemented on satellite data.

2. Methods

2.1. Definition of Relative Fv/Fm

The variation of the maximum photochemical efficiency (Fv/Fm) of each day was calculated as
relative Fv/Fm (rel Fv/Fm) between two consecutive days:

rel Fv/Fm = [Fv/Fm]today/[Fv/Fm]yesterday (1)

All modeled Fv/Fm values are subsequently derived from these relative values.

2.2. Photoacclimation

Photoacclimation in Symbiodinium occurs continuously and needs to be accounted for in the
LSD algorithm. Anthony and Hoegh-Guldberg [57] found that photoacclimation in Turbinaria
mesenterina occurred over a period of 5–10 days and provided figures for the daily acclimation of
Pmax. These assumed that acclimation rate is proportional to the difference between the current Pmax,
(Pmax(t)) and the Pmax that would be optimal for constant light at the current level (PmaxS),

dPmax/dt = ε(PmaxS − Pmax(t)) (2)

where t is measured in days. Anthony and Hoegh-Guldberg [57] quoted four resulting values for ε,
two for acclimation upward (to higher light levels) and two for downward, ranging from 0.101 to
0.164. The associated standard errors suggest taking a single value for the upward and downward
photoacclimation as the mean of 0.13 is reasonable, this corresponds to 50% acclimation in 5 days.
However, that study suggested that upward and downward acclimation rates are not necessarily the
same. This is an important topic for future research as the LSD algorithm and subsequent satellite
products are still under development.

2.3. Definition of EEE

Excess Excitation Energy (EEE) is directly linked to the particular acclimatory and adaptive
characteristics of an individual coral. This makes it impossible to use space-borne sensors for direct
measurements. However, for any species or acclimatory condition, EEE = 0 implies that the organism
is well acclimated to the environment and no net light-stress has occurred (no photodamage has
been accumulated). On both a daily as well as a seasonal basis, Symbiodinium need to cope with a
continuously changing light environment that combines days where they receive more sunlight than

208



Remote Sens. 2018, 10, 18

they can actually use for photosynthesis with days that allow net recovery. Thus, a useful proxy for
daily EEE is the difference between daily PAR and the level of PAR to which a coral is acclimated.
Hence, for the purpose of this paper, EEE will be defined as being the difference between PAR today
and the coral’s acclimated PAR level.

2.4. Definition of HotSpot

The HotSpot (HS) product, developed in 1997 by NOAA CRW, is a sea surface temperature (SST)
anomaly product that measures the temperature (◦C) above the local maximum monthly mean (MMM);
the average temperature of the climatologically-hottest month of the year [20].

2.5. Experimental Quantification of the Synergistic Effect of Light and Temperature

To quantify the association between rel Fv/Fm and EEE and to incorporate the synergistic effect of
temperature on the variation of EEE, we used results from a set of mesocosm experiments performed
as part of another study at UNAM in Puerto Morelos for the species Orbicella (Montastraea) annularis.
A description of the experimental design and methods can be found in [58]. The variation in Fv/Fm

arising from these experiments is documented in [58] and the quantitative description of the combined
effect of light and temperature used in the development of the LSD algorithm are the subject of a
physiological paper, Enríquez (in prep.).

The results from these experiments provided this study with equations relating EEE to Fv/Fm for
three separate temperatures (Figure 1) for coral colonies of O. annularis. These results will be described
in detail by Enríquez (in prep.).

Figure 1. Experimental results for the variation of rel Fv/Fm as a function of the variation in EEE (mol
quanta m−2 day−1) for Orbicella annularis exposed to control conditions at (a) 28 ◦C and (b) the results
for three temperatures, 28 ◦C (black), 30 ◦C (grey) and 32 ◦C (dashed). (Enríquez in prep.).

The results of these experiments are summarized in Figure 1. The plot of the data for the tank set
at 28 ◦C (Figure 1a) is representative of non-stressful temperatures for O. annularis in Puerto Morelos.
It is therefore representative of corals whose variation in Fv/Fm is driven by EEE in the absence of heat
stress. It describes the relationship for 28 ◦C between rel Fv/Fm and EEE using the variation registered
during 10 experimental days. Each data point is the average rel Fv/Fm (Equation (1)) on one evening
over all corals for each light treatment.

For control conditions of no heat stress the relationship between rel Fv/Fm and EEE can be
modeled by a linear regression (Figure 1a) giving:

rel Fv/Fm = 1.0 − 0.00426 EEE (3)
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The slope was derived from an unconstrained regression that produced a Y-intercept of 0.99,
with R2 = 0.86 and standard error of the slope of 0.0003. However, the intercept in Equation (3)
was set at 1.0 since, by definition, rel Fv/Fm = 1 if EEE = 0.

As heat stress increases, the regression slopes become more negative and the Y-intercepts become
progressively less than 1 (Figure 1b):

i.e., at 30 ◦C rel Fv/Fm = 0.982 − 0.00663 EEE
at 32 ◦C rel Fv/Fm = 0.955 − 0.00837 EEE

Although research of the association between rel Fv/Fm and EEE under heat stress is still in
progress, in order to test the idea behind the LSD algorithm, we have used these preliminary results
from Enríquez (in prep.) to model the change in coefficients of this relationship as a function of the
experimental HotSpots (HS).

Using in situ data for the period 1992 to 2015 from the Puerto Morelos lagoon, the maximum
of the monthly averages is 29.8 ◦C. The MMM methodology requires this value to be re-centered on
1988.3 [59], which lowers the value to 29.2 ◦C. Since the experiments were conducted with integer
temperatures [58], the MMM used to derive HS should also be expressed as an integer. Hence, for the
purpose of this paper, the MMM for Puerto Morelos is 29 ◦C and since the control was set at 28 ◦C,
the resultant relationship between EEE and rel Fv/Fm (Equation (3)) is stable up until the MMM of
29 ◦C. The two experimental levels of thermal stress were set at 30 ◦C and 32 ◦C, which are equivalent
to HotSpots of 1 and 3 respectively. A linear regression was applied to each of the coefficients of the
three experimental regression outputs, allowing the Y-intercepts and slopes (from Figure 1b) to be
expressed in terms of HotSpots. The slopes of each of these regressions were used along with the
known Y-intercepts (from Equation (3)), giving:

Y-intercept = 1 − 0.01164 HS (4)

Slope = −0.00426 − 0.00130 HS (5)

2.6. LSD Algorithm Description

The idea behind the LSD algorithm was to track the effects of EEE on photosystem efficiency
throughout a bleaching season, taking into account the amplifying effects of anomalous temperature
(i.e., HS > 0). A stress threshold is established using a multi-year time series of Fv/Fm due to the
effects of EEE with no temperature effects (using Equation (3); explained in more detail below).
After temperature effects were included with EEE, the Fv/Fm values occasionally dropped below this
threshold. When that occurred, the corals experienced abnormally low Fv/Fm values, most likely due
to heat-induced stress. To gain a measure of the total stress for an event, for all Fv/Fm values less than
the threshold, the area between the Fv/Fm curve and the threshold was integrated and the total is
called the LSD index.

3. Results

3.1. LSD Algorithm Demonstration

This demonstration of the application of the LSD algorithm is designed to better describe the
algorithm rather than providing a definitive proof of the applicability of the algorithm to the generic
prediction of coral bleaching. It also serves to explain the differences between the temperature-only
DHW product and the light/temperature LSD product and why the inclusion of light is potentially an
important evolution in satellite monitoring of environmental stress for prediction of coral bleaching.

Demonstrating the LSD algorithm required a location that had a long, continuous dataset of
quality PAR measurements, reliable SST data and a complete and thorough set of in-water surveys
to ensure that all bleaching and non-bleaching events were known. No such sites were found in the
Caribbean; however, a useful site was located in the southern Great Barrier Reef at the Keppel Islands,
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Australia (Figure 2). The near-by Rockhampton airport has a climate-quality light station operated
by the Australian Bureau of Meteorology (BoM) from which the PAR data were sourced. SSTs were
available from the NOAA Advanced Very High Resolution Radiometer (AVHRR) satellite sensors [60]
and tested against in situ data from the Australian Institute of Marine Science (AIMS) and since there
was no difference in the below example for either data set, we chose to use the satellite SST. Lastly,
AIMS have annual (or more frequent) surveys of the Keppel Islands corals. These islands also have
a marine park ranger who reports any signs of coral stress. For the purpose of this demonstration,
the period 1999 to 2006 was used.

Figure 2. Map of Queensland showing the location of the Keppel Islands in the southern Great Barrier
Reef and the township of Rockhampton.

The following presents an example of the application of the LSD algorithm. This example helps
to demonstrate how the inclusion of light into the calculation of heat stress of corals can improve
the determination of bleaching. Global implementation of the LSD algorithm will require testing its
applicability in many more locations but since there is a scarcity of coral reef locations with sufficiently
long time series of reasonable quality PAR measurements and SST measurements that are coincident
with reliable bleaching reports, the validation of the general applicability of the LSD algorithm will be
best done after implementation on satellite data (work currently in progress at NOAA CRW).

3.2. Definitions

A summary of all symbols and annotations used in the LSD algorithm example (below) can be
found in Table 1.

Table 1. Summary of all symbols and annotations used in the LSD algorithm example.

Symbol Description Units

i Day number day
PARi Daily integrated Photosynthetically Available Radiation on day i mol quanta m−2 day−1

acclim PARi PAR to which the corals are currently acclimated on day i mol quanta m−2 day−1

EEEi Daily Excess Excitation Energy on day i mol quanta m−2 day−1

Fv/Fm diurnal maximum PSII photochemical efficiency -
rel Fv/Fm change in Fv/Fm relative to yesterday’s Fv/Fm = (Fv/Fm)i/(Fv/Fm)i−1 -

SST Sea Surface Temperature ◦C
MMM Maximum Monthly Mean SST ◦C

HS HotSpot = SST − MMM ◦C
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3.3. Keppel Islands Example

To apply the LSD algorithm, first a seasonal Fv/Fm is calculated using EEE derived with PAR
only (i.e., no temperature effect). This provides the LSD bleaching threshold. Next, the effects of
temperature and light are included in the derivation of Fv/Fm by using a combination of HS and PAR.
The results of this are then compared to the LSD bleaching threshold to derive the LSD index.

3.3.1. Step 1: Derive the Daily Value of rel Fv/Fm Due to EEE with No Temperature Effect

Daily total PAR was extracted from the Rockhampton BoM light station (Figure 3a). For this
example, the LSD algorithm was set to 20 cm depth and an attenuation coefficient of Kd = 0.202 m−1,
the average reported attenuation for PAR at inshore reefs of the Whitsunday Islands, just north of the
Keppel Islands [61]. Like light, temperature varies through the water column, it therefore makes sense
to set the light values to be vertically at the same level in the water column as the temperature values
in order to avoid mismatches between EEE and SST effects that vary with water depth. Since the
satellite SST data used by CRW are derived from measurements made at the sea surface and calibrated
against drifting buoys [62], which provide temperatures at 20 cm depth [63], it follows that the light
should also be set to a water depth of 20 cm.

Figure 3. Rockhampton PAR at 20 cm depth (a), EEE (b) and change in relative Fv/Fm due to EEE with
no heat stress (c) for the period 1999 to 2006.

The effect of light attenuation due to refraction and reflection at the sea surface was modeled prior
to incorporation into the calculations. To cover both effects, NASA’s Coupled Ocean and Atmosphere
Radiative Transfer (COART, http://cloudsgate2.larc.nasa.gov/jin/coart.html) was used to simulate
total daily PAR at the sea surface and at 1 cm below the surface. Since bleaching events often occur
during low to no wind conditions [20] a wind speed of 2 ms−1 was chosen and a model resolution of
0.01 μm was used. The atmosphere in the model was set to “tropical” and the total downward flux of
the combined direct and diffuse PAR was calculated at the surface and at a depth of 1 cm for each solar
zenith angle from 0◦ to 85◦ at intervals of 5◦. These were then totaled to simulate the total PAR for
a day. The ratio of the daily total PAR at the surface vs the daily total at a depth of 1cm can then be
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used to estimate the attenuation at the air/sea interface to be 0.964 (i.e., slightly less radiation reaches
a depth of 1cm than is incident at the sea surface. This is mostly due to reflection).

At each daily step, the LSD algorithm simulated light acclimation (acclim PAR) by determining
the difference between the accumulated acclimation to PARi−1 (i.e., acclim PARi−1) and the actual
PARi, the difference was then reduced by a factor of 0.13 to simulate the rate of daily acclimation [57].
Acclim PARi was then used to calculate EEE.

Acclimated PAR at 20 cm depth (Figure 3a) was calculated to obtain the daily value of rel Fv/Fm

due to EEE with no temperature effect (Figure 3b):

EEEi = PARi − acclim PARi−1 (6)

where acclim PARi = acclim PARi−1 + 0.13(PARi − acclim PARi−1) (7)

These values were then converted to rel Fv/Fm using Equation (3) (Figure 3c).

3.3.2. Step 2: Derive the Daily Variation in Fv/Fm Due to EEE (with No Temperature Effect)

The daily rel Fv/Fm variation was used to calculate daily values of Fv/Fm throughout the year using
Equation (8):

(Fv/Fm)i = (Fv/Fm)i−1 (rel Fv/Fm)i (8)

However, when Equation (8) was applied with no constraints, the resultant Fv/Fm values converged
towards zero (Figure 4a). This is due to the asymmetry of EEE (Figure 3b). The bias towards negative
anomalies resulted in the maximum for each consecutive year being progressively less than the previous
year. To overcome this, at each winter solstice we assume that damage to the photosystems due to light
stress was at a minimum and we reset Fv/Fm to 0.7, as being representative of the highest efficiency for
Symbiodinium. This ensures that the seasonality described in [56] was reproduced in the model output.

Figure 4. Seasonal variation of Fv/Fm over the period 1999 to 2006 with no annual reset and no heat
stress (a), with annual reset and no heat stress (b) and with annual reset and heat stress (c). NB: the dashed
line in (b,c) is the bleaching threshold of 0.15.
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In keeping with the winter solstice reset, we also applied an upper limit to prevent Fv/Fm values
from exceeding 0.7.

The reset value of 0.7 is somewhat arbitrary and may not be representative for Symbiodinium in all
regions, however due to the makeup of the LSD algorithm presented here, changing this value does
not alter the success of the algorithm, only its interpretation (i.e., the output graphs all look the same if
another value is used but the range of the Y-axis alters). When applying the LSD algorithm to global
satellite data it is likely necessary to use 0.7 in all regions so as to maintain a consistent interpretation
of outputs from each region.

Starting with an Fv/Fm value of 0.7 at the winter solstice, Equation (9) was used to calculate
values plotted in Figure 4b:

(Fv/Fm)i = minimum((Fv/Fm)i−1 (rel Fv/Fm)i, 0.7) (9)

The long-term minimum of Fv/Fm over the 8-year dataset was then used as the bleaching
threshold, since it was expected that the corals have adapted to the local non-stressful (“normal”) light
conditions. Hence, light on its own should be able to drive the photosystem to the threshold of stress
but not beyond.

This established the bleaching threshold for shallow corals in the Keppel Islands as 0.15 (Figure 4b).
Figure 4b demonstrates that the LSD algorithm reproduced the seasonality in Fv/Fm reported

by [56] and that it is reproducing realistic values that vary according to field observations of Fv/Fm.

3.3.3. Step 3: Derive the Daily Value of rel Fv/Fm Due to EEE, Including Temperature Effects

Night-time SST values were derived from the NOAA AVHRR and plotted for the period of 1999
to 2006 in Figure 5a. HotSpot values were then calculated using MMM, where MMM = 27.5 ◦C, after
the NOAA CRW methodology [20,63] and are plotted in Figure 5b.

Figure 5. Plot of SST (a) and HotSpot anomaly (b) for the period 1999 to 2006.

For each day Equations (4) and (5) were used to calculate rel Fv/Fm for EEE including the effects
of temperature.

i.e., (rel Fv/Fm)i= (1 − 0.01164 HSi) + (−0.00426 − 0.00130 HSi) EEEi

3.3.4. Step 4: Derive the Daily Variation in the Absolute Values of Fv/Fm Due to EEE, Including
Temperature Effects

Daily Fv/Fm was then calculated using Equation (9), only this time, rel Fv/Fm includes the effects
of temperature via step 3. As in Step 1, at each winter solstice, Fv/Fm was reset to the upper limit for
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Fv/Fm of 0.7. The results are plotted in Figure 4c. Note that when adding the effect of temperature,
Fv/Fm values occasionally drop below the stress threshold of 0.15, indicating bleaching-level stress.

3.3.5. Step 5: Calculate the Light Stress Damage Index

The LSD index is summed from the day on which Fv/Fm drops below the light stress threshold (0.15,
determined in step 2, above) and continued to be summed until Fv/Fm rises above the stress threshold.
The LSD index is therefore, a measure of the total accumulated stress during each stress event, derived by
integrating between the Fv/Fm curve and the stress threshold (for all Fv/Fm < threshold). This is similar to
the methodology CRW uses for the calculation of DHW from HS.

The LSD index for this example is the integration between the 0.15 threshold and those Fv/Fm

values less than 0.15:
LSD = Σxi, where xi = threshold − (Fv/Fm)i; xi ≥ 0 (10)

From Figure 4c it can be seen that there were three occasions when the Fv/Fm dropped below 0.15,
in 2002, 2004 and 2006. However, the LSD index accumulation for 2004 is very small (Figure 6a).

Figure 6. Plot of Accumulated Light Stress Damage (a) and Degree Heating Weeks (b) for the Keppel
Islands between 1999 and 2006. NB: 2002 and 2006 were bleaching years; the corals paled in 2004
with no bleaching; and all other years were stress-free. The dashed line in plot (b) at DHW = 4, is the
threshold above which ecologically significant bleaching is expected. The solid horizontal line at DHW
= 8, represents the threshold for widespread severe bleaching with some mortality.

For comparison purposes, DHW values were calculated using HS for the Keppel Islands for the
period 1999 to 2006, using the methodology described in [20], see Figure 6b. Note that the DHW index
is more pronounced than the LSD index for 2004.

4. Discussion

The LSD index (Figure 6a) suggest that there were two major stress events on the Keppel Islands
during the period of 1999 to 2006. This was confirmed by annual surveys conducted by the Australian
Institute of Marine Science (AIMS), in which only two bleaching events were recorded, one in early
2002 (100% bleached, 26% mortality) and the other in early 2006 (100% bleached, 35% mortality)
(Australian Institute of Marine Science, unpublished data). The only other year in this record that
came close to a bleaching event was in early 2004 when corals were recorded as having paled but
not bleached and showed no mortality. The LSD index (Figure 6a) shows 2004 as a relatively small
accumulation of light stress.

Figure 6b is a plot of the corresponding DHW values for the Keppel Islands over 1999 to 2006.
Using the accepted key thresholds for the interpretation of the DHW product (DHW of 4 indicates
ecologically significant bleaching and a DHW value of 8 or more indicates severe bleaching) [20,25].
These interpretations suggest that Figure 6b is indicating that the bleaching events in 2002 and 2006
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were severe and of similar magnitude and that there was an ecologically significant bleaching event in
2004, which bordered on being classified as a severe bleaching event.

The 2004 heat event provides a good example where the use of temperature alone can lead to a
false positive. A significant temperature anomaly existed in terms of the daily HotSpot (Figure 5b) and
in terms of accumulated temperature anomalies in the DHW product (Figure 6b). However, surveys
observed paling with no bleaching or mortality.

The LSD index more accurately predicted the 2002 and 2006 bleaching events (indicating that
2002 was significantly less severe than 2006) and a small amount of stress in 2004. Figure 7 shows
three plots, one for each of the three temperature anomaly events experienced at the Keppel Islands in
2002, 2004 and 2006. The top grey line in each of the three plots shows the HS values, allowing visual
identification of when temperature influenced the Fv/Fm values. The lower two black graphs in each
of the plots are of Fv/Fm, with no heat stress effect (EEE-only, thin black line) and with the addition of
the effect of heat stress (thick black line).

Figure 7. Plots of the three stress events in 2002 (a), 2004 (b) and 2006 (c). Plots are all on the same scale
for easy comparison. Within each plot, the top (grey) line graph is the daily HotSpot values with the
scale on the right of each plot. The two black line plots are Fv/Fm for the effect of EEE-only (thin black
line) and for the combined effect of light and heat (thick black line).

The three plots in Figure 7 clearly demonstrate the influence that light has on the accumulation of
heat stress (for the Keppel Island example) and why the outcomes for 2002, 2004 and 2006 were so
different between the LSD index and DHW products. In general, the story is one of light buffering.
When light conditions leading into the heat stress event are favorable (i.e., when EEE is consistently
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small), it is possible for these conditions to provide a “buffer” against the effects of the heat stress,
allowing the corals to cope with larger amounts of heat stress before feeling its effects.

Figure 6b shows that the heat stress, as measured by DHW, was similar for 2002 (DHW = 13.8) and
2006 (DHW = 15.2). However, Figure 7a shows the EEE-only stress starting at around 0.25 and steadily
rising over the period of the heat anomaly, serving to provide a modest buffer and hence, reducing
the heat stress accumulation, resulting in an LSD value of 7.6. During 2006 however, Figure 7c shows
the EEE-only stress starting at around 0.24 (similar to the 2004 level), however unlike 2004 where the
EEE-only stress improved throughout the heat stress event, in 2006 it dipped right down to the stress
threshold, providing no buffer for coral stress, allowing the full impact of heat stress to be felt by the
corals. This resulted in an LSD value of 9.9, which is 30% larger than the 2004 value. The 2006 DHW
value is only 10% larger than the 2004 value.

Since the AIMS data report both events having had 100% bleaching, the only measure of severity
we can use is the level of mortality. 2006 had 35% mortality which is 35% larger than the mortality
in 2004 of 26%. At least for this example, the LSD index seemed to do a marginally better job of
characterizing these two bleaching events than did DHW.

It is the 2004 heat stress event that demonstrates the potential of the LSD algorithm. Figure 6b
indicates that the DHW product recorded 7.8 in 2004, which was sufficient to have caused ecologically
significant bleaching (above DHW of 4) and was bordering on being classed as a severe bleaching
event (above DHW of 8) [20,25]. This is out of step with the AIMS bleaching records, which indicate
that the corals paled with no bleaching. The LSD index recorded 1.2, which is only 15% of the 2002
LSD index. Had the 2004 DHW value been 15% of its 2002 value then it would have recorded a DHW
value of 2, which equates to stress with no significant bleaching.

Figure 7b explains why the DHW product overstated the level of stress in 2004 while the LSD
index provided a good measure of the level of stress.

In 2004, at the start of the heat event, Fv/Fm due to EEE-only was around 0.3 and although it
fluctuated, Fv/Fm due to EEE-only remained quite high throughout the event. This countered the
effect of the temperature anomaly and prevented Fv/Fm from dropping to the bleaching threshold
until well into the heat stress event. As a result, the LSD only accumulated a small amount of stress.
With light levels playing such a major role in offsetting the heat stress for this event, it is not surprising
that the DHW product did not accurately describe this event.

These three stress events clearly demonstrate the important role of light in the lead up to and
during a heat stress event. Favorable light conditions (i.e., consistently low EEE values to maintain
a relatively high Fv/Fm value) in the lead up to a heat event can provide a significant buffer against
temperature anomalies, allowing corals to be less susceptible to the effects of elevated temperatures, as
they were during the 2004 Keppel Islands example. However, the converse can also occur as in the
2006 example, where only slightly higher temperature anomalies generated quite different outcomes
in the severity and length of the stress event due to the lack of a light buffer because of unfavorable
light conditions leading up to the event (i.e., consistently high EEE values, which pushed the Fv/Fm

values close to the stress threshold at the beginning of the heat event).
The LSD was therefore able to take into account the impact of light on corals and their

Symbiodinium and determine how much stress (i.e., combined effects of light and temperature) is
needed during the temperature anomaly event to induce coral bleaching, significantly improving the
ability to predict total stress when compared to a purely temperature derived stress index, such as the
DHW product. Differences in the combined light and heat stress measured in the LSD index predicted
both the bleaching and mortality much better than heat stress measured in the DHW.

As promising as the LSD algorithm is, there is still work to be done before the algorithm is
complete. For instance, if the daily Fv/Fm value, within the LSD algorithm, is not reset to 0.7 at
the winter solstice, Fv/Fm values converged towards zero after several years. This occurred in the
calculation using EEE with no temperature effect, as well as when temperature was combined with
EEE. While the annual reset worked for the production of a predictive algorithm, it was based on
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empirical observations rather than physiological mechanisms. Sensitivity testing identified two places
where the addition of new terms to the LSD algorithm could prevent the need for this reset. The first
was in the use of 0.13 as the daily acclimation rate [57]. This study suggested that acclimation rates may
not be the same for increasing and decreasing light levels. We tested the application of asymmetric
values and reducing the response to decreasing light by 5–10% stabilized the Fv/Fm over the eight-year
period. This demonstrated that the multi-year stability of Fv/Fm was very sensitive to slight changes
in the symmetry of the photoacclimation rate. However, imposing such a change did not stabilize the
multi-year Fv/Fm simulation after a heat stress event. This suggested a term is needed to simulate
the recovery of Symbiodinium after heat stress has ended. Both the physiological recovery of the
photosynthetic apparatus through the up-regulation of the repair mechanisms and the recovery of
Symbiodinium populations through asexual reproduction can contribute to this recovery. This can be
simulated by maintaining the enhanced rate of recovery found in the slope of heat-stressed corals
(Figure 1) for a period after heat stress has ended. It is reasonable to expect that this period of enhanced
recovery may be maintained for up to 30 days [47,48]. Imposing such a change stabilized the multi-year
Fv/Fm simulation after a heat stress event and was relatively insensitive to the length of time over
which enhanced recovery was applied. It may be possible to quantify and include these two terms
once the LSD algorithm is applied to remotely-sensed data (currently underway at NOAA) and a
larger dataset becomes available for their derivation.

NOAA has a global PAR product that matches the temporal and spatial resolution of its 0.05 degree
(approx. 5 km) Geo-Polar Blended SST product. Information about the GOES Surface and Insolation
Products (GSIP) can be found at www.ospo.noaa.gov/Products/land/gsip/index_v3.html. Currently,
there is 11 years of satellite-derived PAR data for the eastern Pacific and the Caribbean/Gulf of Mexico
regions. Global coverage has been available since March 2014, however when the switch from MTSAT
to Himawari-8 (Japanese geostationary satellites over the Australasian region) occurred on 5 December
2015, the GSIP product was not updated to account for Himawari-8 data. The inclusion of Himawari-8
data within the GSIP product is planned and will take place in the near future.

NOAA CRW have also been working closely with many collaborators (in particular the University
of British Columbia) to collate a global dataset of quality controlled in-water coral bleaching
observations against which to calibrate and validate algorithms such as the LSD and DHW.

When the PAR and SST satellite data sets are combined with the quality-controlled in-water
bleaching observations, the path for continued development of the LSD algorithm will be in
good shape.

5. Conclusions

The new methodology described herein will be used to underpin a new satellite product within
the NOAA CRW coral bleaching decision support system.

The Keppel Islands example demonstrates that this methodology shows great promise to improve
upon the already successful DHW heat stress product. However, more work is needed before the LSD
index will be ready for use as an operational satellite product, including testing its applicability across
multiple coral species and habitats around the world.

Changes in light attenuation with depth and through time (due to episodic events such as floods)
will influence Fv/Fm and how it interacts with temperature variability. This can have important
impacts on the LSD algorithm. These interactions will need to be investigated in the near future and
are a planned step in the development of the LSD as a remotely-sensed product.

Time of acclimation to light for positive vs negative EEE is also important for the LSD algorithm
and will need to be resolved before this algorithm can reach its full potential.

The Keppel Islands example helped to explain the LSD algorithm and why it works, rather than
to provide a definitive test of the algorithm’s ability to predict coral bleaching. Testing its applicability
on other locations and species is fundamental to test the predictive capacity of the LSD algorithm
for coral bleaching. However, considering the scarcity of quality in situ light data near coral reefs
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with documented bleaching records, this validation will have to wait until the algorithm has been
fully implemented on satellite data, work currently underway at NOAA. Such work will need to
consider both the light reaching the ocean surface and the reduction in light as it passes through
seawater to reach the coral. For many applications, full implementation of the LSD algorithm for
remote sensing may require not only temperature and surface insolation data but also the application
of ocean color products that measure changes in light attenuation in the water column—products also
in development at NOAA.
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Abstract: A radial basis function network (RBFN) method is proposed to reconstruct daily Sea surface
temperatures (SSTs) with limited SST samples. For the purpose of evaluating the SSTs using this
method, non-biased SST samples in the Pacific Ocean (10◦N–30◦N, 115◦E–135◦E) are selected when
the tropical storm Hagibis arrived in June 2014, and these SST samples are obtained from the Reynolds
optimum interpolation (OI) v2 daily 0.25◦ SST (OISST) products according to the distribution of
AVHRR L2p SST and in-situ SST data. Furthermore, an improved nearest neighbor cluster (INNC)
algorithm is designed to search for the optimal hidden knots for RBFNs from both the SST samples
and the background fields. Then, the reconstructed SSTs from the RBFN method are compared with
the results from the OI method. The statistical results show that the RBFN method has a better
performance of reconstructing SST than the OI method in the study, and that the average RMSE is
0.48 ◦C for the RBFN method, which is quite smaller than the value of 0.69 ◦C for the OI method.
Additionally, the RBFN methods with different basis functions and clustering algorithms are tested,
and we discover that the INNC algorithm with multi-quadric function is quite suitable for the RBFN
method to reconstruct SSTs when the SST samples are sparsely distributed.

Keywords: sea surface temperature (SST); radial basis function network (RBFN); improved nearest
neighbor cluster (INNC) algorithm

1. Introduction

High-quality sea surface temperature (SST) data play an important role in many applications,
including climate predictions [1], ocean data assimilation [2], and global change research [3].
However, raw SST data can vary significantly between different types of measurements [4], such as
in-situ measurements (e.g., ships or buoys) and satellite sensors (e.g., infrared thermal radiometers
or microwave radiometers on satellite platforms). In-situ SST measurements are accurate but sparse,
while satellite-retrieved SST measurements have poor accuracy but provide a dense coverage globally.
Therefore, one method to solve these problems is to combine different sources of SSTs to reconstruct
new SST fields [4,5].

Even through many different sources of SSTs are combined, due to the limitations of satellite
orbits and the field of view (FOV) of sensors, global ocean coverage remains difficult to achieve [6].
Additionally, high-quality SST samples usually have irregular distributions as some data are discarded,
such as in-situ SST data from questionable drifters and satellite-retrieved SST data contaminated by
clouds [6,7]. Especially for the SST data from infrared radiometers, the SSTs in some regions are largely
missing since they can not get the information through clouds. Thus, it is critical to reconstruct SST
fields from incomplete SST samples.
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Several alternative methods, such as empirical orthogonal function (EOF) [8,9], data interpolating
orthogonal function (DINEOF) [10,11], and optimum interpolation (OI) [7], have previously been used
for SST reconstruction. Currently, the most popular method to reconstruct SST is with the OI algorithm,
and many high-quality SST analysis products using the OI method have been designed with different
kinds of temporal and spatial resolutions for various applications [5,6,12–17]. However, when the
distribution of SST samples are very sparse and the local correlation scales are not large enough in the
OI method, the SSTs are often replaced by the background fields and the SST accuracy in these regions
is relatively poor [6].

A SST field can generally be described as a nonlinear pattern in space and time, which can be
expressed as a set of complex functions. Radial basis function network (RBFN) is an artificial neural
network that uses radial basis functions (RBFs) as activation functions in the field of mathematical
modeling. It is a good function approximator when RBFNs have enough hidden neurons and
samples [18–20]. RBFNs have been employed in many applications [21–23]. A RBFN-based response
model for SST has recently been developed by Ryu et al. [24]. However, this model does not optimize
the quantity and distribution of hidden knots, which are sensitive to the accuracy of the model and
should be adjusted with different distributions of SST samples.

Thus, we introduce a RBFN method for reconstructing daily SST fields when the SST samples are
limited and sparsely distributed, and design an improved nearest neighbor cluster (INNC) algorithm
for optimizing the quantity and distribution of hidden knots for RBFNs in this study. The remainder of
this paper is organized as follows. Section 2 provides an outline of the SST samples that are used in this
study. Then, the RBFN method and the INNC algorithm are described in Section 3. Section 4 evaluates
the performance of the RBFN method by using different basis functions and clustering methods for
RBFNs, and analyze its SST accuracy with the OI method. Then, some characteristics of this method
are discussed in Section 5. Finally, the conclusions are summarized in Section 6.

2. Data Description

Since the satellite-retrieved SST data from infrared radiometers are often contaminated by clouds,
the SST samples that we can obtain is very limited, especially when typhoon or tropical storm comes
with heavy clouds. This study considers data from the Pacific Ocean (10◦N–30◦N, 115◦E–135◦E)
(see Figure 1a). The SST samples in the study are selected from both the in-situ SST and the AVHRR
SST L2p data, but the coverage of SST samples is still very low when the tropical storm Hagibis arrived
from 12 June to 18 June 2014 (see Figure 1b). The AVHRR SST L2p data have been provided by the
group for high resolution sea surface temperature (GHRSST) (ftp://data.nodc.noaa.gov/pub/data.
nodc/ghrsst/) and have been widely used in SST studies [4]. The in-situ SSTs are from the in-situ
SST quality monitor (iQuam) system by using the highest quality flag value of 5 that is designed
for high-accuracy applications (http://www.star.nesdis.noaa.gov/sod/sst/iquam/index.html) [25].
These SST samples combining the AVHRR L2p data and in-situ SST data have been averaged onto
a 0.25◦ grid. To evaluate the SST errors only from RBFNs, the OISST product was used as a reference,
and non-biased SST samples were selected from the OISST products according to the distributions
of the SST samples. The OISST products are the level-4 data in GHRSST with a grid resolution
of 0.25◦, where in-situ data have been combined with AVHRR data through the analyses system of
National Oceanic and Atmospheric Administration (NOAA)’s national climatic data center (NCDC) [6].
Thus, the distributions of SST samples are consistent with the AVHRR L2p data and in-situ SST data,
while the values of SST samples were assigned by the OISST products. Accordingly, the global SST
samples from 13 June 2014 are also used to test the performance of RBFN method on the global SST
model. In addition, the reconstructed SSTs from this RBFN method are validated with the reference
SSTs in the study.
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Figure 1. (a) The study area (10◦N–30◦N, 115◦E–135◦E) in red rectangle region and the track of
the tropical storm Hagibis labeled by day. The white and green areas in (a) show land and ocean,
respectively; (b) The coverage of sea surface temperature (SST) samples in the study region during the
period from 12 June to 18 June 2014.

3. Methodology

3.1. RBFN Method

The daily SST can be considered as two parts: the background field and the SST increment [6,26].
The previous SST field is used as the background field. In particular, the values of climatology change
are added to the background field. The reconstructed SST Tt can be defined as{

Tt = Yt + Tb
t

Tb
t = Tt−1 + (Tc

t − Tc
t−1)

(1)

where Yt is the SST increment, Tb
t is the background field, and Tt−1 is the reconstructed SST for the

previous time. For convenience, we use the OISST product as the a priori SST, and to minimize the
effects of this, the procedure was run for 10 days in advance of the first date. The daily SST climatology,
Tc

t , was obtained from 30 years (1982–2011) of OISST data [27]. (Tc
t − Tc

t−1) is the SST climatology that
changes between time t and t − 1. The SST increment Yt is calculated from the RBFN proposed by
Ryu et al. [24]. It should be noted that this RBFN is used to estimate SST increments, not SSTs as in
Ryu’s et al. study. The RBFN can be given by{

Yt = f (Xt) + εt

f (Xt) = βt,0 + Xd
t βT

t,m + ∑Kt
k=1 φ(zt,k)βt,k+5

(2)

where f (Xt) is a RBFN function, Xt = (Xt1, Xt2) is a 2-dimensional matrix, and Xt1, Xt2 are the
longitude and latitude at time t, respectively. Xd

t denotes the set of all possible power with d degree.
Here, d = 2 and the 2-degree polynomial can be expressed as Xd

t = (1, Xt1, Xt2, Xt1Xt2, X2
t1, X2

t2).
zt,k = ‖Xt − μt,k‖ denotes the distance between Xt and hidden knots ut,k for k = 1, ..., Kt, and φ(z) = z.
βt,0, βt,m, m = 1, ..., 5; and βt,k+5 denote regression coefficients for the intercept, polynomials, and basis
functions, respectively. εt is an independent Gaussian random error with mean 0 and variance σ2

yt .
Using this RBFN method, the number of hidden knots Kt, the position, and error variance are

unknown, and are strongly related to the precision of the reconstructed SST. The error variance is
estimated by the squared deviation of the difference between f (Xt) and SST increments Yt. Since the
number of hidden knots and the position can be affected by the distribution of SST samples, the INNC
algorithm was designed to determine the hidden knots in the SST fields. Figure 2 shows the schematic
diagram of this RBFN method for reconstructing SST.
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Figure 2. Schematic diagram of the RBFN method for reconstructing SST.

3.2. INNC Algorithm

The nearest neighbor cluster (NNC) algorithm is used to search the optimal hidden knots only
from the SST samples for RBFNs [28,29], while the INNC algorithm can choose the hidden knots from
both SST samples and background field, and consider the values of SST samples. The INNC algorithm
is described as follows.

(1) Standardizing the original SST data, and make sure each variable of (x, y, z) in the SST matrix,
with the mean of 0 and standard deviation of 1, where z is the value of the SST at the position of
(x, y) in the SST matrix.

(2) Define a minimal distance D and set the first SST sample (x1, y1, z1) as the first center c1.
(3) For the second SST sample (x2, y2, z2), the Euclidean distance s to the center c1 is calculated.

If s > D, then the position (x2, y2, z2) is the next center c2, otherwise the algorithm searches for
the next SST sample (x3, y3, z3).

(4) For the i-th SST sample (xi, yi, zi), the Euclidean distance {sk} to each center {ck} is calculated,
k = 1, . . . ,K. K is the number of center. If the minimal distance sm > D, then the position
(xi, yi, zi) is the next center cK+1, otherwise the algorithm searches for the next SST sample,
until the last one is found.

(5) The values from the background field Tb
t are used to fill the positions without SST samples,

before repeating step (3) for each position to select the centers from the background field.
This continues until all of the positions are processed in the SST matrix, and the hidden knots ut

are obtained by using the positions of centers {ck} in the SST matrix.

In terms of the INNC algorithm, the parameters Kt and ut are determined when the minimal
distance D is defined. The value of D ranges from 0.2 to 1.5 in this study, and the optimal D is selected
with the minimal error variance σ2

yt to obtain the optimal Kt and ut for RBFN. Thus, the optimal Kt and
ut may vary with different quantities and distributions of SST samples. In addition, the SST values at
the positions of the optimal hidden knots from the background fields are added to the SST samples,
so that there is at least one SST sample in the SST field within the minimal distance of D.

3.3. Evaluating the Performance of the RBFN Method

As described above, a simplified multi-quadric function
√

z2 + s2
1 (s1 equal 0 here) is chosen as

a basis function, and the INNC algorithm is designed to search for the optimal hidden knots for RBFNs.
In order to evaluate the performance of this RBFN method, a Gaussian function exp(−s2z2) is selected
for comparison and s2 = Kt/dmax [30], because dmax is the maximum distance between the hidden
knots, thus dmax = D in the study. K-means algorithm and Kohonen-map algorithm are also tested for
selecting hidden knots for RBFNs. While the number of hidden knots Kt should be assigned for these
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two clustering algorithms, so the value of Kt ranges from 20 to 120 for K-means algorithm, and the
Kohonen-maps with regular array of m × m hidden knots are tested and the value of m ranges from
5 to 15, then the optimal values of Kt and m are separately selected with the minimal error variance σ2

yt .
More Details about K-means algorithm and Kohonen-map algorithm are described in [31–33].

Additionally, the OI method is used to compare with this RBFN method. Since the values of
SST samples are assigned by the reference SST in the study, we select the noise-to-signal standard
deviation ratio of AVHRR data for SST samples (the value is 0.5) and the average correlation scales for
OI method (zonal and meridional correlation scales are 151 km and 155 km, respectively). Details of
the OI method are described by Reynolds et al. [6].

To validate the accuracy of SST, the reconstructed SSTs are compared with the reference SSTs,
and four commonly used error metrics are calculated: root mean square error (RMSE), mean absolute
error (MAE), Pearson correlation coefficient (R), and signal-to-noise ratio (SNR). The SNR is the ratio
of the standard deviation of the SST results to the standard deviation of the errors [34].

4. Results

In this section, the RBFN methods with different basis functions and clustering methods are tested,
and the performance of the RBFN method for reconstructing daily SSTs is evaluated by comparing
with the OI method.

4.1. Results from Different Basis Functions

Using the INNC algorithm, the optimal hidden knots can be chosen from SST samples and
background fields. But the distributions of SST samples are very sparse in this study, the reconstructed
SSTs from the RBFN method may be influenced by the type of the basis function.

Figures 3 and 4 display the SST increments that are estimated by using Equation (2) with Gaussian
function and multi-quadric function on 13 June and 18 June, respectively. It is clear that the SST
increments obtained from Gaussian function have a lot of anomaly circular regions, as shown in
Figures 3a and 4a, where the SST increments are significantly different to the values from the regions
behind them. While the SST increment fields using multi-quadric function in Figures 3b and 4b are
quite close to their neighborhood regions. Besides, due to the characteristics of the Gaussian function,
the effective areas of the hidden knots are limited, so the SST increments are strongly affected by the
hidden knots that are selected from the background fields when there are few SST samples nearby,
which may cause large errors on SST increments.

Figure 3. Reconstructed SST increments on 13 June 2014 obtained by using (a) Gaussian function and
(b) multi-quadric function. White areas are lands in the images.
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Figure 4. Reconstructed SST increments on 18 June 2014 obtained by using (a) Gaussian function and
(b) multi-quadric function. White areas are lands in the images.

The statistical results from Tables 1 and 2 demonstrate that the multi-quadric function
is significantly better than the Gaussian function as the basis function for the RBFN method,
especially from the results on 18 June, the RMSE from the multi-quadric function is 0.47 ◦C, which is
quite smaller than the value of 0.73 ◦C from the Gaussian function.

Table 1. Statistical results from different basis functions and clustering methods on 13 June 2014.
The subscripts G and M stand for Gaussian function and multi-quadric function, respectively.

RMSE (◦C) MAE (◦C) R SNR

INNCG 0.66 0.96 0.49 3.43
INNCM 0.51 0.98 0.37 4.61

K −
meansM

0.66 0.97 0.49 4.02

Kohonen−
mapM

0.55 0.97 0.43 4.18

Table 2. Statistical results from different basis functions and clustering methods on 18 June 2014.
The subscripts G and M stand for Gaussian function and multi-quadric function, respectively.

RMSE (◦C) MAE (◦C) R SNR

INNCG 0.73 0.97 0.52 3.60
INNCM 0.47 0.98 0.34 4.64

K −
meansM

0.59 0.97 0.43 4.06

Kohonen−
mapM

0.69 0.96 0.51 3.39

4.2. Results from Different Clustering Algorithms

A RBFN with too many or too few hidden knots is not conductive to simulating SST fields.
Additionally, the distribution of hidden knots has a strong influence on the construction of a RBFN.
Therefore, the quality of reconstructed SSTs from the RBFN method is highly related to the quantity
and distribution of hidden knots, and it is important to select the suitable hidden knots for RBFNs.

Three clustering algorithms, including K-means algorithm, Kohonen-map algorithm, and INNC
algorithm are compared to selecting the optimal hidden knots for RBFNs on 13 June and 18 June,
respectively. Since the RBFN is quite sensitive to the hidden knots, the values of hidden knots are very
important to the reconstructed SSTs. As a result, if a hidden knot is obtained from the background
field, the value of which is close to 0 in the SST increment field in Equation (2), and the SST accuracy
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will decrease in this situation. Thus, it is conductive to select the hidden knots from the SST samples
rather than from the background field.

Figures 5 and 6 show the distributions of hidden knots from these three algorithms. It is easy
to discover that there are more hidden knots that are selected from the SST samples (green points)
by the INNC algorithm than those by the other two algorithms, because the clustering centers of
the K-means algorithm and the Kohonen-map algorithm are chosen by training the input samples,
while the INNC algorithm directly selects the hidden knots from the SST samples and make sure
that as many hidden knots as possible are obtained from SST samples within the minimal distance D.
As the statistical results shown in Tables 1 and 2, the INNC algorithm in this study with the highest
accuracy of reconstructed SSTs, is more suitable than the K-means algorithm and the Kohonen-map
algorithm to select the optimal hidden knots for the RBFN method.

Figure 5. The distributions of hidden knots for radial basis function network (RBFN) on 13 June 2014
from (a) K-means algorithm; (b) Kohonen-map algorithm and (c) improved nearest neighbor cluster
(INNC) algorithm respectively. The red points and green points are the locations of hidden knots for
RBFNs separately selected from the background field and the SST samples.

Figure 6. The distributions of hidden knots for RBFN on 18 June 2014 from (a) K-means algorithm;
(b) Kohonen-map algorithm and (c) INNC algorithm respectively. The red points and green points
are the locations of hidden knots for RBFNs separately selected from the background field and the
SST samples.

4.3. Comparison with the OI Method

Due to the limitation of the correlation scales for the OI method, the SST increments will close to 0
when there are no SST samples behind them, while the SST increments from the RBFN method are
obtained based on the tendency of the whole SST increment field. This is the key difference between
the OI method and the RBFN method for reconstructing SST.

Figure 7 displays the time-series of each error metric from the OI and RBFN methods during
the period from 12 June to 18 June 2014. The performance of each error metric from the RBFN
method is much better than that from the OI method. The average values of these error metrics
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in Table 3 indicate that the RBFN method increases R and SNR from 0.96 and 3.82 to 0.98 and
4.94, respectively, and decreases RMSE and MAE from 0.69 ◦C and 0.46 ◦C to 0.48 ◦C and 0.35 ◦C,
respectively. Although the RBFN method requires more computation time than the OI method, due to
the selection of optimal hidden knots by using the INNC algorithm, the RBFN method has a better
accuracy of reconstruction than the OI method.

Figure 7. (a) root mean square error (RMSEs); (b) mean absolute error (MAEs); (c) Pearson correlation
coefficient (Rs) and (d) signal-to-noise ratio (SNRs) of the reconstructed SSTs from the optimum
interpolation (OI) and RBFN methods in the study region during the period from 12 June to 18 June 2014.

Table 3. Statistical results from the OI and RBFN methods.

RMSE (◦C) MAE (◦C) R SNR

OI 0.69 0.46 0.96 3.82
RBFN 0.48 0.35 0.98 4.94

In Figures 8 and 9, the reconstructed SSTs from 13 June and 18 June are separately displayed
as examples. The results show that the reconstructed SSTs from the OI method (shown in
Figures 8b and 9b) and the RBFN method (shown in Figures 8d and 9d) are quite similar to their
reference SSTs (see Figures 8c and 9c). But, the SSTs in the region outlined by the square from the OI
method have a significantly high SST anomaly, where these phenomenon are not obvious in the SSTs
from the RBFN method and their reference data. This indicates that the RBFN method has a relatively
better performance than the OI method to reconstruct SSTs when the original SST samples is quite
sparse, as shown in Figures 8a and 9a.
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Figure 8. The distributions of (a) original SST samples; (b) OI SST; (c) reference SST; and, (d) RBFN SST
on 13 June 2014. The region outlined by the square is used for comparison in detail. White areas in the
images indicate no data or land.

Figure 9. The distributions of (a) original SST samples; (b) OI SST; (c) reference SST; and, (d) RBFN SST
on 18 June 2014. The region outlined by the square is used for comparison in detail. White areas in the
images indicate no data or land.
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However, the global distribution of original SST samples is much more complex than the local
regions. As shown in Figure 10, the distribution of them is very irregular on 13 June 2014 in the
global ocean, and the coverage of these SST data is not complete, especially in the equatorial regions,
where the data is relatively limited. Therefore, in order to test the performance of RBFN method, we
run the RBFN using the global SST samples and compare the results with the OI method. It should
be noted that both the OI method and the RBFN method in this study choose the previous OISST
product as the background field, and the global SST field from the RBFN method are combined by
each 20◦ × 20◦ boxes of reconstructed SST samples that using the same scheme as the local experiment
in Section 3.

Figure 10. The global distribution of original SST samples on 13 June 2014. White areas in the images
indicate no data or land, and the coastlines are highlighted with back contours.

Figure 11 displays the global distributions of SST biases separately from the OI method and the
RBFN method on 13 June 2014 according to the corresponding reference SST. The results show that the
variations of SST biases from these two methods are quite similar, but the SST biases from the RBFN
method are relatively greater than those from the OI method when the SST samples in Figure 10 are
not sparsely distributed. It indicates that this RBFN method might not be as good as the OI method
when the coverage of SST samples is relatively high. Additionally, when compared with the global
statistical results from the OI method in Table 4, the values of RMSE and MAD from the RBFN method
are slightly larger, but its SNR value is relatively smaller. Thus the performance of RBFN method in the
study is not very stable with different distributions of SST samples, and it still needs to be improved
when applied in the global region.

Table 4. Global Statistical results from the OI and RBFN methods on 13 June 2014.

RMSE (◦C) MAE (◦C) R SNR

OI 0.18 0.08 0.99 65.38
RBFN 0.19 0.10 0.99 62.21
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Figure 11. The global distributions of (a) OI SST—reference SST and (b) RBFN SST—reference SST on
13 June 2014. White areas in the images indicate no data or land.

5. Discussion

5.1. The INCC Algorithm for RBFNs

The hidden knots for RBFNs are commonly selected by clustering algorithms [28,29,35] or random
sampling [24]. Since the hidden knots with different quantities and distributions should be tested
in RBFNs, huge computational resources are required when random sampling is used to select the
optimal hidden knots from SST fields. Commonly used clustering algorithms for RBFNs, such as
K-means algorithm and Kohonen-map algorithm, are only used to determine the distribution of hidden
knots when the number of hidden knots is given [32,35]. The K-means algorithm should be executed
hundreds of times, which also takes a lot of time even though the algorithm has a fast convergence
speed. For the Kohonen-map algorithm, an input vector is not only related to the nearest hidden
knot, but also to its neighbor hidden knots, so the computation is also huge and the training step
for the clustering centers consume a lot of time before the iteration ends. While using the INNC
algorithm with a parameter D, both the quantity and the distribution of hidden knots could be directly
determined without any iterative computation, and the values of D in this study were chosen from
0.2 to 1.5. Thus, the INNC algorithm is more efficient in selecting the optimal hidden knots for RBFNs.

Additionally, the INNC algorithm select the hidden knots from SST samples and background
fields within the minimal distance D, and then the values of hidden knots from the background
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fields are added to the SST samples, which makes sure that the distributions of the hidden knots
and the SST samples are close to uniform in the SST field. While the multi-quadric basis function for
RBFNs considers large related domains in SST field, so the values from both the SST samples and the
backgrounds fields will contribute to the reconstructed SSTs when there are few SST samples nearby.

5.2. SST Samples

The coverage of SST samples that we selected in the Pacific Ocean is very low because the
tropical storm Hagibis come with heavy clouds, which makes poor quality of satellite-retrieved SSTs,
and the SSTs we can used are very limited. Theoretically, the errors of reconstructed SSTs are from
both background fields and SST increments. The SST increments are estimated by using current SST
samples, and the quality of background fields is strongly influenced by the previous SST samples, thus
the distributions of SST samples at both the previous time and the current time play a significant role
in reconstructing SST. It can well explain the fact that the minimal RMSE did not happen on 15 June in
Figure 7a, which has the highest coverage of SST samples, as shown in Figure 1b. Because the 14 June
with the lowest SST coverage in the study has a low accuracy of reconstructed SST, and make a poor
quality of the background field for 15 June, so the accuracy of reconstructed SST on 15 June is not the
best even though it has the highest coverage of SST samples.

The quality of SST samples is not only relevant to the coverage of SST samples, but it also depends
on their accuracy. Since the SST sample values that were used were assigned by the reference SSTs,
which can be considered as non-biased SST data, the reconstructed SSTs are of relatively high quality.
However, the satellite-retrieved SST is often contaminated by the atmosphere and the SST data from
different sources may contain errors from their respective surveying systems, meaning that it is not easy
to obtain non-biased SST data, and the accuracy will decrease if large errors exist in the SST samples.

The SST samples with high coverage are conductive to acquiring high-quality daily SSTs.
While acquiring larger quantities of SST samples often needs the combination of different sources of
SSTs, more SST errors may come from these different kinds of sensors, and this has a negative influence
on the quality of the SST samples overall. For the purpose of obtaining high-accuracy SST data from
the RBFN method, more SST data should be used in reconstructing the SST. Additionally, strict quality
control is required for SSTs from various measurements, and bias corrections for satellite-retrieved
SSTs are necessary to eliminate the errors in SST samples.

5.3. The Performance of the RBFN Method

Since the OI method estimates SSTs using only the information within a limited distance,
the estimated SSTs in some areas rely on background fields, which create large errors in the SST
fields. The RBFNs with enough hidden knots use all the SST samples to approximate the SST field,
so the SSTs from the RBFN method contain more information on the whole SST field, not only the
information about SST samples nearby. Thus, the accuracy of SST that is obtained using the RBFN
method is better than that using the OI method when the distribution of SST samples is quite sparse.

As shown in Figure 7a, the RMSE on 15 June from the RBFN method is significantly smaller than
that from the OI method when the quality of the background field is quite poor. This shows that when
compared with the SSTs from the OI method, the quality of SSTs from the RBFN method is more stable
when the SST errors are associated with the background field.

On the other hand, the OI method is effective in estimating SST using neighboring samples,
which was conductive to obtaining a higher accuracy of SSTs when the coverage of the SST samples
is very high. While the quantity and distribution of hidden knots in RBFNs are determined by the
minimal error variance, which is a global variable of the SST field, and the distribution of hidden knots
may not be suitable in some local regions, and the SST errors of RBFNs may occur even in some areas
with large amount of SST samples nearby. This is may be the reason why the RBFN method is not as
effective as the OI method in the global region. Because both the OI method and the RBFN method
is designed to minimize the errors of the SST field, and if the SST samples is sparsely distributed,
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the distribution of expected errors is relatively uniform in the SST field. In this case, a global parameter
of RBFN is suitable for the whole SST field. But when the coverage of SST samples is high, the expected
errors of RBFN in the regions with SST samples is much smaller than those without SST samples
nearby, then the expected errors are distributed unevenly in the SST field, and a global parameter may
not adapt for the RBFN to simulate the high quality of SST, which may make the errors much larger
than those of the OI method, as shown in Figure 11.

In addition, although the INNC algorithm with D is very efficient in searching for hidden knots in
SST fields, the optimal D of the INNC algorithm should be selected from the values between 0.2 and 1.2,
which makes the RBFN method more computationally expensive than the OI method. Overall, the
OI and RBFN methods have their own characteristics in terms of reconstructing SST, but the RBFN
method is more effective than the OI method when the SST samples are sparsely distributed.

6. Conclusions

Reconstructing SST fields from a limited number of SST samples is important for data applications.
In this study, a RBFN method is proposed and a INNC algorithm is designed to search for the optimal
hidden knots for RBFNs. When compared with the other clustering algorithms as K-means algorithm
and Kohonen-map algorithm, the INNC algorithm can obtain more hidden knots from the SST samples,
which will contribute to acquiring a high quality of reconstructed SST. Using the multi-quadric function
as the basis function is more effective than the Gaussian function to avoid the SST increment anomaly
on the regions of hidden knots. Thus, the INNC algorithm with multi-quadric function is quite suitable
for the RBFN method to reconstruct SSTs in the study.

To evaluate the accuracy of this RBFN method, SST samples with low coverage are reconstructed
by using the RBFN and OI methods, respectively. The results show that when compared with the SSTs
from the OI method, the quality of SST from the RBFN method is more stable when the SST errors are
associated with the background field. Moreover, the RBFN method is less affected by missing values
in SST samples, and the SSTs from the RBFN method have a higher accuracy than those from the
OI method when SST samples are sparsely distributed. According to this characteristic of the RBFN
method, it is quite suitable to be used for SST reconstruction that only combine the in situ data and the
satellite retrieved SSTs from infrared radiometers.

When considering the efficiency of RBFNs, hidden knots with different quantities and
distributions are determined simultaneously using various D values in the INCC algorithm, and the
optimal D for RBFN is selected with the minimal error variance. The step-length of D is set as 0.02 in
this study. We believe that if the step-length of D can be set smaller, then the accuracy may be improved.

However, the accuracy of reconstructed SSTs is strongly influenced by the quality of SST samples
from both the present and current time, and the biases in SST samples will increase the errors in SSTs,
thus the strict quality control and bias corrections to SST samples are required in practice. Though the
RBFN method has a better performance than the OI method to reconstruct SST field with the limited
SST samples, the advantage is not obvious when the coverage of SST samples is high (the details are
described in the Supplemental Material), so this RBFN method is appropriate to be used in some local
regions, not to the global region at the present stage, and we will improve this RBFN method in our
future work.
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Abstract: Earlier studies of spatial variability in sea surface temperature (SST) using ship-based
radiometric data suggested that variability at scales smaller than 1 km is significant and affects the
perceived uncertainty of satellite-derived SSTs. Here, we compare data from the Ball Experimental
Sea Surface Temperature (BESST) thermal infrared radiometer flown over the Arctic Ocean against
coincident Moderate Resolution Imaging Spectroradiometer (MODIS) measurements to assess the
spatial variability of skin SSTs within 1-km pixels. By taking the standard deviation, σ, of the BESST
measurements within individual MODIS pixels, we show that significant spatial variability of the skin
temperature exists. The distribution of the surface variability measured by BESST shows a peak value
of O(0.1) K, with 95% of the pixels showing σ < 0.45 K. Significantly, high-variability pixels are located
at density fronts in the marginal ice zone, which are a primary source of submesoscale intermittency
near the surface. SST wavenumber spectra indicate a spectral slope of −2, which is consistent with
the presence of submesoscale processes at the ocean surface. Furthermore, the BESST wavenumber
spectra not only match the energy distribution of MODIS SST spectra at the satellite-resolved
wavelengths, they also span the spectral slope of −2 by ~3 decades, from wavelengths of 8 km
to <0.08 km.

Keywords: spatial variability; sea surface temperature; submesoscale; wavenumber spectra

1. Introduction

Increased spatial resolution in observations of the upper ocean has revealed an abundance of
processes on lateral scales of O(1) km (e.g., Thomas et al. [1]). These processes, termed submesoscale,
are vital for the transfer of energy from the mesoscale (10–100 km) to the small, three-dimensional
processes at scales less than a kilometer (0.1–100 m). While processes at the large and small length
scales have been studied extensively, the intermediate scales are less well understood, partly because
limitations on instrumental sampling and computational resolution have hindered their research [1].
However, technological advances in the last decade mean that we are now able to achieve the required
resolution in models and observations to capture this scale. Submesoscale variability is seen in
high-resolution velocity fields from radar [2], sea surface temperature (SST) fields from high-resolution
satellites [3], ice-tethered profiler measurements under ice in the Arctic Ocean [4], and hydrographic
surveys from towed vehicles and gliders, just to name a few.

Increased scientific understanding has been enabled by the improvements in instrumentation and
computational models, and has also established that submesoscale processes play an important role in
the vertical transport and mixing of properties and tracers between the surface mixed layer and the
thermocline. Submesoscale instabilities are shown to cause rapid changes (they operate on temporal
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scales spanning from hours to days) in the stratification and buoyancy transport of the mixed layer
that cannot be explained by heating and cooling alone, and far exceed what can be achieved through
mesoscale baroclinic instability [5–7].

An important question is the role that the submesoscale processes play in this transfer of
energy from the meso to the small scales where the energy dissipation takes place [8]. The quasi
two-dimensional mesoscale flow field is characterized by kinetic energy spectra with a slope of
−3. Three-dimensional numerical simulations at progressively finer resolutions show that resolving
submesoscale processes leads to the flattening of the kinetic energy spectra slope to −2 [9]. An aspect of
relevance for this investigation is that submesoscales are known to be a source of spatial heterogeneity,
or patchiness, at the ocean surface. This heterogeneity, or variance of the spatial distribution of
properties and tracers (the SST is considered a passive tracer), is caused either by vertical advection
at vertical gradients, or by horizontal stirring (lateral gradients at scales of O(1) km that enhance
lateral mixing), which promotes surface filamentation. Numerical experiments [1] show that, in the
former case, submesoscale processes accelerate vertical stratification (sharper gradients, higher fluxes),
introduce submesoscale concentration anomalies at the surface, and shift the spatial variance towards
larger scales [10]. In the latter case, the vertical restratification of the surface layer slows down
(weaker stratification and fluxes), stretching and stirring tracer filaments at the surface and increasing
submesoscale spatial variance at smaller length scales [11].

Here, we present evidence that a substantial portion of the variance of satellite SST products
with 1-km spatial resolution resides in the submesoscale range. It is common practice to treat the
satellite-retrieved SST at a pixel as a point value, even though the measurement integrates the radiation
coming from the surrounding area within the satellite footprint. There is an inherent uncertainty
(estimation error) stemming from this representation, as spatial variability is always present in nature.
The variance of the SST distribution within the pixel is referred to as the sub-pixel spatial variability.
If the variance within the pixel is small, the point value is a good representation of the overall pixel,
but as the variance increases, as in frontal regions and coastal and high-latitude regions, the estimation
error also increases. This sub-pixel variability can, therefore, contribute to the estimated uncertainty
of a satellite-derived SST retrieval when it is validated against an observation with a finer spatial
resolution. Another factor contributing to the uncertainty in satellite SST products is the error arising
from the discretization of the sampling, as satellite SST products are typically binned (gridded) in some
form. A full description of the uncertainty budget of satellite SSTs can be found in Cornillon et al. [12]
and the role of subpixel variability as it applies to Cornillon et al. [12] is explored in more detail in
this paper.

Earlier studies of the spatial variability in SST using ship-based radiometric data suggested
that the variability at scales smaller than 1 km is significant and affects the estimated uncertainty of
satellite-derived skin SSTs, as derived from the in situ observations. In Castro et al. [13], we showed
that, although satellite IR SSTs are more physically related to the ocean skin temperature, a satellite
SST regression algorithm trained on subsurface temperatures had better accuracy (less variance)
than when the regression coefficients were derived from coincidently measured skin temperatures.
This was found by developing and testing parallel skin and subsurface SST regression algorithms using
coincident temperatures from both research-grade thermometers and highly accurate radiometers
deployed simultaneously from research ships. After comparing the SST variance from both types of
algorithms (the subsurface-trained algorithm consistently outperformed the skin-trained algorithm),
we concluded that the spatial variability of the skin layer was significantly larger than the variability
below the ocean surface. The amount of noise (variability) that needed to be added to the retrieved
subsurface temperatures in order to degrade their accuracy to the same level of the skin SSTs was on
the order of 0.1–0.17 K. Variogram analysis suggested that differences in both measurement uncertainty
and spatial variability with depth contributed equally to the levels of noise needed to produce equal
accuracy between the two algorithms (~0.07–0.10 K for each source of uncertainty). A contribution of
0.1 K to the total uncertainty budget is not negligible if one considers that the SST accuracy needed
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to detect climate change requires that the uncertainties associated with the SST measurement be less
than 0.3 K [14]. Contrary to popular belief, the results in Brink and Cowles [15] provide evidence
that the radiometric satellite measurement, being a weighted average of the horizontal array of
skin temperatures within the footprint and thus less variable than the point measurements from
state-of-the-art in situ radiometers, is in better agreement with the smoother subsurface temperatures
than to the shipborne radiometric skin temperatures.

Despite the emphasis on improving the characterization of the errors in satellite-derived SSTs
(the suitability of a satellite-derived, climate-quality data record of SSTs relies on a stringent knowledge
of the uncertainties), relatively little is known about satellite sub-pixel spatial variability, because
limitations on instrumental sampling require measurements on all scales of interest. Calibration and/or
validation of satellite-retrieved SSTs are usually done by comparing the retrieved values with in
situ temperatures from IR radiometers deployed from ships or from thermistor chains on buoys.
Unfortunately, these platforms cannot collect continuous in situ SSTs over an area as large as 1 km fast
enough to resolve the spatial and temporal scales of the processes that control the variability of the
skin layer of the ocean.

In this paper, we use SST data from a high-resolution (0.5 m) infrared (IR) radiometer, deployed
on an unmanned aerial vehicle (UAV), to resolve the submesoscales on horizontal grid scales of O(1)
km. The collection of measurements of this resolution over the ocean are just becoming viable with
the growing scientific use of UAVs, and only a few datasets of this type have been collected recently.
We argue that submesoscale variability in the surface layer of the ocean is responsible for the sub-pixel
variability in satellite retrievals of SSTs. The context of this investigation is the marginal ice zone (MIZ)
in the offshore region of the northern Alaskan coast (the Beaufort Sea) during the summer melt season.
There are observational indications that the MIZ has substantial submesoscale variability associated
with the intense interweaving between warm open ocean water and cold water near the ice edge [15].
Previous studies (e.g., Timmermans et al. [4] and Toole et al. [16]) have shown the important role that
submesoscale processes play in setting surface-layer properties and lateral density variability in the
Arctic Ocean.

We begin Section 2 by defining the data used in this experiment, followed by a description of the
technical challenges we encountered in the harsh Arctic environment that impacted the integrity of the
field measurements. The solutions we implemented in order to obtain a viable signal are shared in
Section 3. In Section 4, we quantify the sub-pixel variability in satellite SSTs with 1-km resolution, using
the fast, repeated sampling from the UAV-deployed IR radiometer over the footprint of the satellite.
The wavenumber spectral analysis in Section 4 is an attempt to corroborate whether the observed
sub-pixel variability is the result of submesoscale variability. Finally, we discuss the implications
of submesoscales for the Arctic mixed layer restratification and other phenomena, and provide a
discussion of outstanding questions that justify the need for more measurement campaigns of this
type, which can help resolve the space and time variability of the submesoscale, and the associated
uncertainty in satellite remote sensing.

2. Data

The data used was collected during the 2013 Marginal Ice Zone Observations and Processes
Experiment (MIZOPEX; https://ccar.colorado.edu/mizopex/), a multi-institutional airborne and
in situ campaign, funded by the National Aeronautics and Space Administration (NASA) and the
National Oceanic and Atmospheric Administration (NOAA) and led by Dr. James Maslanik at the
University of Colorado, to survey sea and ice conditions in the MIZ during the summer melt season.
In addition to the science objectives, MIZOPEX was conceived as a demonstration of the operational
capabilities of UAVs in the polar environment, hence the use of UAVs as a main instrument deployment
platform. The University of Colorado Ball Experimental Sea Surface Temperature (BESST) thermal
infrared radiometer [17], referred to hereafter simply as BESST, was flown on a small commercial UAV,
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the Boeing–Insitu ScanEagle (https://en.wikipedia.org/wiki/Boeing_Insitu_ScanEagle), as part of the
MIZOPEX suite of instruments for SST surveillance.

This paper examines the data collected during a six-hour flight on 4 August (day of year (DOY)
216) 2013, off Oliktok Point on the North Slope of Alaska. The ScanEagle was required to ferry
out to international waters, along 150◦W. Once in international waters, it began a “lawn mower”
survey that spanned seven meridional transects spaced 0.05◦ apart, from 150◦W to 149.65◦W, and was
confined to latitudes between 71.6◦N and 72◦N (Figure 1). The survey started at 13:00 LST (23:00 UTC)
and ended at 16:50 LST (02:50 UTC on DOY 217). During this time, we obtained near-coincident
SST measurements from NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS) aboard
the Terra (19:55 UTC (9:55 LST) and 21:30 UTC (11:30 LST)) and Aqua (20:15 UTC (10:15 LST) and
21:50 UTC (11:50 LST)) satellites. The MODIS SST spatial resolution is 1.1 km, which is among the
finest spatial resolution available for operational SST retrievals at the time. The Visible Infrared
Imaging Radiometer Suite (VIIRS) with slightly higher resolution was flying on the Suomi National
Polar-orbiting Partnership satellite at the time, but MODIS retrieval algorithms were more mature,
and the available VIIRS data were subject to aggressive cloud screening. Other satellites, such as
Landsat, have even higher resolution IR measurements, but lack the combination of channels required
for global retrieval of SST.

Figure 1. Ball Experimental Sea Surface Temperature (BESST) lawn mower survey during the Marginal
Ice Zone Observations and Processes Experiment (MIZOPEX) (black). The aircraft entered the pattern
heading northbound at the western edge of the pattern, and exited to the south at the eastern edge.
The background image is from the Moderate Resolution Imaging Spectroradiometer (MODIS) AQUA
sea surface temperature (SST) granule for 20:15 UTC on 4 August 2013, the day of the flight. The blue
trace depicts the UpTempO buoy track while in the study area. This buoy was deployed the day after
the unmanned aerial vehicle (UAV) survey, and was part of the MIZOPEX in situ instruments.

The BESST is a pushbroom IR imaging system especially designed for the aerial monitoring of
SSTs from UAVs and small aircraft. As the aircraft moves forward, the radiometer generates thermal
images or frames that are 320 × 256 pixels in size, but only the center 200 × 200 pixels are retained
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due to known optical distortions at the edge of the scan. The image spatial resolution depends on the
aircraft altitude. With a field of view of 18◦ and 200 pixels per across-track scan line, the BESST swath
width is about 1/3 of the flight altitude. During the MIZOPEX survey, the ScanEagle flew at an altitude
of 300 m, resulting in a BESST ground spatial resolution of about 0.5 m and a swath width of 100 m.
The system is configured to collect 130 sea-viewing frames in 53 s, followed by a 7 s onboard calibration
period, resulting in about 21 frames of target data lost during this time. Thus, for a UAV mean speed
over ground of 25 m·s−1, the BESST samples ~1.3 km in the flight track direction, and skips ~0.2 km
along track during calibration cycles. During the MIZOPEX survey, the ScanEagle coverage between
calibration periods was ~1.4 km for the northward transects, and ~1.0 km for the southward transects,
due to the relative winds. At this speed, the individual image frames were overlapping, resulting
in some degree of oversampling. The flight altitude was below the cloud base. Collecting data at
altitudes closer to the sea surface has the added benefit of minimizing the atmospheric error in the
radiometric SST retrievals.

3. Data Processing

The BESST thermal sensing array consists of a microbolometer-based camera (a FLIR Photon
Thermal Imaging Camera Core [17]), which is used for viewing both the target scene at the surface
and the sky. The sky view is needed to correct for sky radiation reflected into the field of view of
downward-looking radiometers. As part of the calibration system, the instrument includes two black
bodies (BBs), one of which is allowed to drift with the internal ambient temperature, while the other
is kept heated 12 K above ambient. A mirror changes the view of the microbolometer between view
ports and the BBs. Thermistors continually monitor the temperatures of these elements for correction
in processing the microbolometer data. This design, although effective in past deployments at milder
latitudes [18], proved problematic for the cold ambient temperatures of the Arctic environment.
After looking at the microbolometer’s raw data, it was clear that the sensing-array measurements were
noisy (large dispersions from pixel to pixel), and required extensive filtering to extract the SST signal
from the background noise.

As part of the post processing, the measurements within the BESST SST frames were binned into
0.05 ◦C bins varying from −2 to 13 ◦C, and only temperature bins for that frame with 20 observations
(the threshold determined based on histograms) or more were considered for further analysis.
The exclusion of bins with low observation counts effectively removed portions of the edge of the
scan with residual optical distortions, and damped the noise in the detectors. Binned SST data
from “valid bins” were count-weighted averaged to obtain the mean retrieved temperature value
for the entire frame. Thus, the thermal information contained in each of the BESST frames was
condensed, via weighted spatial averaging, into single values representative of 100 m × 100 m images.
However, since the frames were overlapping, these average values were spaced roughly every 10 m,
yielding some degree of oversampling. Gaps due to calibration periods in the along-track direction
were linearly interpolated, and the filled time series of mean-binned SSTs were smoothed using a
boxcar moving average of width five (~50 m).

The geolocation of the BESST data relies on the geo-pointing referencing software from the Piccolo
autopilot system, which is responsible for the autonomous navigation of the aircraft. Accurate latitude
and longitude coordinates for each frame (geolocation) are obtained by matching the BESST acquisition
time with the autopilot GPS time. To time-stamp the SST images, the BESST instrument uses a GPS
receiver to acquire accurate time information. When a connection cannot be established between
the BESST and the GPS satellites, the BESST defaults to the internal clock of the mini-computer
that operates the system. Unfortunately, it is very difficult to establish communications with GPS
satellites in the Arctic regions (north of 55◦N), and the system defaulted to the central processing
unit (CPU) internal clock during the MIZOPEX campaign most of the time. Computer internal clocks
are renowned for their poor stability. To complicate matters, there is a mismatch between the frame
acquisition rate (3 Hz) and the computer latency (less than 3 Hz), which results in a time delay of
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333 ms between BESST frames and the CPU clock. This implies that there is a cumulative loss of time
for every instance the system fails to make contact with the GPS satellite. This, plus the fact that BESST
was initialized about an hour before the plane took off, made it impossible to retrieve the timing of
the BESST frames by conventional means. To circumvent the lack of accurate information to time-tag
the BESST frames and, by extension, to geolocate them, we had to use an unorthodox procedure of
comparing the BESST SSTs against the MODIS SST themselves. This involved two processing steps
that are usually carried out separately, but due to the technical difficulties described above, had to be
performed simultaneously; that is, geolocating the BESST data while trying to match its measurements
to the satellite SSTs (data collocation).

The first step towards the BESST–MODIS collocation procedure was to combine all of the satellite
SSTs from the four MODIS L2 SST granules around the time of the experiment into a single, gridded
image. This is justified since the different satellite overpasses occurred between 1–3 h before the start of
the survey, and SSTs have a relatively slow and smooth rate of change. The combined approach takes
advantage of the fragmented information contained in the individual granules (the spatial coverage
in the MODIS granules varied significantly from one pass to the next, due to fast moving clouds
over the survey domain and orbital geometry), and it can also minimize errors associated with the
collocation procedure. The spatial resolution selected for the MODIS grid was 1.25 km by 1.25 km
× sec (φ). The scaling factor in the meridional direction (sec (φ), where φ is the latitude of the grid
center) takes into account the lateral distortions that occur near the poles when mapping the latitude
and longitude coordinates of the satellite orbital path onto a Cartesian coordinate system. The gridded
image, shown in Figure 2, was obtained by stitching the multi-temporal granules using a Maximum
Value Composite (MVC) technique, i.e., only the highest value within a pixel is retained for that grid
location. The collocation of the SST observations from BESST with MODIS was done by averaging the
BESST measurements within the MODIS pixels in the image composite, based on the distance between
the location of the aircraft and the center of the grid.

Figure 2. MODIS SST Maximum Value Composite with superimposed BESST back-shifted tracks,
color-coded by the corresponding BESST SSTs. The western track was sampled first, with the aircraft
heading northbound.
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To simultaneously geolocate and collocate the BESST data, we first assigned the latitude, longitude,
and time records from the Piccolo, starting from when the aircraft was still parked on the runway,
to BESST, even though the latter underwent checkup procedures for about an hour prior to the Piccolo
start time. The lag time between the two data records was found through trial and error by successively
matching the measurements from the two radiometers, then shifting the BESST data records by a
variable number of time steps and re-evaluating the matchups with MODIS until the discriminative
features in both of the time series of matches overlapped when plotted together. The metric used to
determine simultaneity between the time series was the correlation coefficient of the set of matches.
A peak correlation of 0.43, which corresponded to a lag of 50 min, was deemed appropriate to geolocate
the BESST point measurements.

The location information just derived was further used to separate the BESST data into flight
segments along meridional transects. Figure 3 shows the back-shifted BESST time series of SSTs for a
50-min lag with corresponding MODIS matchups. The BESST SSTs are color coded by the predicted
location of the flight tracks along meridional transects. Despite a global correlation of 0.43, it can be
seen from Figure 3 that the agreement between the BESST and MODIS SSTs is good for the last three
transects (correlation for the last three legs is 0.77). Correlations for the matchups along −149.85◦,
−149.80◦, and −149.75◦ longitude are 0.73, 0.75, and 0.78, respectively. The good agreement between
the BESST and the MODIS background temperatures for the last three transects is further exemplified
in Figure 2, which also shows the geolocated BESST track, superimposed on the MODIS SST composite,
color coded by BESST SSTs.

 

Figure 3. BESST SST time series, shifted back in time by 50 min, with superimposed MODIS SST
matchups (red dots) from the maximum value composite.

The poorer correlation between MODIS and BESST for the first three transects could have been
for any number of reasons, but the BESST observations being significantly warmer than the MODIS
SSTs could be an indication that the MODIS measurements over these transects were contaminated
by clouds, and hence appear colder than their actual value should have been. It is important to note
that the BESST values were obtained below the cloud level. Moreover, due to the scarcity of satellite
data coverage during the experiment, we opted to ignore the quality assessment of the MODIS data,
as suggested by the data producer. The satellite sea ice concentration (SIC) product from the National
Snow and Ice Data Center (not shown) indicated that the study area had a 60% ice concentration at
the time of the flight, which was desirable for the overall campaign, as this was a study of the SST
conditions in the MIZ. Most SST analyses do not report SST values when the SIC is 50% or higher,
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which means that there is no other satellite SST product available that can be used to corroborate the
cold MODIS SSTs (the more stringent cloud clearing of the VIIRS SSTs produced no matches for this
place and time). For the remainder of this paper, special attention will be given to the last three transects
of the flight. It should be kept in mind that the use of MODIS thus far is to give an approximate
location of the BESST radiometer, so that the observations can be separated and analyzed by transects.
It should not affect the BESST centric analyses, as they do not rely on the MODIS SSTs directly.

4. Data Analysis

4.1. Spatial Variability

Since the goal of this paper is to see whether the BESST measurements provide accurate
information about the sub-pixel variability within 1-km footprints, we look at the BESST SST variations
within the MODIS grid. The metric of choice is the standard deviation, σ, of the BESST measurements
that fall within an individual MODIS pixel. The standard deviation is used to estimate sub-pixel
variability, because it gives a measure of the dispersion (variation) of the SSTs along 1.25-km flight
line segments, as the aircraft flies over an area the size of the MODIS pixel. This analysis could have
been done independently of the satellite just by binning the entire BESST record using a bin width, or
horizontal grid point spacing that encompasses the scales of interest. The reason we concentrated on the
subset of BESST measurements paired with MODIS is to be able to use the satellite SSTs as reference for
interpreting features in the variability gathered from the BESST. The normalized frequency distribution
(or probability mass function, PMF) for the sample standard deviations of BESST SST within MODIS
pixels is shown in Figure 4. The frequency distribution of σ is right-skewed, with a peak value of
O(0.1) K, and a long right tail extending to a maximum of 0.8 K. The corresponding cumulative density
function (CDF) shows that 95% of the pixels had σ < 0.45 K. It is interesting to note that the sub-pixel
variability of this magnitude is comparable to the 0.4 K accuracy requirement for operational satellite
SSTs, as cited by the Group for High Resolution Sea Surface Temperature (GHRSST) (e.g., Table 6.1
in the recommended GHRSST data specification document [19]). If the MODIS retrieval were to be
validated against a point or very high spatial resolution measurement, temperature variability within
the satellite pixel alone could cause differences equal to the required accuracy. The satellite minus
validation difference would not accurately reflect the uncertainty in the satellite retrieval itself. In this
manner, sub-pixel variability becomes a relevant component of the total uncertainty budget when
satellite retrievals are validated against observations of finer resolution. The peak value of O(0.1) K in
the sub-pixel variability corresponds very well to the uncertainty contribution from spatial variability
found by [15] for in situ skin SSTs measured with state-of-the art IR radiometers deployed from ships.

Figure 4. Probability mass function (a) and cumulative density function (CDF, (b) for the standard
deviations of the BESST measurements within the MODIS Maximum Value Composite (MVC)
SST pixels.
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A long-tailed probability distribution can be interpreted as a statistical expression of intermittency
or patchiness in the spatial and temporal distribution of submesoscale structures in the ocean surface [9].
This intermittency is manifested in the instantaneous patterns of surface temperature, density,
and vorticity. Unfortunately, the 2D BESST images were reduced to linear transects of data to dampen
the noise in the microbolometer, and thus, any visual indication of SST intermittency was significantly
degraded. In order to look at where the high variability SST patches occurred, we looked instead at
the time series of binned, MODIS-matched, BESST SSTs (Figure 5). From the collocation procedure
described above, these are area-binned SSTs that result from averaging all of the BESST temperatures
within 1.25-km cells, which are coincident with the MODIS grid. The triangles in Figure 5a correspond
to the mean SSTs within the 1.25-km pixels of the MODIS MVC. Once again, the color of the triangles
indicates the flight transect. The vertex of the triangles points to the flight direction of the UAV.
Error bars correspond to 1-σ noise levels of the BESST measurements within the pixels. These error
bars are a graphic representation of the spatial variability within the pixel. Colored error bars indicate
grid cells where the standard deviation exceeded 0.4 K. Interestingly, the preferred location of pixels
with high spatial variability was at the start and end of the meridional transects (Figure 5a).

Figure 5. Time series (a) of time-lagged BESST SSTs matched to MODIS. The triangles represent the
mean BESST temperature within the MODIS pixel. The color and vertex of the triangle indicates the
flight transect and direction, respectively. Error bars correspond to 1-σ variability. Where σ ≥ 0.4 ◦C,
the error bar is color coded by transect. The SST map shown in (b) is a contour representation of the
MODIS composite (Figure 2) around the BESST survey (grey circles). Red circles illustrate the location
of the BESST area-averaged measurements with σ ≥ 0.4.
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To investigate whether the spatial distribution of high-variability pixels coincided with places
of strong ocean dynamics, we looked at a contour map of the MODIS SST MVC shown in Figure 3,
with the survey domain enlarged (Figure 5b). White areas are gaps in coverage due to clouds in the
MODIS data. The dots show the location of the BESST matchups. Red dots indicate pixels where the
standard deviation of the 1.25-km averaged BESST SSTs reflects the spatial variability in excess of the
SST accuracy requirement of 0.4 K (i.e., where point-to-pixel differences can comprise a significant
portion of inferred SST uncertainty estimates). The SST contour levels reveal a likely icy patch at
the southern edge of the survey (water at freezing temperature), followed by alternating warm and
cold filaments at mid-range and a warm area in the top third of the survey domain. There appears
to be multiple surface vortices/eddies present in the warm patches of water. With the exception of
the red dots at the northern end of the transects along −149.95◦, −149.90◦, and −149.85◦ longitude,
which appear to be related to the aircraft turning 90 degrees, all other high-variability pixels are
located at or near regions with strong temperature gradients. If, as the evidence suggests, the area of
interweaving warm and cold waters corresponds to the MIZ, then the transition zones at the ice edge
and at the open water edge of the MIZ are where the high variability took place. The high-variability
patches at the bottom end of the survey, in particular, align extremely well with the thermal front
(there is an SST change of roughly 3.5 ◦C over 10 km) that marks the transition between the icy patch
and the warm filament. This is consistent not only with long tail statistics [9], but also with horizontal
density/temperature gradients (fronts) being a primary source of submesoscale intermittency near the
surface (e.g., Thomas et al. [1]; Boccaletti et al. [8]; and Samelson and Paulson [20]). To look for more
statistical evidence that the asymmetric distribution of the SST sub-pixel variability in the MIZ is the
result of a submesoscale transition regime that develops near horizontal temperature gradients, we
did some spectral analysis of the SST, which is shown next.

4.2. Spectral Analysis of SSTs

When dealing with spatial variability, one has to deal with the concept of “scale”. In order to look
at the spatial scales resolved by each of the IR radiometers, we next estimate the horizontal wavenumber
spectra, for the BESST and the MODIS SSTs, using fast Fourier transforms. This methodology is
appropriate to look at the scale content of oceanic variability, since the data were sampled at a regular
interval. We emphasize that the spectra shown below are representative of the horizontal SST variance
at the surface of the ocean (0 m depth), as both MODIS and BESST instruments have penetration
depths on the order of 10–20 microns, which corresponds to the skin temperature of the ocean.

The MODIS SST horizontal wavenumber spectra were evaluated directly from the satellite swath
data, as the level 2 product (geolocation is given in original satellite scan line/spot geometry) has higher
spatial resolution than the MODIS maximum-value composite. Only the granules from the 20:15-Aqua
and the 21:30-Terra overpasses were used in this analysis, as the other two lacked the complete data
coverage and spatial continuity needed for a spectral analysis. The satellite wavenumber spectra are
computed in the satellite along-track direction. Figure 6a,b show the portions of the MODIS scans
over the survey area for the two granules considered. The Aqua granule covers an area approximately
250-km wide across-track by 400 km along-track, which is twice as much as the Terra granule. The dots
indicate the center location of the 1-km pixels and the colors identify the selected scan spots, from
successive scan lines, used to estimate the individual spectra. The sequence of successive scan spots
was mostly complete over the survey domain, but in the few instances where there were gaps, these
were interpolated by averaging the nearest neighbors to the selected scan spot.
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Figure 6. MODIS along-track scan spots for the Aqua (a) and Terra (b) granules that were used to
compute the satellite horizontal wavenumber spectra.

The wavenumber spectra from the individual along-track scan spots were binned to a common
wavenumber, ν, scale and band-averaged to obtain a blended wavenumber spectrum representative
of their collective distribution in space. The selected wavenumber bandwidth was Δν = 0.0417 km−1

(or 24 km) for Aqua, and Δν = 0.0714 km−1 (or 14 km) for Terra. By averaging over wavenumbers in
these bandwidths, the spectral densities for each of the satellites are assumed to be approximately
constant over the 14–24-km length-scale range. The blended spectrum is a smooth spectral density
estimate that is penalized by a loss in wavenumber resolution. In other words, we cannot resolve
wavelengths finer than half the corresponding wavelength (i.e., ~7–8 km). Figure 7 shows the resulting
blended spectra for the Aqua and Terra granules, in km−1, in both semi-log and log–log scales.
An Aqua–Terra ensemble-averaged wavenumber spectrum for MODIS is also shown in Figure 7.

Figure 7. Ensemble-averaged, band-average horizontal wavenumber spectra for SST variance from
MODIS, along the (a) semi-log and (b) log–log axes. MODIS spectra are very nearly proportional to the
theoretical spectrum ν−2.

The logarithm of the MODIS SST spectra against wavenumber, as displayed in Figure 7a, show
very similar shapes for both the Aqua and Terra satellites, with a smooth exponential decay in power
and no predominant peaks at the observed wavelengths. The log–log plot of the spectra (Figure 7b)
shows that both the individual and the blended spectra are very nearly proportional to ~ν−2 (ν is
horizontal wavenumber) in the range 0.04 < ν < 0.125–0.25 km−1, which corresponds to wavelengths
λ = ν−1 between 25 and ~4–8 km. Near 4 km, the –2 power law breaks down, and a spectral peak
appears close to λ = 3 km (ν = 0.33 km−1) in these three spectra, followed by a decrease toward
the Nyquist wavelength (2 km). This log–log linear spectral shape with a slope of –2 is consistent
with previous findings of horizontal wavenumber spectra of surface-layer temperature and density
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scaling as ν−2 over horizontal scales of O(1)–O(100) km at mid-latitudes [20–22]. Thus, a slope of −2 in
the temperature spectrum is consistent with submesoscale activity being the dominant source of the
horizontal temperature variance, not only in the open oceans but, as our results suggest, in the MIZ
as well. Since the total power (excluding the zero-term) will tend to equal the variance of the signal,
the MODIS wavenumber spectra suggest that the source of the sub-pixel variability of satellite-derived
SSTs within footprints of 1-km resolution resides in the submesoscale range. Dominant submesoscale
features over the survey domain likely arise from temperature gradient production mechanisms such
as frontogenesis and frontal instabilities.

The BESST wavenumber spectra were computed along individual meridional transects, and for
the entire survey. A BESST wavenumber spectrum over the lawn-mower survey is possible under the
assumption that the lawn-mower sampling was on a uniform grid. However, since the BESST frame
separation varied in length around 10 ± 3 m, it was necessary to interpolate the BESST data onto a
uniform 10-m length meridional grid before estimating the wavenumber spectrum along individual
meridional transects. This grid resolution is consistent with the mean separation of the overlapping
BESST frames. Figure 8 shows the horizontal wavenumber spectra, in km−1, of the 10-m gridded BESST
data along the meridional transects 149.85◦W, 149.80◦W, and 149.75◦W, both in semi-log (left column)
and log–log scales (right column), respectively. The wavenumber spectra for the transects that are
not shown are very similar to those displayed in Figure 8. The collective MODIS Terra spectrum,
in red, is also plotted for comparison. The black circles represent wavenumber spectra without any
smoothing, whereas green traces depict spectra that were smoothed with a Tukey filter over 1-m
length intervals. The density clustering of the circles illustrates clear determination of the BESST
spectral shape for ν > ~2.5 km−1 ( λ <~400 m ), but under determination for ν < ~1 km−1 (i.e., for
scales approaching the spatial resolution of the satellite). In all cases, the log–log plots of the spectra
have a shape ~ν−2 (this is illustrated in Figure 8 by the agreement between the smoothed spectrum
in green and the theoretical spectrum ν−2 in dark blue) in the wavenumber range 0.04 < ν < 40 km−1

(25 km > λ > 0.025 km). A spectral slope of −2, once again, is a signature of submesoscale activity
driving the surface temperature variability. The BESST spectrum extends the submesoscale range
(10 km–100 m) at the finer wavelength resolutions an order of magnitude higher than most previously
reported (from 100 m to ~25 m). A flattening of the slope occurs at ν ~40 km−1 (λ ~25 m), as the scales
approach what can be resolved at the BESST resolution; thus, the change in slope might just reflect
noise in the BESST data or aliasing of overlapping BESST measurements.

The spectral slopes of BESST and MODIS show excellent agreement despite the BESST spectra
being less resolved at the low wavenumber end where both spectra overlap. Interestingly enough,
the low wavenumber end of the semi-log spectrum along 149.80◦W is indistinguishable from the
MODIS Terra spectrum shown in red, with both spectra showing the same shape, featuring a spectral
peak at 3 km (Figure 8c). This is surprising given the different nature of the instruments. The other two
spectra (Figure 8a,e) show a broad peak around 1.5 km, outside the MODIS domain. In these two cases,
the spectral levels between the two vary by roughly half a decade. A key aspect of this comparison
is that the BESST high-resolution SST data spans the spectral slope of −2 by ~3 decades in λ relative
to MODIS, from 8 km to 25 m. This result, in a sense, validates the satellite findings. Since step
functions also have Fourier transforms proportional to ν−2 [20], the MODIS behavior could possibly be
interpreted as an artifact due to the presence of sharp fronts (the spectral slope of −2 in MODIS breaks
down at 8 km, whereas the MODIS composite indicates the presence of frontal widths of ~10 km).
However, the ν−2 behavior from BESST persisting to sufficiently small scales where fronts do not
resemble step functions corroborates that the spectral behavior observed by both instruments is not an
artifact due to the presence of sharp fronts (step functions). Instead, it is an artifact from the secondary
circulations associated with fronts where submesoscales are found to occur. In essence, the BESST
instrument expands the ν−2 behavior resolved by the satellite well beyond the range of horizontal
scales (by at least a decade in λ) required to capture the submesoscales ( λ = ~500 m according to
Kunze et al. [23]).
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Figure 8. (a–f) Horizontal wavenumber spectra for SST variance from BESST, along the semi-log (left)
and log–log axis (right), and along meridional transects: 149.85◦W, 149.80◦W, and 149.75◦W.

For a blended BESST horizontal wavenumber spectrum representative of the whole survey area,
the wavenumber spectra from the individual meridional transects were binned into non-overlapping,
sequential wavenumber bands of width Δν = 0.0286 km−1 (or equivalently, Δλ = 35 km). In a manner
consistent with the procedure used to derive the MODIS blended spectra, the ensemble-averaged
BESST wavenumber spectrum for the survey domain was defined as the bin-wise average of the
Fourier coefficients from the spectra from the six individual, uniformly gridded, lawn-mower transects.
The ensemble waveband-average BESST wavenumber spectrum representative of the spatial domain
is shown in Figure 9. The spectral distribution shown here is qualitatively very similar to the ones in
Figure 8 for the individual transects, although they are also smoother due to the loss of wavenumber
resolution resulting from the binning process. However, the low wavenumber end of the spectrum
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is better resolved, as it shows an offset of less than 0.5 decades in spectral power with respect to the
MODIS spectra in the overlapping range. The log–log spectrum (black dots) in Figure 9b has a shape of
~ν−2 in the wavenumber range 0.04 < ν < 10 km−1 (100 m–25 km horizontal wavelengths), spanning
from the small to the submesoscales, as shown by the agreement with the light blue line representing a
−2 spectral slope. The shape of the spectrum confirms, once again, that a substantial portion of the
variance in the SST field over the 0.04- to 10-km−1 band is likely due to submesoscale processes present
in the region at the time of the survey. The small peak present in the MODIS spectra at λ = 3 km is well
resolved in the blended BESST spectrum, but appears shifted towards a slightly higher wavenumber
(λ = ~2 km).

Figure 9. Blended BESST wavenumber spectrum over the entire survey domain. (a) Semi-log spectrum
with the inset highlighting the range from 0–5 km−1; (b) Corresponding log–log spectrum along with
overlays of spectral slopes of −2 and −5/3 in the light and dark blue colors, respectively.

An interesting remark is that the break in the −2 slope for the blended spectrum happens at a
longer wavelength than in the individual BESST spectra (100 m vs. 25 m). The bend in the spectrum
observed here at λ = ~100 m is consistent with a transitioning regime from the submesoscale to
small-scale flows. While the occurrence of this transition cannot be ascertained from the individual
spectra in Figure 8, as the bend occurs near scales where the noise becomes predominant, noise has been
significantly dampened in the blended spectrum, which is shown in Figure 9. Furthermore, the semi-log
spectrum (Figure 9a) also shows a notable decrease in the spread of spectral power with wavenumber
for ν > ~10–13 km−1 (~80–100 km). The relevant aspect is that the spectral slope changes from −2 to
−5/3, as shown by the dark blue lines bracketing the second regime in Figure 9b. The ν−5/3 scaling
persists from ~10 < ν < 40 km−1 (~100 m > λ > 25 m). A slope of –5/3 is consistent with the Kolmogorov
spectrum for microscale turbulence [24]. Using Kolmogorov-like dimensional analyses, Obukhov [25]
and Corrsin [26] predicted a temperature spectrum with a slope of −5/3 at the small-scale inertial
range. Wavenumber spectra with two separate power law scalings have been reported [27,28]. If this
is indeed the case, the horizontal SST variance transitions from a regime driven by submesoscale
dynamics to an inertial regime driven by microscale turbulence at horizontal scales on the order of
meters. However, conclusive evidence of a meaningful transition and a spectrum with dual power law
scaling requires more in depth study.

5. Conclusions

The aim of this paper was to evaluate if, by flying an IR radiometer on a fast-moving platform
such as an UAV, it would be possible to resolve the horizontal scales of SST variability in the MIZ.
Moreover, we attempted to quantify how this spatial variability could impact uncertainty estimates
of satellite-derived SSTs within 1-km footprints when validated with observations on finer spatial
scales. The measurement campaign took place during a period of highly dynamic processes at
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the start of the melt season in the southern Beaufort Sea. Wavenumber spectral analyses from
MODIS and the UAV-deployed BESST radiometer were used to describe horizontal SST variance
over lengths of 0.025–25 km. Wavenumber spectra for both MODIS and BESST systematically showed
a uniform spectral slope of −2 (Figures 7–9) for wavenumbers in the range 0.04 < ν < 40–50 km−1

(25 km > λ > 25–100 m). The BESST blended spectrum for the region also suggests a second power law
with −5/3 slope for λ < 100 m, which is consistent with the Kolmogorov–Obukhov–Corrsin power
law scaling for the SST energy spectrum in the microscale turbulence regime. However, this requires
further verification. The slopes of the BESST spectra not only aligned naturally with the satellite
spectra at low wavenumbers, but also extended its range of horizontal wavenumbers (length scales) to
higher ν (smaller λ), by about three orders of magnitude. A spectral shape of ν−2 is consistent with the
submesoscale processes at the surface. So, it appears that the submesoscale features project onto a wide
wavenumber spectrum, as seen when taken both individually and through their collective distribution
in space [29]. Our interpretation is that the submesoscale processes increase the variance of the
spatial distribution of tracers at the ocean surface, and hence are responsible for the horizontal scales
contributing to the SST sub-pixel variability in the MIZ and in the open ocean. This is also supported
by the long-tail probability distribution of the sub-pixel SST variance from BESST, which indicates
strong patchiness (spatial variability) within 1-km footprints. Moreover, MODIS pixels with high
spatial variability appeared to be associated with thermal fronts, where submesoscales are prone to
occur. It is important to emphasize that the BESST observations were collected below cloud base,
so cloud effects should not impact the observed variability.

Knowledge of the spectral slope alone is not sufficient to draw conclusions about the physical
processes responsible for the observed SST variance in the MIZ, and certainly there is not sufficient data
in this experiment to prove it unequivocally. However, given the pervasiveness of the ν−2-dependence
of the surface temperature variance on wavenumber for the submesoscale range, which is corroborated
by extensive experimental evidence from throughout the open oceans [7–9,20–22], we speculate, with a
certain degree of confidence, that submesoscale processes such as frontogenesis and submesoscale
instabilities are responsible for the observed SST variability in the MIZ. This is somewhat expected if,
as Saffman [29] pointed out, the energy spectrum density for random solutions of the equation:

∂u
∂t

+ u
∂u
∂x

=
1
Re

∂2u
∂x2 (1)

should vary asymptotically similar to ν−2 in the range of wavenumbers between the macroscale
and the microscale viscous cut-off. This was proven numerically by Hosokawa [30]. The differential
equation above is the Burgers solution to the modified Navier–Stokes (NS) equation, ∂u/∂t = χ(u) + f ,
(also known as the Hopf equation [31]), which has an additional “fluctuation” term, f, which describes
a random force that incorporates the “thermal agitation” caused by molecular motion. The thermal
agitation term is usually neglected from NS, in part due to computational limitations in finding an
analytical solution for the random force field [30]. What this suggests is that, by considering the natural
thermal agitation (e.g., temperature variability) when describing turbulent motions in the range of
scales that bridge the macro with the micros (e.g., the submesoscale regime), the energy spectrum of
the fluid motion scales as ν−2.

Submesoscales have temporal scales of hours to days (a couple of weeks at most).
Therefore, the submesoscale variability is transient, and requires a continuous supply of variance
to maintain it [23]. The examination of time series of temperatures with depth (Figure 10) from
an UpTempO buoy [32], which was deployed in a nearby area (see Figure 1) as part of MIZOPEX
on the same day of the survey, indicates that intense variability was present in the top 10 m of
the ocean surface at the time of the UAV deployment, and persisted for 15 days after the survey.
During this time, the temperature measurements from the buoy showed strong stratification in the
top 10 m of the MIZ, and even a couple episodes of diurnal warming (DOY 219 and 228) in the
top 2.5–5 m. After 19 August (DOY 231) 2013, the transient stratification was eradicated, and the
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surface layer became vertically homogenized. As shown in Figure 10, a well-mixed layer (isothermal
temperature with depth) became apparent in the top 7.5 m after DOY 231, and in the top 10 m
after DOY 248, which then persisted for the rest of the summer season. Similar Arctic mixed layer
depths of 10–15 m were observed by Castro et al. [33] from other UpTempO buoys in the area for
the summers of 2012 and 2013. Toole et al. [16] observed mixed layer depths in the Canada Basin
varying between 10 and ~30–40 m over a few days during the winter; in the summer, the mixed layer
depth averaged 16 m. Timmermans et al. [4] showed that mixed layers of this type are a common
occurrence in the Arctic winter, and are the result of submesoscale restratification by horizontal density
gradients. This circumstantial evidence, together with the spectral analyses described here, is further
indicative of the importance of the submesoscales to the transient stratification that generates vertical
gradients within the surface layer when atmospheric forcing is not strong enough to produce vertical
mixing [4,5].

Figure 10. Temperatures in the top 10 m from the MIZOPEX UpTempO buoy (Ukpik04) deployed on
8 August 2013.

Boccaletti et al. [8] suggested that the horizontal density gradients at scales of O(1) km that
restratify the surface mixed layer on temporal scales of days are the result of baroclinic instabilities at
frontal regions. These baroclinic instabilities have preferred length scales of ~O(5) km. The spatial
distribution of the BESST SST variance indicates that most of the sub-pixel variability is less than 0.1 K,
but 5% of data can have a standard deviation well in excess of the accuracy requirements of satellite
SSTs (σ ≥ 0.4 K). An SST gradient spectrum with a slope of −2 is consistent with a front no wider than
the smallest resolved length scales; in our case, this means that λ < O(5–10) km. Not only are thermal
fronts of this magnitude evident in the MODIS SST composite (Figure 5), but areas of high variability
measured by BESST have preferential locations at or near these fronts.

It is noteworthy that MIZOPEX was not designed as a submesoscale measurement campaign,
but rather as a marginal sea ice experiment. As such, there were no complementary measurements of
density, winds, and surface fluxes to help us interpret the observed variability. Field campaigns aiming
to resolve the submesoscale usually have multiple autonomous instruments with nested sampling
covering entire areas and providing dozens of independent realizations of the submesoscale from
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different tracers. It was fortuitous that the BESST measurements captured the submesoscale. By using
a UAV-deployed radiometer such as the BESST system, we have somewhat unintentionally revealed
new features of the wavenumber spectrum of the SST variability between the mesoscale and the
small scales that can be relevant for interpreting submesoscale processes of the upper ocean as well
as for understanding the spatio-temporal variability of satellite remote sensing variables in general.
Moreover, the horizontal scales involved in the restratification of the Arctic Ocean surface layer are
not typically resolved in numerical models, which points to the need for additional high spatial and
temporal resolution data that help demonstrate the role of submesoscale lateral processes in regulating
the sub-pixel variability within high-resolution satellite data.

The growing literature on submesocale processes, as cited above, suggests that their impact is
ubiquitous throughout the oceans. Additional high spatial resolution data from satellites, aircraft,
and other new observing technologies will help to further verify this and study the processes in detail.
New generation IR satellite sensors with spatial resolutions finer than 1 km will reveal increasing levels
of pixel-to-pixel variability, and submesoscale processes represent an important potential contribution
to that variability. More dedicated airborne and UAV observations such as those described here will be
highly beneficial in quantifying the role and nature of these processes.
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Abstract: This study analyzed monthly and inter-annual variability of mesoscale phenomena,
including the El Niño Southern Oscillation (ENSO), the Pacific Decadal Oscillation (PDO) climate
indexes and wind intensity considering their influence on sea surface temperature (SST) and
chlorophyll a (Chl-a). These analyses were performed to determine the effects, if any, of climate
indexes and oceanographic and environmental variability on the central and southern coastal
ecosystem of Sonora in the Gulf of California (GC). Monthly satellite images of SST (◦C) and Chl-a
concentration were used with a 1-km resolution for oceanographic and environmental description,
as well as monthly data of the climate indexes and wind intensity from 2002–2015. Significant
differences (p > 0.05) were observed while analyzing the monthly variability results of mesoscale
phenomena, SST and Chl-a, where the greatest percentage of anti-cyclonic gyres and filaments
was correlated with a greater Chl-a concentration in the area of study, low temperatures and,
thus, greater productivity. Moreover, the greatest percentage of intrusion was correlated with
the increase in temperature and cyclonic gyres and a strong decrease of Chl-a concentration values,
causing oligotrophic conditions in the ecosystem and a decrease in upwelling and filament occurrence.
As for the analysis of the interannual variability of mesoscales phenomena, SST, Chl-a and winds,
the variability between years was not significant (p > 0.05), so no correlation was observed between
variabilities or phenomena. The results of the monthly analyses of climate indexes, environmental
variables and wind intensity did not show significant differences for the ENSO and PDO indexes
(p > 0.05). Nonetheless, an important correlation could be observed between the months of negative
anomalies of the ENSO with high Chl-a concentration values and intense winds, as well as with
low SST values. The months with positive ENSO anomalies were correlated with high SST values,
low Chl-a concentration and moderate winds. Significant inter-annual differences were observed for
climate indexes where the years with high SST values were related to the greatest positive anomaly
of ENSO, of which 2002 and 2009 stood out, characterized as moderate Niño years, and 2015 as
a strong El Niño year. The years with the negative ENSO anomaly were related to the years of
lower SST values, of which 2007–2008 and 2010–2011 stood out, characterized as moderate Niñas.
Thus, variability associated with mesoscale oceanographic phenomena and seasonal and inter-annual
variations of climate indexes had a great influence on the environmental conditions of the coastal
ecosystem of Sonora in the Gulf of California.
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1. Introduction

The Gulf of California (GC), one of the 24 marginal seas, one of the five largest gulfs of the Pacific
Ocean [1] and considered one of the most productive seas of the planet [2,3], shows two periods
separated by two short transition phases, a cold one with high biological productivity and a warm
one with low productivity, attributed to mesoscale processes, such as thermocline, surface circulation
induced by the wind, gyres, filaments and upwelling [4,5]. These mesoscale processes are the result
of atmospheric forcing (wind) interaction in the eastern border of the Pacific, inducing a significant
(barotropic) variability of eddy kinetic energy, which is associated with current forcing fluctuations
in most regions [6,7].

The central region of the GC has intense seasonal upwelling, which takes place from January–April
and from November–December [8,9]. The surface circulation pattern is influenced by seasonal winds
with a flux toward the south in winter and toward the north in summer with important differences
in temperature between both periods [10–14]. High temperatures and oligotrophic characteristics are
generated during the summer with the arrival of the Mexican Coastal Current (MCC) intrusion to the
area of study, generating a cyclonic circulation in this zone [13,15], while wind forcing in the winter
generates filaments of cold water associated with high chlorophyll a (Chl-a) concentrations; likewise,
cyclonic gyres (with counterclockwise circulation in the Northern Hemisphere) are responsible for the
dispersion of high Chl-a concentration [16,17].

These oceanographic conditions of the GC vary in a wide interval of spatial scales (from a few
to hundreds of km) and of temporal scales (monthly, seasonal, annual and inter-annual to decadal),
exerting an influence on marine ecosystems and providing biologically-rich and productive habitats
for a great diversity of ecologically- and commercially-important species [18–22]. These enriching
processes of nutrient upwelling and mixing affect the trophic network, while the processes of particle
concentration (gyres and currents) generate favorable conditions for spawning, survival and larval
dispersion of phytoplankton organisms [14,23–26].

Many large-scale phenomena that act on varied time scales from the El Niño-Southern Oscillation
(ENSO) occur in the Pacific Ocean with month-year cycles from decadal to multi-decadal frequency
events, such as the Pacific Decadal Oscillation (PDO). Their effects are detectable from global to local
ecosystems, and their aggregate contributions establish climate shifts that have shown fluctuations
in atmospheric and oceanic conditions, such as sea temperature [27], wind fields associated with
atmospheric pressure variations [28], ocean currents [29], coastal upwelling [30] and mixed layer
depths [31]. Many of these climate variations occur via atmospheric-oceanic teleconnections [32],
which extend from the troposphere to the ocean surface, including fluctuations in sea level pressure
that are closely linked to changes in surface winds, sea surface temperature (SST), heat content,
mixed layer and thermocline depth. Climate variability receives considerable attention because of
large-scale influences in the North Pacific due to their impact on tropical and extra-tropical climate [33]
and weather over North America [34].

The El Niño Southern Oscillation, perhaps the most studied large-scale phenomenon, comprises
two phases. The warm El Niño phase, which has been studied extensively in the Pacific
Ocean [12,32], is characterized by the weakening of trade winds, warming the sea surface layer
in the tropical-subtropical eastern Pacific, a switch from low to high atmospheric pressure near Darwin,
Australia, and the opposite effect near the Tahiti Islands, where it is termed the Southern Oscillation.
The La Niña cold phase of ENSO is much less studied in the Pacific. It is characterized by an
intensification of trade winds, cooling the sea surface layer in the tropical-sub-tropical Eastern Pacific,
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very low atmospheric pressure near Darwin, Australia, and very high pressure near the Tahiti
Islands [35,36].

The Pacific Decadal Oscillation, another large-scale phenomenon, is a pattern of ocean variability
over the entire Pacific, similar to ENSO in some respects, but with a much longer cycle [37,38]. It is
also defined by two phases; the positive phase in the North Pacific occurs when SST anomalies are
cold in the central North Pacific and warm along the Pacific coast and when sea level pressure is below
average in the North Pacific [39], while the converse occurs during the negative phase. Both phases
are calculated by the standardized difference between SSTs in the north-central Pacific and Gulf of
Alaska. The PDO phases may be important in enhancing or dampening ENSO impacts [40].

The Pacific Ocean exerts a strong influence over the oceanographic conditions of the Gulf of
California because of its connection to the eastern tropical Pacific [4]. The dynamic forcing from the
Pacific over the gulf is one of the most important oceanographic features because it integrates relevant
phenomena, such as salt and heat, global balances, thermohaline circulation and barotropic ocean
circulation [12,41].

Studies have demonstrated the effects of these large-scale phenomena on the Gulf of California
region, and satellite analyses have shown the influence of ENSO over SST variability. Based on satellite
records of SST anomalies [11,42], it has been shown that temperature in the gulf registered up to 3 ◦C
above normal during El Niño, while it was up to 3 ◦C below normal during La Niña.

Similarly, studies on the PDO have shown its influence on pressure, wind, temperature and
precipitation patterns of the North Pacific [37,43,44]. Its temporal modulations are linked to several
important biological and ecosystem variables in the ocean [45,46]. Nevertheless, other parameters,
such as decadal fluctuations in salinity, nutrients and Chl-a in the eastern North Pacific, are often
poorly correlated with the PDO [47].

The GC is complex in terms of climate variability in different time scales (ENSO), decadal to
interdecadal and long-term trend besides the influence of climate change (CC) in the long-term
trend [48] affecting marine communities [49,50]. It is located in the transition zone between the tropical
and subtropical climate regimes and exposed to natural variability modes at a large scale, as ENSO,
PDO and their spatial-temporal interactions [51]; in addition to the previous effects, this environmental
variability causes changes in the limits of species distribution; mismatches between predators and
prey; massive mortality events; and the increase of diseases, which are some of the biological effects
attributed to CC [50,52]. Moreover, impacts in the GC ecosystem are caused by harmful algal blooms,
deterioration in the mangrove area and morphology besides changes in hydrographic conditions in the
coastal zone affecting aquaculture, mortality and changes in the distribution of benthic communities
and important species for fisheries [53].

Because the GC remains free of clouds most of the year, this region is ideal for using
high-resolution satellite-derived data to study surface variability and climate effects on some variables,
such as SST and Chl-a. These effects have been well documented in the GC with more than
three decades of satellite measurements (1980–2015). Soto-Mardones et al. [11], Lavín et al. [42]
and Herrera-Cervantes et al. [13] examined high-resolution satellite-derived SST and chlorophyll
data and their relationships to ENSO spatial signatures for different periods (1984–2004 and
1997–2006 respectively); they found that ENSO is the most important inter-annual variability
signal. Kahru et al. [54], based on satellite data from the Ocean Color Temperature Scanner
(OCTS), Sea-viewing Wide Field-of-view Sensor (SeaWiFS), the Moderate Resolution Imaging
Spectroradiometer (MODIS-Aqua and MODIS-Terra), the Advanced Very-High-Resolution Radiometer
(AVHRR) and the Vertically Generalized Production Model (VGPM) primary productivity model,
found that the semiannual cycle of surface Chl-a concentration was higher during the spring and
fall transition periods when the GC surface circulation was switching between cyclonic gyres in the
summer and anti-cyclonic gyres in the winter. Satellite images, jointly with hydrographic surveys,
suggest that the mesoscale variability in the GC is characterized by a complex pattern of filaments,
meanders and semi-permanent eddy structures. These events carry organisms and properties from the
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entrance to the whole length of the GC [14], which cause important seasonal variability in the mean
field of variables, such as SST and Chl-a, impacting the GC ecosystem, one of the most diverse marine
biological communities in the world and a strategic region for marine fisheries in Mexico, ideal for the
use of SST and Chl-a satellite images for its environmental characterization.

Therefore, the objective of this work was to perform a temporal-spatial characterization of the
mesoscale processes and their relationships with the variations of SST and Chl-a concentration using
high-resolution satellite-derived MODIS data. The influence of ENSO and PDO signals on SST,
Chl-a and wind variations, as well as their influence on the coastal ecosystem of Sonora in the GC are
included in the analysis.

2. Materials and Methods

2.1. Study Area

This study comprised the central and southern coastal regions of Sonora, Mexico, in the GC
(from Bahía Kino to Yavaros, Sonora (Figure 1)), with several sub-basins, low tide amplitude,
high productivity in winter due to coastal upwelling processes associated with winter wind
patterns [8,9] and low productivity during the summer causing oligotrophic conditions [2,55].
Important differences in SST have been reported in the zone from winter to summer [11], as well as an
important generation of cyclonic and anti-cyclonic gyres occupying the entire width of the GC [2,56].

 
Figure 1. Central and southern coastal zone of Sonora in the Gulf of California and regionalization
(continuous line) for environmental and oceanographic analyses.

2.2. Environmental Characterization and Oceanographic Dynamics

For spatial-temporal environmental characterization and oceanographic dynamics analyses,
monthly averaged composite images of SST (◦C) and Chl-a (mg/m3) were used with a spatial resolution
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of 1 km, produced by Dr. Mati Kahru (Scripps Institution of Oceanography, http://www.wimsoft.
com/CAL/). To produce monthly composite images, Kahru et al. (2012) processed and averaged
daily images of SST and Chl-a Level-2 and unmapped datasets from multiple sensors: SeaWiFS,
MODIS-Terra and MODIS-Aqua, MERIS (Medium Spectral Resolution Imaging Spectrometer) and
VIIRS (Visible and Infrared Imager/Radiometer Suite) downloaded from the NASA’s Ocean Color
website (https://oceancolor.gsfc.nasa.gov/). Individual swaths were mapped to a common projection
using an Albers Conic Equal Area projection to make each one comparable; because of the Earth’s
curvature, the viewing geometry is different for each pixel, and the ground projection of each satellite
swath is also different. Cloud-free pixels from many satellite passes were merged to create composite
images. As clouds move around during the day, it is possible to use holes in the clouds and composite
data from multiple sensors and multiple overpasses during the day to get maximum coverage. Merging
data from multiple sensors has improved spatial and temporal coverage compared to a single sensor
and correspondence to in situ data because of regional optimization [57]. Sub-images of 1438 × 1397
pixels were cut for the gulf from the supplied images, and mean Chl-a and SST for each month were
calculated using routines included in the Windows Image Manager Automation Module software
(WIM/WAM) [58].

Satellite data were processed by Mati Karhu (www.wimsoft.com/Satellite_Projects.htm),
who grouped them for the region of the California Current and at the same time included the region
of the Gulf of California by using two types of measurements: sea surface temperature (SST) and
superficial chlorophyll a concentration (Chl-a). In case they are required, other variables can be
added, such as the diffuse attenuation of downwelling light at 490 nm (Kd490) and the remote sensing
reflectances at various wavelengths (e.g., Rrs443, Rrs490, Rrs555, and so on).

For each year, these data are composed of different time intervals: day, 5 days, 15 days, month
(www.wimsoft.com/CAL/). Likewise, if possible, similar data of different sensors are merged to
increase coverage and reduce lost data due to clouds.

The set of high-resolution data (1 km) of SST and Chl-a with numerical values are in HDF4 and
PNG format, which can be read by different image-processing programs where the attributes within
the HDF files provide information on the same data. The complete resulting image is 3840 pixels wide
and 3405 pixels high. Image annotations are reduced four times and include longitude/latitude grid,
etc., so special care should be taken while interpreting pixel value. The corresponding latitudes and
longitudes of each pixel can be obtained from the HDF4 file (spg.ucsd.edu/Satellite_Data/California_
Current/cal_aco_3840_Latitude_Longitude.hdf).

The SST and Chl-a products are simple averages of all valid data of all of the sensors available:
MODIST and MODISA for SST; sensors such as MODIST, MODISA, MERIS and VIIRS for Chl-a.
Not all sensors are always available. The most advanced data merging is described in Kahru et al.
(2012, 2015, 2016). Both SST and Chl-a values in the HDF files use 1 byte per pixel with specific scaling.

Linear scaling is used for SST and logarithmic scaling for Chl-a. The scaling equations using the
pixel value (PV) as the unsigned byte (from 0–255) are: SST (deg C) = 0.15 × PV − 3.0 and to Chl
(mg m−3) = 10ˆ(0.015 × PV − 2.0), i.e., 10 to the power of 0.015 × PV − 2.0. Pixel values of 0 and 255
(and the corresponding scaled values) are considered invalid and must be excluded in any statistics
(www.wimsoft.com/CAL/).

Additionally, a database was built for an area centered at Guaymas basin (27.5◦ N and 111◦ W)
to observe the relationship between climate indexes, SST, Chl-a, mesoscale structures, wind and
a monthly time series of wind data. These wind data derived from the NCEP Reanalysis Dataset
of zonal and meridional wind website at https://www.esrl.noaa.gov/psd/data/timeseries/ from
January 2002–December 2015.

To determine a more precise scheme of environmental fluctuations and their possible
consequences on SST, Chl-a, and mesoscale phenomena in the gulf and central and southern coastal
zone of Sonora, the monthly values of the following climate indexes were used: (1) Oceanic Niño Index
(ONI) for ENSO, defined as the three-month running mean of SST anomalies in the Niño 3.4 region
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(5◦N–5◦S, 120◦–170◦W); (2) Pacific Decadal Oscillation (PDO), the first principal component of the
North Pacific SST anomaly field (20◦N–70◦N) with the subtracted global mean [59].

For the environmental and oceanographic analysis, a study zone was delimited, including from
Bahía Kino to Bahía de Yavaros, Sonora, Mexico, given its importance in ecology and fisheries and to
the diversity of oceanographic processes that occur there (Figure 1).

Each of the monthly images of SST and Chl-a were used to identify mesoscale phenomena (MCC
water intrusion, filaments, upwelling and cyclonic and anti-cyclonic gyres), recording the monthly
frequency of these phenomena observed (months in which the same phenomenon was observed) and
the length (month in which they started, persisted and ended) in the study zone. Criteria established
in the previous studies of Pegau et al. [56], López [60], Zamudio et al. [2] and García-Morales et al. [61]
were followed for their identification. Upwelling and filaments were identified by a major concentration
of pigments in their border compared to that in their surrounding; gyres, and their directions were
determined by observing their origin and amplitude (originating mostly in the coastal zone with
concentration values greater than the gyre border and the end of low concentrations; on many
occasions, gyres did not show a closed circle, giving as a result the gyre direction). The observed
length, monthly frequency and arrival of water induced by the MCC forcing toward the interior
of the gulf were identified when monthly temperatures were greater than 26 ◦C [62,63] and when
Chl-a concentrations were less than one mg/m3 [17,64,65], taking them as warming and oligotrophic
condition markers, respectively, in the area of study.

After identification, the observed cumulative monthly frequency of each mesoscale phenomenon
was plotted for all of the years and months from 2002–2015; the length in months for each phenomenon
observed was also determined, as well as SST and Chl-a variability of the coastline of Sonora and the
adjacent oceanic zone from Bahía de Kino to Bahía Yavaros in the GC.

The percentage of observed mesoscale phenomena was calculated (MCC water intrusion,
filaments, upwelling, cyclonic and anti-cyclonic gyres) and shown by month and year from 2002–2015;
as a reference the total phenomena for each temporality (month and year) in such a period, as well as
the correlation between these phenomena, SST, Chl-a, winds, PDO and ENSO climate indexes were
taken to determine their influence and effects on the coastal ecosystems of Sonora, Mexico.

2.3. Statistical Analyses

A one-way analysis of variance (Kruskal-Wallis; p < 0.05) was applied to all data generated
for percentages of the mesoscale phenomena observed per month (MCC water intrusion, filaments,
upwelling, cyclonic and anti-cyclonic gyres), SST, Chl-a, winds, PDO and ENSO climate indexes per
month and year from 2002–2015, in each case, all posterior to not complying with the normality
Kolmogorov-Smirnov (α = 0.05) test and/or Bartlett’s (α = 0.05) homogeneity of variance test.
Significant differences were determined between months or years by phenomenon, SST, Chl-a, winds,
PDO and ENSO by Tukey’s (α = 0.05) multiple comparison test. Square-root arcsine transformation
was applied to data expressed as a percentage (MCC water intrusion, filaments, upwelling, cyclonic
and anti-cyclonic gyres) for processing Zar, 1999. A Spearman analysis was performed to correlate the
mesoscale phenomena observed (MCC water intrusion, filaments, upwelling, cyclonic and anti-cyclonic
eddies), SST, Chl-a, winds, PDO and ENSO (R2; α = 0.05).

Time series analysis: The Fourier analysis was applied to both series (StatSoft, Inc. (2007).
Statistica (data analysis software system), Version 8.0. www.statsoft.com), SST and Chl-a to obtain
cyclical patterns and their lengths.
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3. Results

3.1. Analyses of Cumulative Annual and Monthly Frequency of Mesoscale Phenomena Observed in the Central
and Southern Coastal Region of Sonora in the Gulf of California from 2002–2015

A total of 336 monthly images of SST and Chl-a were analyzed, for which a total of 353 mesoscale
phenomena were observed in the coastal region of Sonora and the adjacent deep zone to the GC with
a cumulative monthly average of 29 ± 1.2, highlighting the months of February, March, April, May,
June and July with greater frequency of mesoscale structures (37, 43, 42, 38, 29 and 29, respectively).
The most frequent phenomena were cyclonic gyres, upwelling, and water intrusion with values of
occurrence of 88, 90 and 84, respectively, followed by filaments and anti-cyclonic gyres. The upwelling
seasonal pattern was clearly defined and extended from November–May with peaks in the months
from January–April from 3.3–5.11 mg/m3. On the other hand, cyclonic gyres showed two maximum
peaks of occurrence from February–April and from June–July. Another very persistent phenomenon
in the GC was MCC water intrusion, which showed its arrival to the gulf with major frequency starting
from May and extended permanency up to September. The highest wind magnitudes occurred from
March–July and a period of less intensity from October–February (Figure 2).

Figure 2. Cumulative monthly frequency observed of mesoscale phenomena and winds in the central
and southern coastal region and adjacent deep zone in the Gulf of California.

Major structure frequencies were observed interannually in 2005, 2007, 2011, 2012 and 2014 with
values of 28, 29, 31, 34 and 32, respectively, and a notable decrease in 2002, 2003, 2006, 2010 and
2015, of which 2015 was the year that showed the least number of phenomena with an annual total
of 18. Likewise, an increasing trend was observed in the frequency of cyclonic gyres, filaments and
intrusions and a decreasing trend in upwelling. As for anti-cyclonic gyres and upwelling, no trend
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was observed throughout the period of study, as well as no observation of anti-cyclonic gyres in 2006
due to the difficulty of determining them by the low concentration of Chl-a and intensification of
the intrusion. The highest wind magnitudes occurred in 2006–2008 and 2011–2013. Variability was
observed, although none of these trends were significant (Figure 3).

Figure 3. Cumulative annual frequency observed of mesoscale phenomena and winds in the central
and southern coastal region of Sonora and adjacent deep zone in the Gulf of California.

3.2. Analyses of Mesoscale Phenomena Observed Monthly by Images of Chlorophyll a

Monthly images of Chl-a were taken indistinctly in 2004 and 2012 to exemplify the analysis of
the mesoscale phenomena; the years were chosen at random after determining that no significant
differences were observed in the phenomena between years. Figure 4 shows the analysis for 2004
with a total frequency of 24 phenomena observed, mainly cyclonic and anti-cyclonic gyres from
February–September and upwelling from February–April and in November. The presence of intrusion
was observed from April–September, but more intensity was detected in August, reaching inclusively
the northern GC area. Filaments were also observed with higher concentration of Chl-a extending
toward the deep zone from April–November (Figure 4).

The year 2012 (Figure 5) was characterized by the greatest monthly frequency of the mesoscale
phenomena observed with a total of 34. It was also characterized by showing a greater presence
of cyclonic and anti-cyclonic gyres from January–September when March and April stood out with
trains up to four gyres and intense upwelling in the area of study during the first half of the year.
Water intrusion from the Pacific also took place from April–October 2012.
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Figure 6 shows an example of warm water intrusion from the tropical Pacific through the MCC
with SST greater than 26 ◦C by monthly SST images in May 2004 and 2012.

The results of analyzing the number of monthly observations and the length of the phenomena
determined that the cyclonic gyres had a minimum length from one month up to a maximum of nine
where 2003, 2009, 2011 and 2012 were the years when the greatest length of this phenomenon was
observed with 5, 7, 5 and 9 months, respectively; 2011 and 2012 were those showing the greatest
observation frequency of this phenomenon, recording an increasing trend the first 11 years with
a sudden decrease the last three (2013–2015) (Table 1 and Figure 5). As for anti-cyclonic gyres,
a minimum length of one month was established for the phenomenon in most of the years with
a maximum of three months in 2002, 2007 and 2014 with an observation frequency of 4, 6 and 5,
respectively, and a decreasing trend in the period of study. It is worth mentioning that no observation
was recorded on this phenomenon in 2006.

Figure 4. Satellite images of chlorophyll a mg/m3 concentration in 2004. Isoline of Chl-a of 1 mg/m3

(Is) and upwelling (U). Arrows in the clockwise direction indicate anti-cyclonic gyres, and those in the
counterclockwise direction indicate cyclonic gyres.

265



Remote Sens. 2017, 9, 925

Is

Figure 5. Satellite images of chlorophyll a mg/m3 concentration in 2012. Isoline of Chl-a of one mg/m3

(Is) and upwelling (U). Arrows in the clockwise direction indicate anti-cyclonic gyres, and those in the
counterclockwise direction indicate cyclonic gyres.

 

A B

I 26

I 26

Figure 6. Satellite images of sea surface temperature ◦C of May 2004 (A) and 2012 (B) of the Gulf of
California and temperature isolines of 26 ◦C (I 26) arriving to the central and southern coastal region of
Sonora and the adjacent deep zone in the Gulf of California.
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In the analysis of monthly upwelling, a minimum length of one month and a maximum of six
were observed with two upwelling periods, one five-month and two-month periods in 2002, 2003,
2006, 2009–2010 and 2014, although periods of up to six months were observed in this phenomenon
in 2007 and 2011 with a decreasing trend. Filaments with high Chl-a were observed in the area of
study with a minimum concentration of one month and a maximum of up to four in 2012, as well
as a period of predominant observation of two months for this phenomenon in the majority of the
years of study with an increasing trend. As for MCC water intrusion, a minimum of five months was
observed in 2007, 2009 and 2015 and a maximum of seven in 2011 and 2014, where a six-month period
predominated in the rest of the years, keeping stable during all of the period of study (Table 1).

3.3. Monthly and Annual Analyses of Chlorophyll a, Sea Surface Temperature and Climate Indexes of the El
Niño Southern Oscillation and Pacific Decadal Oscillation from 2002–2015

The average concentration of Chl-a showed a seasonal pattern with high values from
3.13–5.11 mg/m3 from November–April, reaching a maximum average of 5.11 ± 1.68 mg/m3 in March
and low values with an average of 1.02 ± 0.25 mg/m3 from May–October, contrary to the SST, which
showed average values ≥26 ◦C from June–October with a maximum average of 31.67 ± 0.51 ◦C
in August and low values from 18 ± 1.29–24.9 ± 0.84 ◦C from November–April. It is worth mentioning
that when SST values were ≥26 ◦C in May, they showed a decline of Chl-a; and when these values
were ≤26 ◦C, they showed increased concentration of Chl-a in November (Figure 7).

Figure 7. Variability of chlorophyll a (dotted line) and sea surface temperature (continuous line) in the
central and southern coastal region of Sonora and adjacent deep zone in the Gulf of California.

An inverse lineal relationship (R2 = 0.73) was observed between temperature and Chl-a
concentration (Figure 8).

Figure 8. Relationship of sea surface temperature vs. chlorophyll a in the central and southern coastal
region of Sonora and adjacent deep zone in the Gulf of California.
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Higher concentrations of Chl-a were observed interannually from 2004–2012 with a temporal
decrease in 2010. The highest one was recorded in 2009 with average values of 4.11 ± 3.58 mg/m3;
the minimum value observed was 1.79 ± 1.03 mg/m3 in 2004 (Figure 9).

Figure 9. Average annual variability of chlorophyll a in the central and southern coastal region of
Sonora, Mexico, and adjacent oceanic zone in the Gulf of California.

A minimum increasing trend in values of Chl-a was observed from 2002–2009, which started
decreasing from 2013. As for average SST, fluctuations with values ranging from 23.89 ± 5.83–
26.34 ± 4.39 ◦C were observed in 2008 and 2014, respectively, with a clear increasing trend (Figure 10).

Figure 10. Average annual variability of sea surface temperature in the central and southern coastal
region of Sonora, Mexico, and adjacent oceanic zone in the Gulf of California.

In the annual analysis of environmental variables and the percentage of the mesoscale phenomena,
no statistical differences (p > 0.05) were observed in the years assessed, indicating lesser variability
in yearly values for the percentage of phenomena reported (Table 2). Whereas the monthly analyses
of the phenomena observed from 2002–2015 showed significant differences (p < 0.05) between
months for temperature, chlorophyll, cyclonic gyres, upwelling and intrusions, no monthly statistical
differences (p > 0.05) were observed in the anti-cyclonic gyres recorded by variability between
months. For Chl-a, an increase in concentration was recorded from November–April with significantly
higher concentrations in March (5.11 ± 1.68 mg/m3) and April (4.55 ± 1.53 mg/m3) (p < 0.05).
Similar trends in upwelling and filaments were recorded with observations of significantly greater
upwelling in November, January and February (55.00 ± 41.98, 42.86 ± 35.37 and 37.34 ± 19.66%,
respectively) and for filaments in December and January (35.00 ± 31.16 and 28.57 ± 21.08%) (p < 0.05).
For temperature and percentage of the intrusions observed, the increasing trend was recorded
from June–September, showing August and September to be significantly hotter (31.67 ± 0.51 and
31.23 ± 0.39 ◦C, respectively, p < 0.05); for the intrusions observed, September showed a significantly
greater percentage (60.37 ± 27.095; p < 0.05). According to the previous information, the increase
in Chl-a concentration was related to similar increasing upwelling and filament trends in the same
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period; on the contrary lower concentrations agree with the periods where the percentages of upwelling
and filaments decreased and with the temperature increase due to an increase of the MCC water
intrusion percentage.

Table 3 shows the environmental variables and mesoscale phenomena with significant correlations
(<0.05); the greatest correlations (R2) were inversely observed between temperature and Chl-a in
February and April (−0.78 and −0.74, respectively); between upwelling and filaments directly in
October (0.74); and upwelling and intrusions inversely in June (−0.75), while inversely between
cyclonic gyres in September (−0.76). According to the previous information, when SST decreased from
February–April, greater Chl-a concentrations were observed; when water intrusion was observed from
May–September, a decrease was observed in Chl-a, cyclonic and anti-cyclonic gyres, upwelling and
filaments, and an increase in SST from September–October. It could be observed that when upwelling
and filaments increased and in turn when upwelling increased, filaments also increased.

In the monthly analyses of the environmental variables, winds and data of the ENSO and PDO
climate indexes, no statistical differences were observed for ENSO and PDO (p > 0.05) among the
months assessed; however, a period of negative anomalies for ENSO could be appreciated from
January–April with values from −0.05 ± 0.44–−0.16 ± 0.71 and a period of positive anomalies from
May–December with values from 0.01 ± 0.39–0.21 ± 0.96 with a negative anomaly of −0.21 ± 1.15 in
August, which differs from the pattern previously observed. Whereas the annual analyses of climate
indexes from 2002–2015 showed significant differences (p < 0.05) among the years analyzed, for ENSO
and PDO, a five-year period of positive anomalies was observed from 2002–2006 with values from
0.16 ± 0.57–0.43 ± 0.26; it was followed by a restoration period of negative anomalies from 2007–2013
with values from −0.26 ± 0.10–−0.70 ± 0.34 except for 2009 when a positive anomaly was recorded,
different from the pattern that had been observed. The years that showed greater anomalies were
2002 and 2009, both characterized as moderate Niños, and 2015, characterized as a very strong Niño;
the years with greater negative anomalies were 2007–2008 and 2010–2011, characterized as moderate
Niñas. In terms of wind intensity, a period of greater intensity was observed from March–June with
values from 3.4–4 m/s (Table 4).

The environmental variables, mesoscale phenomena, winds and climate indexes that showed
significant correlations (p < 0.05) are shown in Table 5. Significant correlations (R2) were observed
inversely between ENSO, PDO, and Chl-a in January, February, May, June, July and October
(−0.63, −0.70, −0.68, −0.67, −0.71, −0.59, −0.64, −0.71, −0.66, respectively), which indicates that
when positive anomalies of PDO and negatives of ENSO are present, Chl-a concentrations decrease.
Moreover, inverse correlations were observed between ENSO and winds in January, April, May,
September, and October (−0.65, −0.53, −0.57, −0.55 and −0.53, respectively), which clearly showed
that as the negative phase of ENSO increased, so did wind intensity. This same effect happened
with the correlation of PDO and winds for the months of February, April, June and September
(−0.53, −0.63, −0.56 and −0.55, respectively) when the positive phase of PDO decreased. In March,
an inverse correlation was recorded between ENSO and filaments of −0.55 and between PDO and
cyclonic gyres with an inverse correlation of −0.67, that is when negative ENSO anomalies decreased
in the positive PDO phase, the frequency of these two mesoscale phenomena increased. On the
other hand, when negative ENSO anomalies occurred by August, the frequency of anti-cyclonic gyres
increased with a correlation of 0.65. The significantly positive correlations were recorded between
PDO, ENSO and SST for January, February, March and December (0.63, 0.54, 0.62, 0.62, 0.61, 0.74, 0.72,
0.55 respectively), which indicated that temperature increased in the area of study in the months when
positive PDO and negative ENSO anomalies were recorded. The positive PDO and ENSO correlations
were recorded in January, February, April, May, September, November and December (0.68, 0.79, 0.59,
0.53, 0.60, 0.72 and 0.73, respectively). Thus, when PDO anomalies were positive, ENSO anomalies
were negative.
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Table 5. Spearman’s (R2) correlation by month among temperature, chlorophyll a, mesoscale
phenomena, winds and climate indexes observed in the central and southern coastal region of Sonora
and adjacent oceanic zone in the Gulf of California, Mexico, from 2002–2015.

Environmental Variables Climate Index Effect

January SST Chl-a Winds ENSO PDO
SST 0.63 0.54 PDO and ENSO ↑-SST ↑-Chl-a ↓,

ENSO ↓-Winds ↑,
PDO ↑-ENSO ↑

Chl-a −0.63 −0.70
ENSO −0.65 0.68

February SST Chl-a Winds ENSO PDO
SST 0.62 0.62 PDO and ENSO ↑-SST ↑-Chl-a ↓,

PDO ↓-Winds ↑
PDO ↑-ENSO ↑

Chl-a −0.68 −0.67
ENSO 0.79
PDO −0.53

March SST Chl-a Winds ENSO PDO
SST 0.61 0.74

PDO and ENSO ↑-SST ↑,
PDO ↓-Chl-a and Cyclonic Gyres ↑,

ENSO ↓-Filaments ↑
Chl-a −0.67

Cyclonic
Gyres −0.67

Filaments −0.55

April SST Chl-a Winds ENSO PDO
SST −0.59 PDO and ENSO ↓-Winds ↑,

SST ↑-Winds ↓, PDO ↑-ENSO ↑ENSO −0.63 0.597
PDO −0.53

May SST Chl-a Winds ENSO PDO
SST −0.63 SST ↑-Winds ↓, ENSO ↓-Winds ↑,

ENSO ↑-Chl-a ↓ PDO ↑-ENSO ↑Chl-a −0.71
ENSO −0.57 0.53

Jun SST Chl-a Winds ENSO PDO
Chl-a −0.59 −0.64
PDO −0.56

PDO and ENSO ↑-Chl-a ↓,
PDO ↓-Winds ↑

July SST Chl-a Winds ENSO PDO
Chl-a −0.71 PDO ↑-Chl-a ↓

August SST Chl-a Winds ENSO PDO
Chl-a −0.62 ENSO ↑-Chl-a ↓,

ENSO ↓-Anti-cyclonic Gyres ↑,
ENSO ↓-Intrusions ↓

Anti-cyclonic
Gyres 0.65

Intrusions −0.53

September SST Chl-a Winds ENSO PDO
ENSO −0.55 0.60
PDO −0.55

PDO and ENSO ↑-Winds ↓,
PDO ↑-ENSO ↑

October SST Chl-a Winds ENSO PDO
Chl-a −0.66

PDO ↑-Chl-a ↓, ENSO ↑-Winds
and Cyclonic Gyres ↓,
PDO ↑-Intrusions ↑

Cyclonic
Gyres −0.63

Intrusions 0.58
ENSO −0.53 0.77

November SST Chl-a Winds ENSO PDO
ENSO 0.72 PDO ↓-ENSO ↑

December SST Chl-a Winds ENSO PDO
SST 0.72 0.55

ENSO 0.73

PDO ↑- ENSO ↓-SST ↓,
PDO ↑-ENSO ↑

The numerical values by intersection of rows and columns show Spearman’s (R2) correlation among the
environmental variables of mesoscale phenomena and El Niño Southern Oscillation and Pacific Decadal Oscillation
climate indexes and among them with significant statistical differences between the two variables (p < 0.05);
the highest correlations are shown in bold. Arrows point upward (↑) mean increase and downward (↓) decrease.

The performed analysis showed an important annual component and minor variability associated
with the semiannual cycle (4–6 months). Chl-a series also showed evidence of a higher variation period
variation, related to interannual (three year) cycles, possibly generated by El Niño-La Niña events.
However, those frequencies are not supported by the analysis, because the sampling does not expand
10-times the period of the event (Figure 11).
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4. Discussion

It is common to find mesoscale structures in the GC that have lead it to stand out as one of the
most productive water bodies of the Pacific [5,12,62] because of the great number of oceanographic
phenomena that occur, which agrees with the monthly analyses of the phenomena observed. They can
be generated by the coupling processes of macroscale atmospheric phenomena and regional mesoscale
events, which seem to occur each year [14].

The monthly frequency analyses showed a total of 353 mesoscale phenomena in the central and
southern coastal regions of Sonora during the period of study where the months that stood out with
greater observations per month of cyclonic gyres, upwelling and MCC water intrusion were from
February–July. All of these phenomena have been the result of atmospheric forcing interaction in the
Pacific where seasonal winds (with flux toward the southeast in winter and toward the northwest
in summer) induced a significant barotropic variability in kinetic energy associated with gyres and
upwelling, as well as in energy associated with fluctuations of the current force as mentioned by
Badan-Dangón [15], Stammer and Wunsch [6] and Lavín et al. [14].

The results have shown a seasonal pattern of intense upwelling from November–May with
a maximum observed from January–April, similar to that reported by Maluf and Lluch-Cota [8,9],
who mentioned a period extending from November–April. In this same period, filaments with high
Chl-a were observed, which according to Navarro-Olache et al. [16] Lavín et al. [54] and Zamudio [2]
were generated by wind forcing in winter transporting cold water with a high concentration of
Chl-a. They also mentioned that this same wind forcing forms cyclonic gyres responsible for high
dispersion of Chl-a, as could be observed from January–April in our results. Likewise, these gyres play
a fundamental role in the transport of suspended material, contributing to nutrient transport between
the sub- and superficial layers, affecting the vertical and horizontal distribution of phytoplankton [66].
According to the previous information, the distribution and abundance of phytoplankton depend on
the type of gyre and its time length, where anti-cyclonic gyres cause sinking of nutricline originating
a low in primary local production. On the other hand, cyclonic gyres displace nutricline, and when this
displacement is strong enough, it generates enrichment in the water column as for primary production
exporting organic material to the ecosystem [67–70].

Likewise, according to the results of the monthly analyses and correlation, this pattern of
upwelling and filaments of high Chl-a concentration was influenced by that of moderate and
strong winds from November–April, caused by the cold phase of ENSO. It is characterized by
wind intensification during these months, as well as a cooling factor of the superficial water layer
in the tropical Pacific affecting the area of study [39,40]. Nonetheless, in the results of this study,
the wind pattern was not correlated directly with the mesoscale phenomena, but the variations of
these indexes affected wind intensity generating the type of mesoscale structures, such as upwelling,
anti-cyclonic and cyclonic gyres, that are in charge of concentrating and dispersing high Chl-a
concentration, respectively.

In the following months, climate indexes were directly correlated; in March, an increase in
cyclonic gyres showed a decrease in the positive anomalies of PDO and an increase of filaments when
ENSO showed a decrease in its negative anomalies; in August, an increase in anti-cyclonic gyres
was observed when ENSO showed a sudden change from positive to negative anomalies, which also
caused a decrease in intrusions. Finally, in October, a decrease of winds and cyclonic gyres was
observed when the positive anomalies of ENSO increased. In the same manner, when the positive
anomalies of PDO decreased in this month, intrusions increased.

The results showed a clear difference between cold and warm periods and variations between
the same months in the central and southern coastal region of Sonora in the GC. The image analysis
of Chl-a showed a similar variability to that of Espinosa-Carreón and Valdez-Holguín [17,71] who
found a marked variability of Chl-a in the GC; they reported a high concentration during the cold
period and a low one in the warm period, which agree with those shown in this study, where it could
be clearly observed that as SST increased over 26 ◦C in the warm period, Chl-a showed a decrease;
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and when SST decreased, Chl-a showed a recovery in the area of study. This monthly variability
was due to gale winds and upwelling during the cold period, as well as to gentle winds and warm
water intrusion with oligotrophic characteristic of the Pacific to the GC [54,65,72]. The variability in
Chl-a concentration previously mentioned, caused by changes in wind intensity and CCM intrusion,
was also modulated by changes in the ENSO and PDO phases where our results showed that when
the positive PDO phase decreased, Chl-a concentration increased, and when the positive ENSO phase
increased, such a concentration decreased.

The results of the SST analysis corroborated the presence of two extreme periods in the annual
temperature cycle in the area of study previously reported by Soto-Mardones et al. [11] Lavin and
Marinone [42] and Godínez-Sandoval [63]. They concluded that SST variability was due to changes in
solar radiation incidence that changed evaporation rates and wind intensity, as well as to the strong
influence of MCC water intrusion from the Pacific Ocean through the mouth of the GC by means
of coastal Kelvin type waves that spread along the continental coastline of the gulf, which were the
ones transmitting signals from the Pacific to the inner GC [13]. Additionally, such extreme periods of
high temperatures that went from June–October were influenced by the positive ENSO phase and by
the negative PDO phase. On the contrary the period of lower temperatures was modulated by the
negative ENSO phase and the positive PDO phase from November–May.

On the contrary, one of the intriguing results in the statistical analyses was that no significant
differences were observed among the years of study for the SST and Chl-a variables and mesoscale
phenomena. Nonetheless, in the analysis of climate indexes of PDO and ENSO, significant statistical
differences were observed when a five-year period of positive temperature anomalies was observed
for both indexes; a period of negative anomalies of up to seven years was also observed for both
indexes with extreme years, such as 2002 and 2009 with positive anomalies, which were characterized
as moderate Niños; 2015 was characterized as a strong Niño followed by a restoration period named
Niña from 2007–2008 and 2010–2011. As explained by Bernal et al. [73], they suggested that annual
temperatures were modulated mainly by the influence of great scale phenomena in the Pacific, as ENSO
and PDO.

Likewise, the mesoscale phenomena that occurred in the area of study and those at the mouth of
the GC were modulated by the three time scales that occur in the Mexican Tropical Eastern Pacific:
(1) seasonal current (California Current and Mexican Coastal Current); (2) gyres (3–5 months) at
the mouth of the gulf; and (3) interannual anomalies as El Niño and La Niña. These two last ones
apparently play a role in MCC intensification during El Niño, as well as an increase in the number
of gyres generated [13,74–76], which affect oceanographic dynamics of the GC. Likewise, Chl-a
concentrations were observed in our results where its gradual increase and a gradual decrease of SST
could be appreciated during the negative PDO and ENSO anomalies (2003–2009) with a decrease in
Chl-a and an increase in SST in 2004, 2010 and 2015 caused by extreme warm events characterized as
Niños (ENSO-NOAA).

According to the previous information, the decrease of Chl-a indicates an oligotrophic area
associated with a low presence of organisms integrating phytoplankton and zooplankton, thus causing
changes in their distribution and abundance, such as species displacement toward more productive
areas or habitats where planktonic food is more abundant [50–52,77]. This behavior of the organisms
could be explained by rotation movements or mechanisms of cyclonic gyres, which transport nutrients
vertically toward the eutrophic zone, fertilizing it, and the phytoplankton responds to this pulse
causing a phytoplankton bloom according to Coria-Monter et al. [26].

Likewise, according to Maluf [8], the interaction of the water mass from the Pacific with that of
the GC and its characteristic topography and important circulation processes allow the formation of
oceanic fronts provoking a convergence of organisms in the frontal areas of this mass of water and
in the phenomena provoked by the same intrusion. Moreover, gyres retain and transport organisms
and enrichment processes as upwelling and filaments that favor the habitat of a great number of
organisms [14,24–26].
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Previously in other studies, Soto-Mardones et al. (1999) showed that on average, the sea surface
temperature (SST) of the Gulf of California decreases from the mouth to the head and its variability
increases by using fourteen years of infrared satellite images (1983–1996) to examine SST variability.
The annual scale accounts for most of the variability of the SST, which oscillates in phase with small
variations from north to south. Escalante et al. (2013) using satellite-derived data from 1997–2010,
sea surface temperature, chlorophyll a and primary productivity variations showed that interannual
signals of El Niño (EN) and La Niña (LN) were more evident at the entrance to the gulf.

Likewise coinciding with these two works and with a series of larger data, López-Martínez et al.
(2001) showed that interannual variation is one of the dominant signals in the Gulf of California by
making a spectral analysis of TSM from 1952–1993 with data from a tide-chart located in Guaymas,
Sonora, in the central part of the gulf, which agrees with that obtained in this study.

All of the physical, biological and atmospheric processes mentioned previously take place at
different temporal and spatial scales, as our results have shown in the number of monthly observations
of phenomena per year, their length in months per year and maximum length. Likewise, climate
indexes and winds exert an influence on the coastal pelagic ecosystem of Sonora, providing productive
and biologically-rich habitats for a great diversity of commercially-important species. Moreover,
these different types of mesoscale phenomena in the area of study and their length could exert a
positive or negative effect on some species, such as the production of eggs and larvae and the growth
and survival in the stages of the different species populations that inhabit the GC as mentioned by
Hammann et al. [78], Daskalov [79] and Nevarez-Martinez [24,25,80].

5. Conclusions

During the period analyzed, a large number of mesoscale phenomena could be observed in
the area of study by analyzing images of Chl-a and SST, which determined the seasonal and annual
variations in these two variables, as well as the frequency among phenomena from 2002–2015.

The mesoscale structures that could be detected were anti-cyclonic gyres, filaments of Chl-a
concentrations besides upwelling, cyclonic gyres and MCC water intrusion, which were those that
stood out. Likewise, the frequency observed of each one of the phenomena and their length could be
determined to establish their possible effect on the ecosystem.

The analyses of oceanographic dynamics performed for months and years in the coastal central
and southern area of Sonora in the Gulf of California allowed determining, in great measure,
the evolution of its mesoscale superficial dynamics, which permitted establishing the oceanographic
framework affecting the coastal area.

As for the Chl-a concentration, a wider period with high concentrations could be identified
compared to those traditionally proposed for this area due to the upwelling phenomena, the negative
phase of ENSO and the positive phase of PDO that took place from January–May and from
November–December with a maximum in winter and spring. The minimum values were recorded in
summer because of the strong impact in the area of study due to the effects of MCC water intrusion;
in previous months, highly favorable conditions prevailed for the primary sustenance of the trophic
nets, and all of a sudden, these conditions strongly decreased by such an intrusion with a consequent
increase in SST in the positive phase of ENSO and the negative phase of PDO.

It was also determined that in the annual analyses of environmental variables and the percentage
of mesoscale phenomena recorded, no significant differences were observed between the years
assessed. While the monthly analyses of the phenomena recorded from 2002–2015 showed significant
differences between months, for temperature, Chl-a, cyclonic gyres, upwelling, filaments and
intrusions, no statistical monthly differences were observed in anti-cyclonic gyres because of the
variability between months. A high correlation was observed between some environmental variables
and mesoscale phenomena.

All of the physical and biological processes mentioned in this work, as well as their length, have a
bearing in the state of health of the pelagic ecosystem of the coastal zone of Sonora, and they exert
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a positive or negative effect on the requirements of some biologically- and commercially-important
species. Therefore, because of their importance, this type of studies should be monitored periodically
to have updated environmental information of the ecosystems and their possible implications on
the organisms.
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Abstract: The primary measure of the quality of sea surface temperature (SST) fields obtained
from satellite-borne infrared sensors has been the bias and variance of matchups with co-located
in-situ values. Because such matchups tend to be widely separated, these bias and variance
estimates are not necessarily a good measure of small scale (several pixels) gradients in these fields
because one of the primary contributors to the uncertainty in satellite retrievals is atmospheric
contamination, which tends to have large spatial scales compared with the pixel separation of
infrared sensors. Hence, there is not a good measure to use in selecting SST fields appropriate for
the study of submesoscale processes and, in particular, of processes associated with near-surface
fronts, both of which have recently seen a rapid increase in interest. In this study, two methods
are examined to address this problem, one based on spectra of the SST data and the other on their
variograms. To evaluate the methods, instrument noise was estimated in Level-2 Visible-Infrared
Imager-Radiometer Suite (VIIRS) and Advanced Very High Resolution Radiometer (AVHRR) SST
fields of the Sargasso Sea. The two methods provided very nearly identical results for AVHRR:
along-scan values of approximately 0.18 K for both day and night and along-track values of 0.21 K
for day and night. By contrast, the instrument noise estimated for VIIRS varied by method, scan
geometry and day-night. Specifically, daytime, along-scan (along-track), spectral estimates were
found to be approximately 0.05 K (0.08 K) and the corresponding nighttime values of 0.02 K (0.03 K).
Daytime estimates based on the variogram were found to be 0.08 K (0.10 K) with the corresponding
nighttime values of 0.04 K (0.06 K). Taken together, AVHRR instrument noise is significantly larger
than VIIRS instrument noise, along-track noise is larger than along-scan noise and daytime levels
are higher than nighttime levels. Given the similarity of results and the less stringent preprocessing
requirements, the variogram is the preferred method, although there is a suggestion that this approach
overestimates the noise for high quality data in dynamically quiet regions. Finally, simulations of the
impact of noise on the determination of SST gradients show that on average the gradient magnitude
for typical ocean gradients will be accurately estimated with VIIRS but substantially overestimated
with AVHRR.

Keywords: spatial precision; sea surface temperature; VIIRS; AVHRR
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1. Introduction

To date, a great deal of attention has been focused on the accuracy of satellite-derived sea surface
temperature (SST) products (see, for example, [1–5], a very small fraction of the articles addressing this
issue). By contrast, the spatial precision (defined below) of satellite-derived SST fields has only been
addressed by Tandeo et al. [6] (Tan14 hereafter), and that peripherally in an analysis of the anisotropy
of SST fields in the global ocean. Donlon et al. [7] provide an excellent overview of the general
approach (based on the bias and variance of pixel SST values relative to co-located in situ values)
used to determine satellite data product accuracy. A feature of this approach is that the satellite–in
situ matchups are generally widely separated in space and time, because of cloud cover and the
paucity of in situ data. This often results in a spatially slowly varying bias in the retrieved SST values,
because a significant contribution to the uncertainty in satellite retrievals results from atmospheric
contamination, the spatial scales of which are, in general, large compared with the pixel separation
of infrared sensors. This means that the pixel-to-pixel uncertainty, the spatial precision, may be
substantially smaller than the accuracy determined from in situ match-ups. Indeed, Tan14 estimates the
spatial precision of Advanced Very High Resolution Radiometer (AVHRR) to be approximately 0.2 K,
substantially smaller than the estimated accuracy of 0.5 K [1–3] and, as will be shown in the following,
the difference between the spatial precision and the accuracy of Visible-Infrared Imager-Radiometer
Suite (VIIRS) SST fields is even more pronounced, 0.08 K versus 0.4 K [4,5]. The lack of knowledge
related to the spatial precision of satellite-derived SST fields makes selection of the appropriate dataset
as well as the combination of datasets derived from different sources problematic at best for studies of
processes at the one to ten pixel spatial scale.

We refer to the uncertainty of the retrieved SST relative to the actual SST as the values accuracy.
By contrast, we refer to the uncertainty in SST following removal of a bias in the field associated with
long-wavelength phenomena as the spatial precision of the field. The latter is important in studies related
to the SST gradient, while the former to processes for which the specific value is important, such as those
directly related to air–sea fluxes of a variety of properties. One might also refer to the temporal precision
of the retrievals—the uncertainty of SST retrievals at a given location between consecutive satellite passes
of the sensor from which the fields are being derived. However, the time scale separating consecutive
retrievals for most satellite-borne infrared sensors is large relative to the time scale associated with
atmospheric phenomena, hence the temporal precision will be close to the accuracy as described above.

In this study, we investigate the spatial precision of Level-2 (L2) [8] SST fields obtained from the
VIIRS carried on the Suomi-National Polar-orbiting Partnership (Suomi-NPP) spacecraft launched in
October 2012 and L2 SST fields obtained from the AVHRR carried on NOAA-15. Note that Tan14’s
estimate of spatial precision is based on comparisons with L3 fields, adding a processing step that
is likely to add additional error to the fields. VIIRS fields were selected because of their high spatial
precision as will be shown in Section 5.1. AVHRR fields were chosen because AVHRR instruments
comprise the longest, global satellite-derived SST record, dating back to late 1981. L2 data were selected
because they form the basis of all higher order products obtained from these sensors, hence provide
a lower limit for the small-scale retrieval noise to be expected in their products. The contribution
of instrument noise to the spatial precision for each of these datasets will be determined using two
methods, one based on spectra, the other on variograms of the fields [6].

In Section 2, we describe the datasets, the study area and the period covered by the analysis. This is
followed in Section 3 by a discussion of the preprocessing of the datasets and then of the two approaches
used to estimate the “instrument” noise and from that the spatial precision under cloud-free conditions.
The results of the analyses are in Section 4 and the related discussions are in Section 5.

However, first, we describe the error budget associated with satellite-derived SST fields.

The Error Budget of Satellite-Derived SST Fields

A number of factors contribute to the uncertainty in satellite-derived SST fields. These are described
in a White Paper prepared by the National Aeronautics and Space Administration (NASA)-National
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Oceanic and Atmospheric Administration (NOAA) SST Science Team [9] and summarized in Figure 1.
Although the accuracy of an L2 skin temperature dataset is determined by the accumulation of the error
elements shown in the upper gray box of Figure 1, which also shows the relationship between these errors
and the level of processing, it is generally dominated by contributions from the atmosphere—the green
block. As noted above, atmospheric retrieval errors tend to be long wavelength, with an e-folding distance
of many pixels in the case of infrared retrievals. The spatial precision, on the other hand, is dominated
by instrument noise and classification errors (e.g., cloud-contaminated pixels passing as clear pixels)
for skin temperature L2 and L3U datasets. (In the case of “buoy” temperature L2 and L3U datasets,
the error in extrapolating from the skin temperature, the quantity actually measured by the satellite, to the
temperature at the depth of the buoy, generally 1 m below the surface, additional contributions to the
spatial precision may result from the horizontal variability in the vertical temperature step, the orange
block in the figure. Only L2 skin temperature SST fields are considered in this study, hence horizontal
gradients in the surface to buoy depth temperature difference do not contribute to the uncertainty in
retrievals discussed herein.) For L3C, L3S and L4 datasets, the collation and interpolation schemes used
will likely contribute to a decrease in spatial precision—an increase in the pixel-to-pixel errors—but the
degree to which this is the case has yet to be documented. Important in the analysis presented herein is the
distinction between instrument noise (elements in the yellow block of Figure 1) and the noise associated
with classification errors (one of the elements in the green block). Classification errors generally refer to
the improper masking of cloud-contaminated pixels and this misclassification is thought to be dependent
on cloud cover—the larger the fraction of the area contaminated by clouds, the larger the fraction of
misclassified pixels. The contribution of misclassified pixels to the local error is also likely to depend
on cloud type. Together, these observations suggest that the classification error may vary significantly
geographically. For this reason, our focus is on instrument noise, which we assume to be less dependent
on location, i.e., the estimates of instrument noise obtained in this work are thought to be good estimates
in regions of low cloud cover and a lower bound in general.

Figure 1. The error budget developed by the National Aeronautics and Space Administration
(NASA)-National Oceanic and Atmospheric Administration (NOAA) sea surface temperature (SST)
Science Team for satellite-derived SST fields.
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2. Data

This study makes use of one dataset consisting of thermosalinograph (TEX) sections, one L2
SST dataset obtained from VIIRS radiances and one L2 SST dataset obtained from AVHRR radiances.
These are discussed below along with the study area and period.

2.1. In Situ Temperature

The thermosalinograph, on which the in situ data are based, was mounted on the MV Oleander,
a container ship making weekly round trips between Port Elizabeth, NJ, USA and Hamilton Harbor,
Bermuda (Figure 2). Thermosalinograph temperature measurements were obtained from two
thermistors, one from the seawater intake in the interior of the ship and the second directly at the intake,
i.e., “external” to the hull. The exterior measure (referred to as TEX for “exterior” temperatures) is
thought to be the most accurate [10] (Sch16 hereafter), hence only these are used in the work presented
here. The SBE38 remote temperature sensor, on which the TEX data are based, has an accuracy of
0.0001 K, a resolution of 0.00025 K (although the TEX instrument noise is estimated to be 0.00069 K
based on the variogram approach discussed in Section 3.3), and a response time of 0.5 s. The TEX
sensor sampled every 10 s resulting in an approximate spatial resolution of 75 m at the typical 16 knots
cruise speed of the Oleander. TEX data for the period September 2007 to fall 2013 were obtained from
the Atlantic Oceanographic and Meteorological Laboratory. The quality control procedures used to
screen these data are described in Sch16.

Figure 2. Visible-Infrared Imager-Radiometer Suite (VIIRS) SST image from 12 May 2012. The long black
line (73.5◦W, 40◦N to 64.8◦W, 32.6◦N) indicates the nominal Oleander track. Blue frame (longitudes
from 63◦W to 72◦W, and latitudes from 32◦N to 36◦N) denotes the region of the Sargasso Sea considered
in this study. Shades of gray denote the location of sections extracted from VIIRS SST fields—discussed
in Section 3.1.1. The gray scale indicates distance from nadir (discussed in detail in subsequent sections).
Sections with a constant gray level are along-track sections; those with a gradient in gray are along-scan.
Along-track (along-scan) sections with a negative slope and along-scan (along-track) sections with
a positive slope are daytime (nighttime) sections. The SST field is simply provided as a background
reference field and corresponds to only one of the images used.
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2.2. Visible-Infrared Imager-Radiometer Suite (VIIRS)

The L2 VIIRS SST retrievals used here were derived from the VIIRS “Moderate Resolution Bands”,
which have a resolution of approximately 750 m at nadir. Because of the way in which the instrument
samples, the resolution decreases very slowly (compared with other satellite-borne instruments, Figure 3)
to approximately 1600 m at the scan edge, a ground distance of approximately 1500 km from nadir [11,12].

For this study, we used the VIIRS SST product obtained from NOAA’s Comprehensive Large
Array-data Stewardship System (the VIIRS Sea Surface Temperature Environmental Data Record (EDR)
obtained from: http://www.nsof.class.noaa.gov/saa/products/search?datatype_family=VIIRS_EDR)
produced with the Joint Polar Satellite System (JPSS). Only quality level 1 data, the “best” quality level,
were used. Although screening at this level ideally removes all cloud contaminated pixels, some are
still included in the analysis, leading to the misclassification error discussed above.

2.3. AVHRR Pathfinder SST

The AVHRR product used was derived with the Pathfinder retrieval algorithm developed at the
University of Miami [13]. The algorithm was applied to the High Resolution Picture Transmission
(HRPT) data stream obtained from the AVHRR on NOAA-15. Retrievals were performed at the
University of Rhode Island. Only pixels with a quality level of 3 or higher were used. The nominal
pixel spacing is 1.1 km although, as can be seen in Figure 3, it increases significantly from this value.
This increase is what motivated use of pixels within 500 km of nadir as discussed below.

 

Figure 3. Spacing in the along-scan direction for Advanced Very High Resolution Radiometer (AVHRR)
and VIIRS pixels in L2 fields as a function of distance from nadir.

2.4. The Study Area

MV Oleander traverses several distinct dynamical regimes: the shelf, the Slope Sea, the Gulf
Stream, and the Sargasso Sea. In that the focus of this analysis is on the spatial resolving power of
satellite-derived SST datasets, it is important to select a region in which the geophysical variability of
the SST field does not overwhelm the uncertainty associated with the SST retrievals, be they driven
by misclassification errors (the green block in Figure 1) or instrument/calibration issues (the yellow
block). Specifically, this means selecting a dynamically “quiet” region in the ocean. The Sargasso Sea
portion of the Oleander track between 32◦N and 36◦N meets this requirement. In order to increase
the amount of satellite-derived data used in our analysis, we consider all data in the region between
63◦W and 72◦W, and 32◦N and 36◦N (Figure 2). This region was selected with the expectation that the
dynamics are similar to those seen along Oleander track between 32◦N and 36◦N hence the spectra
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should be similar in both slope and energy. As shown in Sch16, spectra including the Gulf Stream are
substantially more energetic than those for SST in the Sargasso Sea.

2.5. The Study Period

The analyses presented here are based on SST fields from the summer of 2012 only—June, July and
August. Sch16 show that spring (March, April and May) and summer spectra tend to be about twice
as energetic, over the spectral range examined, 1 to 100 km, as fall and winter spectra suggesting that
the latter would be more appropriate for the evaluation proposed here, but the summer months are also
substantially less cloud contaminated than the other seasons. Furthermore, the increased spectral energy
is likely due in part to diurnal warming, the effect of which may be mitigated by selecting nighttime fields
only as shown in Section 4.2. This raises a concern with regard to the TEX data because TEX sections are
not synoptic, taking approximately 20 h to cross the study area. However, since the TEX samples between
5 and 6 m below the surface, diurnal warming is not thought to be a significant problem [14].

3. Methodology

3.1. The Spectral Approach

The spectral method, to determine retrieval noise at the pixel level, is based on an analysis of
the large wavenumber tail of the power spectral density of SST temperature sections extracted from
the SST fields. Spectra are based on the Discrete Fourier Transform (DFT) determined from the Fast
Fourier Transform (FFT) (see Sch16 or Wang et al. [15], who also used the DFT to analyze TEX spectra).
The FFT requires equally spaced, gap-free data, i.e., gaps, if they exist in the original series, must
be filled and the data must be interpolated to equal spacing, if not already equally spaced, prior to
applying the FFT algorithm. For satellite-derived fields, gaps result from cloud cover, intervening land
values (not an issue for the region studied here) or missing scans while pixel spacing depends on the
product. (The filling of gaps is discussed in Section 3.1.1.) In the case of L2 products the spacing of
pixels in the along-scan direction varies with distance from nadir (Figure 3), as does the along-track
spacing, although much less so (<0.5% change from nadir to the swath edge for both AVHRR and
VIIRS). For the in situ data, intermittent system failures resulted in gaps although not to the extent of
those in the satellite data and sample spacing depends on the ship speed, which varies.

Of importance to the analysis presented here is that interpolation, either to fill gaps or to regularize
the spacing of samples on a section, impacts the resulting spectrum, with the impact generally
increasing as the wavenumber increases, i.e., in the spatial range of most importance to the analysis
here. Furthermore, the impact is a function both of the fraction of “good” values (defined as Q
by Sch16), and the degree to which the “missing” data are clustered (referred to as cohesion and
assigned the symbol C [16]). Sch16 found that “ . . . spectral slopes are increasingly biased low as
Q decreases and C increases, and this effect becomes more pronounced as the true spectral slope
increases”. Based on this they only considered VIIRS spectra for Q − C > 0.1 and Q > 0.5 in their
analysis. We found these thresholds to be too permissive for our purposes; the impact of interpolation
on spectra in the 1 to 10 pixel range can overwhelm the underlying spectrum as will be shown below.
We therefore chose more stringent constraints on Q, generally resulting in Q > 0.9. At this level,
the cohesion of the data has a relatively small impact on the spectra for slopes in the range of those
observed in the Sargasso Sea [10], so we did not impose an additional constraint on cohesion.

3.1.1. Selection of the Sections

Satellite-Derived Fields. The satellite-derived SST fields evaluated here are obtained from scanning
radiometers, the characteristics of which may differ in the along-scan versus along-track directions. This is
indeed the case for VIIRS due to the use of multiple detectors for each scan, which results in striping
of the fields [17]. The decision was therefore made to separate the data into along-scan and along-track
sections. The data were farther divided into day and night fields to allow analysis of the possible effect of
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diurnal warming on the spectral characteristics of the fields. This is of particular importance given the
selection of the Sargasso Sea in summer months, a period when diurnal warming is significant [18].

Also with regard to the selection of sections from the L2 datasets is their distance from nadir. Both the
area of each pixel (approximately the along-track spacing, 741 m for VIIRS and 1115 m for AVHRR, times
the along-scan spacing) and the spacing of pixels along the scan increases away from nadir (Figure 3).
Both of these factors impact along-scan spectra at small scales, while the increase in pixel size impacts
along-track spectra, again at these scales. Although the pixel spacing of along-track sections is virtually
independent of the distance from nadir, the size of the pixel is not, i.e., the SST values associated with pixels
is averaged over increasingly larger areas away from nadir. This is similar to smoothing along-track with
a moving average, which in turn depresses the power spectral density at small scales, this, independent
of the preprocessing performed on the data and it affects along-track and along-scan spectra equally.
Along-track interpolation (discussed below) to address the change in pixel spacing in the along-scan
direction (Figure 3) also impacts the resulting spectra. In order to reduce the impact of both of these
effects, only sections within 500 km of nadir are used for this analysis.

The final criterion used to select sections from the L2 fields relates to the gappiness of the data.
For clarity, we combine this step with the interpolation to fill missing pixel values in the study area.
The actual implementation of the algorithm is slightly different, to reduce processing time, but the
result is the same. Missing values in the study area were replaced using a Barnes filter if 13 of the
24 pixels in a 5 × 5 pixel square surrounding the pixel of interest are cloud-free, otherwise the pixel
remains flagged as missing. This corresponds to a decay scale associated with the averaging of
1.5 km for VIIRS and 2 km for AVHRR and follows the approach taken by Sch16. Following this gap
filling, all complete (no missing values) 256 pixel, non-overlapping sections in the along-track direction
meeting the distance from nadir criterion were selected as were all non-overlapping along-scan sections.
Only a small fraction of sections used in the final analysis had more than 15 missing pixels in the
original data (more than 6% of the pixels were filled on <10% sections). The impact of this on the
final spectra was evaluated for the worst case scenario by using the Barnes filter to fill every point
on a section (gap filling was still possible in that adjacent pixels were left as is, i.e., not set to missing
values), not just the pixels with missing values. The result suggests that the gap filling performed only
for pixels with missing values has little impact on the final spectra, because the number of missing
values is in general small; less than 0.6% of all values contributing were replaced with the Barnes filter.

Oleander Sections. Only TEX sections that met the selection criteria of Sch16 were considered.
Of these only sections with a maximum pixel separation of 150 m in the Sargasso Sea were selected.
(Selection of temperature sections with maximum sample spacing in excess of 150 m resulted in
a significant steepening of the spectral slope for wavelengths smaller than approximately 1 km. This is
due to the nearest neighbor interpolation to 75 m spacing, which repeats samples for these large
separations.) Barnes filtering with a decay scale of 0.2 km was used to fill these gaps and the resulting
sections were nearest neighbor interpolated to a mean spacing of 74.9 m, the mean spacing averaged
over all sections; the mean spacing varies from section-to-section with a minimum of 74.6 m and
a maximum of 75.0 m [19].

Table 1 lists the number of satellite-derived sections by along-scan/along-track, day/night
combination for the summer (June–August) of 2012 and the number of Oleander TEX sections for the
summers of 2008–2013.

Table 1. Number of sections meeting the given selection criteria discussed in this section and in Sections 2.4 and 2.5.

Day Night

Along-Scan Along-Track Along-Scan Along-Track

VIIRS 126 517 561 615
AVHRR 266 256 104 193

Oleander 42
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3.1.2. Interpolation to Equal Spacing

Satellite-Derived Fields. As previously noted the pixel separation in the along-scan direction changes
with distance from nadir. Because the spectral energy determined with the standard FFT is a function of
pixel spacing and the number of pixels in the section, combining data with different spatial resolutions tends
to add noise to the spectra. To address this, along-scan sections were divided into three groups each for
VIIRS and AVHRR based on mean pixel spacing. First, all adjacent temperature sections for a given satellite
pass were grouped into subgroups and the mean separation of pixels for the subgroup was calculated
(The subgroups ranged in size from 1 to O (100) sections depending on cloud cover.). Each subgroup was
then assigned to the group indicated in Table 2 based on the mean pixel spacing of the subgroup. All of the
temperature sections falling in a given group were then interpolated to the same pixel spacing, also shown in
Table 2. This pixel spacing was determined from the mean pixel spacing determined from the contributing
temperature sections for the given group. This, together with the relatively small size of the ranges, tended
to eliminate problems associated with different spatial sampling and with an interference between the
sampling frequency along the original section and that along the interpolated section. Nearest neighbor
interpolation was used. Figure 4 shows the effective transfer function of three different interpolation
algorithms available in Matlab: linear, nearest neighbor and cubic spline. To determine the most appropriate
resampling strategy, SST values on the VIIRS sections were replaced with white noise and interpolated.
Linear interpolation smooths the field the most resulting in a significant loss of energy at small wavelengths,
the portion of the spectrum of most interest here. Cubic spline does better but still results in a loss of
energy at small wavelengths. Nearest neighbor interpolation does not significantly alter the distribution of
values but does alter the effective wavelength—by shifting the values in space. However, the effect on the
spectrum is small since the values have been shifted to locations, which are on average relatively close to
the original values—the use of the mean spacing of pixels (which varies from group-to-group) rather than
a fixed spacing for all sections.

Table 2. Grouping of along-scan sections based on mean pixel spacing of the temperature section.
The values indicated correspond to the lower limit on the range—the value to which temperature
sections in the range is interpolated—the upper limit on the range.

Group 1 (m) Group 2 (m) Group 3 (m)

VIIRS 770-805-820 860-885-910 940-995-980
AVHRR 760-765-810 820-865-920 940-947-980

 

Figure 4. Spectral response of the interpolation methods applied to white noise.
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3.1.3. Detrending

Typically, a windowing function is applied to time series (or temperature sections in this case)
prior to obtaining the spectrum so as to reduce leakage between frequencies and the introduction
of spectral energy due to step changes at the ends of the section. However, windowing functions
tend to depress the amount of energy in the spectrum, which results in an underestimate of the
instrument noise, so we elected not to window the data. Specifically, several different windowing
functions, as well as simple detrending, were applied to simulations generated by adding white noise
to randomly generated temperature sections with a linear power spectral density (in log-log space)
typical of the spectra obtained from the SST sections but with random phase of the spectral elements
between −π and +π. Detrending provided the most accurate estimate of the imposed noise when
compared to analysis of the data with the various windowing functions or to analysis of the data with
no preprocessing.

3.1.4. FFT

Finally, the FFT function available in Matlab was used to obtain the spectra from the detrended
temperature sections. For the along-scan direction, power spectral densities were ensemble averaged
over each of the subgroups defined in Section 3.1.1. This resulted in approximately 100 subgroups
for all groups of the AVHRR/VIIRS, day/night combinations, i.e., there was an average of eight
subgroups for each of the defined groups. Similar averaging was performed for the subgroups of the
along-track direction.

Oleander spectra were ensemble averaged over all of the selected sections.

3.2. Estimation of Instrument Noise

Instrument noise in the satellite-derived fields is estimated from the shape of the power spectral
density on the short wavelength (large wavenumber) end of the retrieved spectra. To better understand
the approach, consider the factors contributing to this portion of the spectrum. If adjacent values on
a given temperature section are independent with no noise, then the shape of the spectrum is defined
by the geophysical processes in the region. If the field has been smoothed or averaged over a significant
region, there is little additional information in the value of one point relative to an adjacent one and
the spectrum falls off more rapidly than the shape associated with geophysical processes. This is what
we found for the spectra of the AVHRR SST fields associated with large scan angles (not shown here)
as well as with the oversampled TEX sections with maximum spacing of samples in excess of 150 m
resampled to a spacing of 75 m discussed in Section 3.1.1. To avoid the roll-off of the spectra at small
wavelengths the data were not smoothed. If the field is not smoothed and, white noise is added to the
values at individual pixels, the spectrum will tend to level off; the point at which it begins to do so
being a function of the level of the added noise. Finally, if energy remains in the geophysical spectrum
at wavenumbers larger than those at the end of the retrieved satellite-derived spectra, the spectra will
also tend to level off near their end as a result of energy aliased from the larger wavenumbers. This is
likely the reason the ensemble averaged Oleander TEX spectrum levels off (Figure 5). (It is not clear
whether the slight fall off in the TEX spectrum beginning at approximately 1 km is a result of a fall-off
in the geophysical signal or some form of averaging of the TEX data. However, this roll-off is very
slight and ignored here.) In summary, the large wavenumber tail of the satellite-derived spectra is
subject to the following:

• An increase in the magnitude of the slope of the spectrum due to averaging over the footprint of
the sensor;

• A decrease in the slope due to geophysical noise aliased into the spectrum, especially at high
wavenumbers; and

• A decrease in the slope due to instrument noise, the quantity of interest here.
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Figure 5. Power spectral density from Oleander TEX for all Oleander summer sections (June–August) of
2008 through 2013 with maximum sample separation less than 150 m. Temperature sections detrended
prior to determining and ensemble averaging the spectra. Straight red line: least squares best fit straight
line (slope = −2.12) of log10 (PSD) to log10 (wavenumber) between 10−5 and 10−3 m−1.

In order to determine the instrument noise, i.e., to separate it from the other factors cited above,
we defined a two-step process based on the following three assumptions:

1. log10 of the geophysical power spectral density in the study area falls off linearly with log10 of the
wavenumber over the spectral range sampled by the satellite-borne sensors (1.5 to order 100 km).

2. The spectrum continues to roll-off with approximately the same slope, at wavenumbers larger
than those associated with the Nyquist frequency of the satellite temperature sections. This and
the previous assumption are borne out by the mean TEX spectrum shown in Figure 5 as well as
from the analysis of the spectra from the two sensors.

3. The instrument noise for both sensors is white; i.e., it contributes equally at all wavenumbers
associated with the given temperature sections. This is not quite the case for VIIRS hence one has
to take a bit more caution with the results presented herein.

In the first step, the slope, intercept and noise level of a hypothetical spectrum yielding the best fit
to the satellite spectrum is determined in a least squares sense. This is done by minimizing γ, the sum
of the squared difference between the hypothetical spectrum and the satellite spectrum:

γ(slope, intercept, noise) =
N

∑
i=1

(
(10(slope∗log10ki+intercept) + noise)− PSDsat

i

)2
(1)

where slope and intercept define the straight line portion of the best fit spectrum in log-log space
(assumption 1 above), noise is the noise level (assumption 3) also in spectral space, ki is the wavenumber
of the ith spectral component and PSDsat

i the corresponding power spectral density of the satellite
spectrum. In the second step, the constant noise level used to generate the spectrum in Equation (1) is
related to white noise in the spatial domain. Specifically, 1000 noise-free temperature sections, with one
tenth the sample spacing of that associated with the sensor of interest, are generated by inverse Fourier
transforming spectra with the same slope and intercept found with Equation (1) but with the phase
of each spectral component randomly selected between −π and π. A 10-point moving average is
then applied to each temperature section and the result is decimated by 10. Gaussian white noise
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of magnitude σ is then added to each point on each section, the sections are Fourier transformed,
ensemble averaged and a new figure of merit is obtained:

γ(σ) =
N

∑
i=1

(PSDSimulated
i (σ)− PSDBest f it

i (slope, intercept, noise))
2

(2)

where PSDSimulated
i (σ) is the ensemble averaged power spectral density of the simulated temperature

sections and PSDBest f it
i (slope, intercept, noise) is the best fit power spectral density to the

satellite-derived power spectral density based on the slope, intercept and noise found with Equation (1).
This is repeated over a range of white noise levels σ to find the level, which best corresponds to the noise
level obtained with Equation (1). Of importance, is that generating temperature sections with 1/10 the
spacing of the data associated with the sensors of interest, the energy at higher wavenumbers than those
resolved by the instrument are aliased into the results thus allowing for a more accurate estimate of the
instrument noise. In addition, averaging the oversampled temperature section simulates averaging
performed over the footprint of the sensor. However, this does not take into account additional
averaging, which takes place in the 2nd dimension of the sensor’s footprint. This is not thought to
contribute significantly to the determination of instrument noise outlined above.

3.3. The Variogram Approach

To determine instrument noise from variograms, a model, which includes instrument noise as
one of its parameters, is fit to the empirical variogram. The model is intended to reflect the spatial
characteristics of the underlying data, hence selection of an appropriate model for the data of interest
is critical. Various models have been identified in the literature [20]. Tan14 used an exponential model
of the form:

γ
(
Δx or y

)
= σ2 + σ2(1 − e(−

Δx or y
L )) (3)

where σ2, referred to as the nugget, is the variance of the difference in the retrieval at a given
location from that at a neighboring location as the separation between the two locations goes to
zero, i.e., the instrument noise in this case, σ2, referred to as the sill, is the variance associated with the
variability for a spatial separation of L, the decorrelation scale. Note that the sill is a measure of the
geophysical variance of the field, σ2

geo, plus the “large” scale retrieval variance, which depends on the
variance in the atmosphere, the variance of the surface emissivity, instrument noise, etc. So,

σ2 ≈ σ2
geo + (σ2

retrieval − σ2) (4)

where σ2
retrieval is the total variance of the retrieval.

The formulation used by Tan14 works well for relatively homogeneous datasets for which the
underlying variogram has an exponential form [6]. However, in the Sargasso Sea, the shape of the
empirical variograms, for the L2 SST fields of interest, differ from subregion-to-subregion, not only
in terms of parameters but also in terms of the model itself, with an exponential model fitting in
some cases and a Gaussian model in others. In light of this, we have elected to use the “stable
semivariogram” [20], a slightly modified single model, of the form:

γ
(
Δx or y

)
= σ2 + σ2(1 − e−(

Δx or y
L )

w

) (5)

Note, in comparison to Equation (3), Equation (5) includes an extra parameter, w, which ranges
from 1 for the exponential form to 2 for the Gaussian form. Although variograms can be developed in
two dimensions for the model of interest, we chose to use variograms for the along-scan and along-track
directions separately for much the same reasons presented in the discussion of the preliminary
processing of the data,
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As in Tan14 we use the formulation given by Cressie to estimate the variogram [21]:

γ̂
(
Δx or y

)
=

∑(si ,sj)

(
SST(si)− SST

(
sj
))2

2n
(6)

where SST(si) is SST at location si, Δx or y is the spatial separation in kilometers of
(
si, sj

)
pairs in

the along-scan (x) and along-track (y) directions, and n is the number of such pairs, which varies
with Δx or y and the number of cloud contaminated pixels.

For each of the combinations of interest (along-scan/along-track, day/night), a variogram was
obtained (Equation (6)) for each of the interpolated, equally spaced temperature sections used in the
spectral approach and described in Sections 3.1.1 and 3.1.2. Next, for each variogram, the values of σo,
σ, L and w of Equation (5), which minimized the weighted squared difference between Equation (5)
and the variogram, were obtained. The fit was performed over separations up to 20 km. (The nugget
did not vary significantly for fits up to approximately 40 km. However, fitting to a larger range
generally resulted in an increase in the nugget, which was thought to be unrealistic—the nugget
wandered away from the variance at the smallest observed separation.) The weight assigned to each
separation was equal to the number of pairs at that separation over the total number of separations
contributing to the variogram, i.e., the weight assigned to a given separation decreased as the separation
increased. The best-fit nuggets were then averaged for all temperature sections corresponding to
a given sensor/day-night combination to obtain the estimate for instrument noise for that combination.
Nuggets were also averaged by the subgroups identified in Section 3.1.1.

4. Results

The spatial precision of satellite-derived SST retrievals, the noise resulting from processes in
the yellow and green boxes of Figure 1, which we refer to as instrument noise here, is shown in
Table 3 for each of the along-scan/along-track, day/night combinations. The first row for each sensor
(labeled Spectra) corresponds to the estimates obtained from the spectral method. Only subgroups
consisting of five or more temperature sections and with a spectral slope steeper than −1 were used.
The instrument noise for subgroups with shallower spectral slopes tended to dominate the geophysical
signal increasing the uncertainty in the fit of Equation (1). The noise estimates provided in the table
are the means of the estimates associated with each subgroup. The uncertainty is the square root
of the variance of these means over the number of contributing subgroups. Variogram estimates
follow in the next row (labeled Variogram) for each sensor. The means of the estimates are from the
same subgroups used in the spectral approach and the uncertainties are calculated as for the spectral
approach. The final row of the table (labeled Upper Limit) for each sensor is an “upper limit” on the
instrument noise assuming that the pixel-to-pixel noise is white. This was obtained by noting that the
variance of the difference of adjacent SST values, σ2(Δxmin), is the sum of the variances of the noise of
each of the two values, 2σ2

i , plus the contribution due to the geophysical variance between the two
values, σ2

geo(Δxmin):

σ2(Δxmin) = 2σ2
i + σ2

geo(Δxmin) =⇒ σi ≤ σ(Δxmin)√
2

(7)

If the noise is not white, for example, the actual level of noise may, in fact, be larger than the
“upper limit”.
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4.1. AVHRR

Day-versus-night, along-scan instrument noise levels obtained for the AVHRR data are not
statistically distinguishable. Nor are the along-track levels. The levels for the variogram estimates based on
the same subgroups as the spectral estimates (2nd row) are also statistically similar. Furthermore, although
somewhat larger, the variogram estimates are quite close to the spectral estimates, and all of the estimates
are close to the upper limit (Equation (7) ) for the given sensor/day-night/scan-track combination,
suggesting that the instrument noise is white. It is possible that the pixel noise is correlated at small scales
but, again, the mechanism for this is not obvious.

Table 3. Estimated instrument noise in satellite-derived SST fields. Numbers in parentheses are the
number of subgroups from which the means are determined. The indicated uncertainty of the means is
the square root of the variance of the contributing subgroups over the number of subgroups.

Method
Day (K) Night (K)

Along-Scan Along-Track Along-Scan Along-Track

AVHRR

Spectra 0.172 ± 0.001 (5) 0.209 ± 0.001 (7) 0.173 ± 0.003 (2) 0.209 ± 0.008 (4)
Variogram 0.185 ± 0.004 (5) 0.219 ± 0.006 (7) 0.183 ± 0.001 (2) 0.219 ± 0.006 (4)

Upper Limit 0.189 0.218 0.194 0.208

VIIRS

Spectra 0.046 ± 0.001 (4) 0.076 ± 0.002 (10) 0.021 ± 0.001 (24) 0.032 ± 0.002 (14)
Variogram 0.081 ± 0.013 (4) 0.097 ± 0.006 (10) 0.042 ± 0.004 (24) 0.056 ± 0.004 (13)

Upper Limit 0.078 0.101 0.050 0.057

The along-scan AVHRR spectra are shown in Figure 6 for a daytime subgroup and a nighttime
subgroup. The best-fit linear spectra with noise are also shown in Figure 6, obtained as discussed in
Section 3.2. Figure 7 shows the corresponding along-track AVHRR spectra. In all four cases, noise
is seen to impact the spectrum for wavelengths (wavenumbers) up (down) to approximately 25 km
(0.04 km−1). The approximately linear portion of the AVHRR spectrum corresponds to a small fraction
(~10%) of the 129 spectral values, which is also apparent from these plots. This means that relatively
small changes in the low wavenumber end of these spectra will have a more significant impact on the
estimated background slope than for spectra less impacted by noise. However, the spectral method
for determining instrument noise is relatively insensitive to this; significant changes in slope and
intercept result in virtually identical values of instrument noise. For example, for the spectrum shown
in the left panel of Figure 7, a slope, offset combination of (−1.7570, −6.2730) yields the same level
of instrument noise. This is because the instrument noise is one to two orders of magnitude larger
that the assumed geophysical signal, the straight line portion of the spectrum, over a significant
fraction of the spectrum (remember the fits are in regular, not log-log space) so changes in the slope
do not result in a significant difference in the squared sum of the differences between the model and
the observed spectrum. For spectra that level off substantially at large wavenumbers, the noise is
effectively determined by the power spectral density level at these wavenumbers. This is readily seen
in Figures 6 and 7; the high wavenumber end of the simulated spectra with noise are at a similar level
for the along-scan sections and at a slightly higher level for the along-track sections. Care must be taken
however when the level of instrument noise is similar, or smaller, in magnitude to the geophysical
signal at these wavenumbers, as will become clear in the analysis of the VIIRS spectra.

AVHRR along-track instrument noise is approximately 20% larger than along-scan instrument
noise. This is presumably due to the line-by-line calibration undertaken in the development of the L1b
data product used as input to the L2 retrieval algorithm.
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Figure 6. Mean AVHRR spectra for contiguous along-scan sections (black). Best-fit linear spectra with
noise to the mean VIIRS spectra (green). Best-fit linear portion of the best-fit linear spectra with noise
(red). Mean TEX spectrum shifted vertically to allow for comparison (magenta).

Figure 7. Mean AVHRR spectra similar to Figure 6 except for along-track sections. Daytime spectrum
is for 21:08 GMT on 10 June 2012. Nighttime spectrum is for 09:34 GMT on 23 June 2012.

4.2. VIIRS

Mean VIIRS spectra similar to those shown for AVHRR in Figures 6 and 7 are shown in
Figures 8 and 9, respectively. The spectra in these figures differ in several key ways from those associated
with AVHRR. First, the level of instrument noise is, in all cases, substantially lower than that for AVHRR.
Second, spectral peaks, especially in the daytime spectra, are evident at 1.5, 2.2, and 2.9 km as well as
a broad peak at 12 km in the along-track spectra (Figure 9). There are 16 detectors for each of the VIIRS
moderate resolution bands used for SST retrievals, hence, one scan of the instrument consists of 16 scan
lines. The gain of these detectors may differ slightly and this difference is not regular, i.e., it changes
along-scan and between scans. This is what gives rise to the observed peaks; the peaks at 1.5, 2.2,
and 2.9 km correspond to a separation of one, two and three pixels and the peak at 12 km corresponds to
the 16 pixel repeat scans of the instrument (750 m × 16 detectors = 12 km). Reassuringly, the along-scan
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spectra do not show these peaks. In addition, note that the noise from the different detectors contributes
to a general elevation of the large wavenumber end of the spectrum—the simulated spectra with noise
in Figure 9 tend to separate from the associated straight line spectrum at wavelengths smaller than
approximately 8 km for along-track sections compared with approximately 5 km for along-scan sections.
The point of separation is, of course, a function of the magnitude of the geophysical signal. In regions
with a significantly larger geophysical signal, in the vicinity of the Gulf Stream for example, instrument
noise will likely have no effect on the spectrum, with the possible exception of a few of the peaks.

Figure 8. Mean VIIRS spectra similar to the AVHRR spectra in Figure 6.

Figure 9. Mean VIIRS spectra similar to the AVHRR spectra in Figure 7.
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The third significant difference between AVHRR and VIIRS spectra relates to the daytime spectra
compared with the nighttime spectra. Specifically, there is a statistically significant difference between
daytime and nighttime VIIRS spectra, with the daytime spectra being more energetic at wavelengths
smaller than approximately 100 km. This is likely due to diurnal warming, which occurs frequently
in the Sargasso Sea in summer months [14,18]. In addition, note that the slope of nighttime spectra
for both along-scan and along-track sections is closer to that of the TEX spectrum than the daytime
spectra. Surprisingly, the level of instrument noise is also larger at daytime than at nighttime as is
evident both from the figures and from Table 3. This may result from the sensitivity of the banding
to the energy in the SST field. Banding is difficult to correct for because it is not the entire scan line
that has higher values than its neighbors, but rather, what appear to be randomly located segments of
a given scan line. Furthermore, the magnitude of the difference in these regions appears to be related
to the magnitude of the retrieved temperature.

Finally, the level of instrument noise estimated with the spectral approach is substantially
smaller than (as much as one half) estimates based on the variogram. The reason for this is not clear.
Although the spectral approach provides slightly better estimates of the noise added to simulated
temperature sections than the approach based on the variogram, the estimates do not differ by the
amounts seen in the actual data for VIIRS.

5. Discussion

5.1. Comparison of the AVHRR L2 Instrument Noise Estimates with the Results of Tandeo et al.

Tan14 estimated the nugget in the L3 Meteosat AVHRR data set produced by the O&SI SAF Project
Team [6,22]. This product was assembled by remapping the full resolution nighttime AVHRR fields onto
a regular 0.05◦ × 0.05◦ global grid and averaging the results into 12 h fields. They found σo ≈ 0.14 K
for the study area. This is larger than would be expected if instrument noise of the full resolution
Meteosat AVHRR data is similar to that found for NOAA-15 AVHRR (on the order of 0.20 K) and if
this noise is uncorrelated from pixel-to-pixel, the assumption made in the analyses presented herein.
Specifically, we would expect the noise for the L3 product to be approximately 0.05 K since order
25 pixels are averaged for each 0.05◦ × 0.05◦ SST estimate. It is possible that the level of instrument
noise (elements in the yellow block of Figure 1) associated with the AVHRR on Meteosat is higher
than that of NOAA-15. More likely however is that the difference results from misclassification errors
associated with cloud flagging (the most significant element in the green block). Specifically, Tan14
processed all of the data for one year, 2008, i.e., they did not constrain their analysis to relatively cloud
free fields as we did. Cloud-contaminated L2 pixels were, of course, excluded from the production of the
L3 fields and Tan14 also excluded L3 pixels flagged as cloud-contaminated. However, the likelihood of
misclassification, cloud-contaminated pixels not being flagged as such, increases as the fraction of cloud
cover increases. Furthermore, classification errors tend to be small-scale errors, a small number of pixels
here, a small number of pixels there, as opposed to large regions, which are misclassified. This means
that such errors will likely contribute to noise at small spatial scales. A histogram of Tan14 nuggets (not
shown here) shows a broad distribution ranging from σo in the 0.05 K range to order 0.3 K with a peak
around 0.14 K. If the nugget resulted primarily from instrument errors (those in the yellow block),
one would expect a relatively narrow peak; the instrument noise is unlikely to vary substantially for the
region. Thus, the broad σ range suggests that it is a combination of classification errors and instrument
noise. Because our analysis required long sections of cloud-free pixels the data were likely much more
clear, on average, than those of Tan14. Noise may be added through the combination of L2 fields to
obtain the L3 product, which also contributes to the difference between our estimate of local noise
and that of Tan14. Using nighttime only data, as Tan14 have done, will minimize, but not completely
remove, this. Finally, we found that the model, which best fits the SST field in the Sargasso Sea, varies
from an exponential form to a Gaussian form, hence our use of the standard model. Tan14 used the
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exponential form. This will likely also contribute to an overestimate of the instrument noise in regions
in which a mixed form is more appropriate.

Lending credence to the values we find, approximately 0.2 K for at both day and night, are the
estimates of uncertainty found by Keogh et al. [23] when they compare AVHRR SST values with the
values obtained from a ship-borne radiometer. They examined eight sections in eight images, five
nighttime and three daytime. The SST values were close in space, most probably consisting of adjacent
pixels and were obtained within three hours of the satellite pass. The resulting standard deviations thus
represent a lower limit on the spatial precision of the AVHRR SST fields at that location (the English
Channel). They obtained a standard deviation of the differences for each section. The average of these
standard deviations is 0.22 K.

5.2. Impact of Noise on Sobel Gradient

Of interest is how levels of noise, typical of the values found thus far, impact gradients and
fronts. In order to address this, we simulated 10,000 3 × 3 pixel squares for a given gradient in x,
added Gaussian white noise to each of the elements, applied the 3 × 3 Sobel gradient operator in
x and y to these squares and then determined the mean gradient and the standard deviation of the
gradient. This was done for gradients ranging from 0.001 to 0.1 K km−1, values typical in the ocean,
and for levels of instrument noise ranging from 0.01 K to 0.2 K. Figures 10 and 11 show the means
and standard deviations of the x- and y-components of the gradient, respectively. The mean x- and
y-components are unaffected by the noise; the mean x-component is the same as the initial value and
the mean y-component is very nearly zero. The standard deviation of the components is very nearly
independent of the imposed noise. For a noise level typical of VIIRS, 0.05 K, the vertical white lines in
the figures, the uncertainty of each of the components is approximately 0.022 K and for a level typical
of AVHRR, 0.2 K, the uncertainty in the components is 0.09 K. In general, the uncertainty in the given
component is approximately one half of the level of imposed noise.

The impact on the gradient magnitude (Figure 12) is more dramatic. The mean of the estimated
gradient is no longer equal to the magnitude of the imposed gradient. For example, for a relatively
robust gradient of 0.05 K/km, the mean of the estimated gradient ranges from 0.05 to in excess of
0.1 K/km as the imposed noise increases from 0 to 0.2 K/km. Note that contours of the estimated
gradient tend to become level for imposed noise levels less than approximately 0.07 K. This means that
VIIRS estimates of the mean gradient magnitude will be centered on the actual value of the gradient,
but that the gradient magnitude will be substantially overestimated in AVHRR fields. The uncertainty
of the estimated gradient magnitude increases with the imposed noise, nearly doubling from the value
associated with a zero imposed gradient to an imposed gradient of 0.1 K/km. These observations do
not mean that a front with a gradient of this magnitude (0.05 K/km) is undetectable in a field with
an AVHRR noise level but detection will be problematic. Simulations using front detection algorithms
need to be undertaken to evaluate this. Although none of this is surprising, we are not aware of any
studies involving the gradient magnitude of satellite-derived SST fields accounting for this—including
many of our own.
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Figure 10. Simulated impact of Gaussian white noise of magnitude sigma imposed on a field with
an x-gradient indicated on the vertical axis. The vertical white line is an imposed noise level typical of
VIIRS values.

Figure 11. As in Figure 10 except for the y-component of the gradient.

 

Figure 12. As for Figure 10 except for the gradient magnitude.
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6. Conclusions

The accuracy with which the local gradient of any digital field can be determined is a function of
the spatial precision of the underlying data, where the spatial precision is defined as the square root of
the variance of individual pixel values following removal of real trends in the data and removal of
noise that is correlated over scales that are large compared with the scale used to calculate the gradient.
In the case of fields obtained from satellite-borne sensors, this noise is attributed to characteristics
of the sensor, “instrument noise”, and to the retrieval process, “retrieval noise”. Two approaches,
a spectral-based approach and a variogram-based approach, were used to estimate the instrument
portion of this noise in L2 AVHRR and VIIRS SST fields. To reduce the non-instrument portion of
the local noise in the analysis, only cloud free sections were used, the assumption being that the
dominant contribution to the non-instrument local noise is due to the misclassification of clouds.
Because instrument noise was thought to differ between the along-scan and along-track directions
and because the geophysical variance was thought to differ between day and night, the analysis was
performed separately for the four along-scan/along-track and day/night combinations.

Both methods yielded similar results for AVHRR, with daytime and nighttime along-scan values of
~0.18 K and along-track values of 0.21 K. VIIRS instrument noise, on the other hand, was found to differ by
method, scan geometry and day-versus-night–ranging from 0.021 K for the nighttime, along-scan spectral
estimate to 0.097 K for the daytime, along-track variogram estimate. Day and night along-scan estimates
based on the spectral approach are close to one half those based on the variogram. For both methods, the
nighttime estimates are also roughly one half the corresponding daytime estimates. Finally, the along-track
estimates are roughly 50% larger than the along-scan estimates for the spectral approach but only about
25% larger when based on the variogram. In all cases, the estimates were smaller than the “upper limit”.

In summary, VIIRS instrument noise is substantially smaller than AVHRR instrument noise,
with levels as low as 0.02 K in the along-scan direction at nighttime. In fact, VIIRS instrument noise
under these conditions is near the level of the geophysical signal in the dynamically quietest regions in
the ocean.
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HRPT High Resolution Picture Transmission
JPSS Joint Polar Satellite System
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PSD Power Spectral Density
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Abstract: Obtaining accurate and timely lake surface water temperature (LSWT) analyses from
satellite remains difficult. Data gaps, cloud contamination, variations in atmospheric profiles of
temperature and moisture, and a lack of in situ observations provide challenges for satellite-derived
LSWT for climatological analysis or input into geophysical models. In this study, the Multi-scale
Ultra-high Resolution (MUR) analysis of LSWT is evaluated between 2007 and 2015 over a small
(Lake Oneida), medium (Lake Okeechobee), and large (Lake Michigan) lake. The advantages of the
MUR LSWT analyses include daily consistency, high-resolution (~1 km), near-real time production,
and multi-platform data synthesis. The MUR LSWT versus in situ measurements for Lake Michigan
(Lake Okeechobee) have an overall bias (MUR LSWT-in situ) of −0.20 ◦C (0.31 ◦C) and a RMSE
of 0.86 ◦C (0.91 ◦C). The MUR LSWT versus in situ measurements for Lake Oneida have overall
large biases (−1.74 ◦C) and RMSE (3.42◦C) due to a lack of available satellite imagery over the
lake, but performs better during the less cloudy 15 July–30 September period. The results of this
study highlight the importance of calculating validation statistics on a seasonal and annual basis for
evaluating satellite-derived LSWT.

Keywords: lake surface temperature; sea surface temperature (SST); surface state; lake modeling;
numerical weather prediction; surface analysis

1. Introduction

Lake surface water temperature (LSWT) is an important environmental parameter for
understanding lake ecology, biology, and climate change [1–7]. LSWT is also a critical input variable
for numerical weather, climate, and hydrological models [8–10]. While extensive climatological data
sets and analyses of satellite-derived sea surface temperature (SST) are available and used in a wide
range of applications, satellite-derived near real-time LSWT analyses are largely unavailable due to a
number of challenges and limited resources [11–13].

Several key factors contribute to the difficulty to provide reliable and consistently accurate near
real-time analyses of satellite-derived LSWT: Lake-specific spatially and temporally variable error
sources and uncertainties, cloud contamination of thermal retrievals, gaps in coverage due to clouds,
and a lack of in situ lake temperature observations. We elaborate on each of these factors below.

Satellite LSWT estimates are generally less accurate and have more sources of error than oceanic
SST retrievals due to the typically larger uncertainties to correct for continental atmospheric air masses,
dust and smoke, cloud contamination, water emissivity, and shoreline effects [11,14,15]. Most satellite
LSWT retrieval algorithms were designed for ocean surfaces and validated and tuned to oceanic in
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situ buoy observations [11,13]. Consequently, the effects of variations in lake elevation, atmospheric
profiles of temperature and water vapor, dust and smoke sources, and near-shore pixel contamination
by adjacent land surfaces are not typically incorporated in the algorithms when they are applied over
inland water bodies. Developing lake-specific algorithms for satellite-derived LSWT is an active area
of research and several studies have developed improved techniques for LSWT retrievals [11,15–18].
However, these methodologies have not yet been implemented to our knowledge in a near real-time
LSWT analysis.

Representativeness errors may also be introduced when attempting to apply satellite skin
surface temperature data to estimate bulk lake temperature [10]. The upper layers of a water
column in lakes and oceans are associated with complex variability in temperature. The relationship
between bulk temperature measured below the surface by buoys and skin temperature measured
by surface radiometers and satellites has been found to be a complex function of atmospheric
conditions over lakes [19]. As defined by the Group for High Resolution Sea Surface Temperature
(GHRSST, see http://ghrsst-pp.metoffice.com/pages/sst_definitions/), the skin temperature that is
measured by satellite radiometers is underlain by “bulk” temperature and “foundation” temperature.
Bulk temperature is associated with a transition zone located between the water surface and ~1 m
below the surface, where some diurnal cycle in temperature is observed. At a deeper (and variable)
depth in the water column, “foundation” temperature, or the temperature where diurnal signals
are absent is found. Satellite-derived skin water temperatures can be converted to a “foundation”
temperature most readily by utilizing nighttime-only satellite retrievals, where the diurnal variations
in the surface water layer due to solar heating are absent and skin effects are more predictable [20].

Extensive gaps in the availability of clear-sky satellite thermal retrievals due to persistent and
highly variable seasonal cloud cover over many of the mid-latitude regions of the earth where lakes
are abundant makes it difficult to obtain representative LSWT analyses on a daily basis [13,21,22].
Consequently, it is not surprising that the majority of satellite-derived LSWT climatological trend
studies have focused on the less-cloudy summer season [22,23]. Over the oceans, gap problems
resulting from clouds can be somewhat overcome by the combined use of microwave thermal
imagery and in situ buoy data, although sampling uncertainty and errors are noted over some ocean
regions [24–26]. The large footprint of satellite microwave temperature retrievals and the impacts of
sidelobe contamination within 75 km of shorelines make the data difficult to use over lakes [27]. In
addition, most global lakes also lack in situ LSWT observations to supplement satellite analyses.

Cloud masking algorithms have also been shown to struggle over lakes. The algorithms are either
too stringent (removing good data in regions of large LSWT gradients), further contributing to the
aforementioned gap issues, or insufficient at flagging clouds such as thin cirrus, resulting in cloud
contamination in the satellite LSWT retrievals. This is another area of active research, and improved
cloud detection techniques have been proposed [28–31].

For the aforementioned and other reasons, it is apparent why it is difficult to provide calibrated
long-term spatially- and temporally-consistent LSWT analyses, particularly in near-real time, as
lake-specific algorithms are to our knowledge not yet incorporated into operational lake temperature
processing schemes [13]. In addition, the only global real-time analyses that currently incorporate
the use of higher quality climatological data sets (e.g., the ARC-Lake [15,17,30] and Pathfinder SST
climatological datasets for lakes exist for the temporal periods of 1991–2011 and 1985–2014, respectively)
for prescribing climatological lake temperature when no actual data coverage exists is the Operational
Sea Surface Temperature and Ice Analysis (OSTIA) system, which relaxes to the ARC-Lake climatology
in the absence of available data [13].

Despite the difficulties in obtaining accurate LSWT analyses, a number of studies have analyzed
historical (and in some cases re-processed) multi-year records of satellite-derived LSWT. This research
has shown the importance of lake temperature as one of the key indicators of climate change in lakes,
which are known as “sentinels” of climate change [1,32]. A number of studies have analyzed both in
situ and long-term available clear-sky satellite LSWT retrievals over the past few decades to better
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understand lacustrine response to climate change [18,22,33–37]. These studies have shown that the
lake response to climate change is highly variable, even across global sub-regions. Most of these studies
used single sensors and single platform types to avoid the issues associated with blending multiple
data sets, and therefore mostly limited their analyses to the less-cloudy (and hence less frequent gap
periods) warm season.

Many research studies have shown the sensitivity of numerical weather prediction to variations in
LSWT, and the value in obtaining reasonably accurate LSWT values for input into these models. LSWT
impact many aspects of simulated weather and climate, including global surface temperatures and
precipitation [8,9,38–40], and even small lakes typically unresolved in global models impact regional
weather [10].

Over the oceans, a number of studies have illustrated the value of combining satellite retrievals
from multiple satellite platforms to increase data availability and decrease coverage gaps [41–43].
However, this topic has remained largely unexplored with lakes, with only a few studies suggesting
multi-platform data synthesis [13,21,44]. A key need identified by Fiedler et al. [13], is blended
near-real time operational analyses of LSWT for input into numerical weather prediction models.
Despite the importance of accurate LSWT for input into climate and numerical weather prediction,
relatively few studies have been dedicated to improving near-real time LSWT analyses. The Met Office
Operational Sea Surface Temperature and Ice Analysis at ~6 km resolution recently included 248 lakes
globally [13]. The blended Real Time Global (RTG) dataset at ~8 km resolution is currently used for
lake temperature by the National Center for Environmental Prediction [45], but this analysis has been
shown to suffer large biases [12]. The resolution (6–8 km) of these analyses is too coarse to resolve
thousands of smaller lakes worldwide.

In this paper, we evaluate the current version of the near-real time (~1 day latency) MUR Analysis
(https://mur.jpl.nasa.gov/) of Lake Surface Temperature from 2007–2015 in a small, medium, and
large sized lake. While MUR was designed specifically as a sophisticated high-resolution (~1 km)
analysis and blending product for global SST, the MUR global analysis product is also processed
daily over thousands of the world’s lakes captured by the 1-km nominal MUR resolution. The goal
of this study is to determine the feasibility of using the near-real time MUR LSWT analysis for
input into numerical weather prediction models, as well as the longer period of record of MUR
LSWT (2000-present) for climatological studies. Specifically, this study seeks to determine the quality,
strengths, and weaknesses of the current MUR analysis processing applied over inland water bodies,
and to provide recommendations for targeted improvements to MUR for future releases with respect
to LSWT.

The MUR analysis data and in situ buoy validation sets for the three lakes in this study are
described in Section 2. In Section 3, the results of multi-year validations between MUR LSWT analyses
and in situ buoy observations for the three lakes are shown, and the ability of the MUR LSWT to capture
LSWT variability on daily, weekly, seasonal, and interannual time scales, as well as the strengths and
weaknesses of MUR LSWT analyses. In Section 4, conclusions and recommended future improvements
to the MUR LSWT are presented.

2. Materials and Methods

2.1. Lakes Analyzed

Satellite-derived MUR LSWT analyses and in situ lake temperature data were analyzed at three
lakes (Figure 1). These lakes were chosen to represent variations in lake size. Lake Michigan, bordering
Wisconsin, Illinois, Indiana, and Michigan, USA is a large lake 190 km wide and 2600 km long. Lake
Okeechobee, Florida, USA is a medium-sized lake 48 km wide and 56 km long. Lake Oneida, New York,
USA is a relatively small lake 8.0 km wide and 32 km long. The National Oceanic and Atmospheric
Administration (NOAA) Great Lakes Environmental Research Laboratory (GLERL) through the
CoastWatch program produces a daily near-real time analysis of Lake Michigan temperature named

307



Remote Sens. 2017, 9, 723

the Great Lakes Surface Environmental Analysis (GLSEA) [46] (https://coastwatch.glerl.noaa.gov/).
However, no such operational analyses are produced for Lake Oneida or Lake Okeechobee. These lakes
also represent a range of average depth (Lake Michigan, 85.0 m, Lake Okeechobee: 2.7 m; Lake Oneida,
6.7 m) and latitude (Lake Michigan, 44.00◦N; Lake Okeechobee: 26.93◦N; Lake Oneida, 43.20◦N).
Lake Michigan partially ices over each winter, and occasionally almost completely freezes over, most
recently in 2014. Lake Oneida ice cover is also highly variable, and typically freezes over for at least a
month each winter. All three lakes have relatively symmetric shapes and few islands to contaminate
the infrared remote sensing retrievals. Lake Michigan and Lake Oneida observe large fractional cloud
cover (25–45% according to NCAR regional reanalysis data at http://www.esrl.noaa.gov/psd/), and
synoptic-scale storms that frequently traverse these regions, which increase the opportunities for LSWT
analyses to suffer from data availability loss due to cloud cover reducing the frequency of clear-sky
retrievals. The shallow Lake Okeechobee is far enough south that day-to-day air temperature variability
is decreased, with fewer synoptic-scale weather systems and less prolonged cloudy periods, both
positive factors for obtaining more frequent clear sky retrievals. The seasonal cycles in air temperature
and solar forcing are also smaller at Lake Okeechobee than at Lake Michigan and Lake Oneida, resulting
in a smaller annual cycle and less interannual variability in lake temperature at Lake Okeechobee than
the other two northern lakes.

Figure 1. Locations of three USA lakes studied in this paper. (a) overview map; (b–d) Visible satellite
images of the lakes; (b) Lake Michigan; (c) Lake Oneida; (d) Lake Okeechobee. In situ buoy location
indicated by red dots.

2.2. MUR LSWT Analyses

The National Aeronautics and Space Administration (NASA) Making Earth System Records
for Use in Research Environments (MEaSUREs) Multi-scale Ultra-high Resolution (MUR) analysis,
hereafter referred to simply as “MUR”, is a global SST analysis field produced daily on a 0.01◦ × 0.01◦

grid with an equatorial resolution of 1.1132 km. In addition to coverage over all of the global ocean
regions, MUR SST is produced daily over thousands of global inland water surfaces included within
the land mask. The MUR SST product has not been previously evaluated or validated for lakes.
For the remainder of this document we will refer to MUR SST analysis over inland water bodies as the
MUR LSWT. The MUR analysis is described in detail in Chin et al. [43], and only a basic overview is
presented here.

MUR LSWT incorporates multiple satellite data sets at different resolutions over multiple time
scales within a 5-day window to generate a near real-time analysis (the latency is slightly over a
day) that reconstructs small-scale spatial structures of recent and highest resolution satellite-derived
LSWT data available while providing the temporal consistency of the data provided over longer time
windows by coarser satellite or in situ data. The multi-resolution variational analysis (MRVA) method
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(Figure 2) allows data fusion and interpolation using a range of length scales, from 1 km to over
1000 km, specified by a wavelet transform [43].

Figure 2. MUR LSWT analysis processing chain.

Over the global oceans, MUR combines over a dozen satellite SST retrievals and buoy near-surface
temperature data at different spatial and temporal resolutions over the previous 5 days into a single
daily high-resolution SST analysis. Over lakes, only a subset of these data sets is included (Figure 2).
MUR provides an estimate of the foundation temperature by utilizing only nighttime satellite data
and correcting all retrievals using single sensor error statistics (SSES). MUR utilizes the SSES biases
provided with the input data (typically 0.10–0.30 ◦C) and then these biases are subtracted from the
nighttime satellite imagery in MUR to provide a foundation temperature in the final MUR analysis.
Inter-sensor bias correction is performed for every data set by MRVA [43]. MUR does not use a
background analysis. Therefore, MUR extrapolates SST values from one region to another using the
MRVA method when no satellite or in situ observations are available over a given region.

There are several reasons why utilizing nighttime satellite retrievals is preferable. First, nighttime
satellite data are typically more easily converted to foundation temperatures, as daytime skin surface
and warm layer diurnal heating effects can be up to several ◦C and highly variable from lake to lake
and from day to day, dependent on the lake vertical temperature profile and meteorological conditions
such as wind speed [19]. Finally, satellite drift over time could impacts the time of day a satellite crosses
a lake. Because a lake surface potentially changes more rapidly from one hour of the daytime to the
next, the temporal drift in the satellite could potentially introduce sampling errors [22]. By choosing
only night data where changes in LSWT vary less over time, these complications are avoided.

Over lakes, MUR combines satellite-derived SST data from thermal infrared sensors on the two
primary polar-orbiting satellites that have been historically used for remote sensing of lakes—the
Moderate Resolution Thermal Imaging Spectroradiometer (MODIS) and the Advanced Very High
Resolution Radiometer (AVHRR) sensors. Available SST samples from microwave sensors tend to be
excluded over lakes by MUR due to a stringent threshold on quality flags associated with such samples.
The resolution of the MODIS data is approximately 1 km, while the AVHRR data is ~9 km resolution.
Thus, the analysis over Lake Oneida incorporates exclusively MODIS data, given the minimum width
of the lake is ~8 km (Figure 1). However, both Lake Michigan and Lake Okeechobee are wide enough
for both AVHRR and MODIS data to be included in the LSWT analyses. When available, MUR also
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incorporates buoy data from the iQuam data network [47]. Over lakes, the only routinely available
buoy data in iQuam data network is in the USA Great Lakes, which includes Lake Michigan in this
study. No buoy data from Lake Okeechobee or Lake Oneida are included in MUR. In addition to
the SST data, MUR also uses an ice fraction ancillary data set at 10 km resolution from the Ocean
and Sea Ice Satellite Application Facility (OSI SAF) to help ascertain ice-covered water regions, and
parameterizes the temperature as a function of the ice cover [43]. The MUR LSWT analysis for a given
day is available a little over a day later. Cloud masking and quality control are applied to the AVHRR
and MODIS data sets incorporated into MUR, and only the highest quality possible SST data are used
in the MUR LSWT (Figure 2).

For this study, daily subsections of MUR LSWT over each of the three lakes for the 9 year
period 2007–2015 were processed and downloaded from the MUR website using OpenDAP
https://mur.jpl.nasa.gov/DownloadDataText.php.

2.3. In Situ Buoy Data

Buoy and water analyzer data were obtained to validate MUR LSWT over the three lakes in
this study for the period 2007–2015. The in situ data were all collected at a depth between 0.05 m
and 0.60 m in order to be representative of near-surface temperature. On Lake Michigan, water
temperature at 0.6 m depth was measured by a National Oceanic and Atmospheric Administration
National Data Buoy Center (NDBC) platform (http://www.ndbc.noaa.gov/rsa.shtml). All NDBC
buoys go through quality control and calibration procedures as outlined by [48]. On Lake Okeechobee,
Water temperature sampling was performed at depth of 0.5 m in the morning with a multi-parameter
in situ water analyzer. Water temperature sensors used for Lake Okeechobee were calibrated monthly
against the National Bureau of Standards thermometers [49]. On Lake Oneida, near-surface water
temperature measurements just below the surface (0.05–0.10 m) were recorded in the morning using
Hydrolab Datasonde profilers [50]. For both Lake Okeechobee and Lake Oneida, the measurements
were conducted such that minimal disturbance was generated in the water column. However, some
mixing of the near-surface lake water is to be expected with such approaches, making it difficult to
categorize the representative depth of near-surface LSWT being measured. Additional specifications
on these three measurement platforms and sensors are given in Sharma et al. [49].

The buoys or sampling locations were located in deep water and at least several km from the
shoreline to avoid land pixel contamination of the satellite retrievals (Figure 1). Only nighttime
satellite imagery was used to obtain foundation LSWT and to limit the impacts of solar heating on
representativeness errors between the in situ and satellite data. However, some of the diurnal surface
heating effects likely impacted the daytime Lake Oneida and Lake Okeechobee in situ measurements
(this is a known limitation of these two data sets but no nighttime data was available). Under most
conditions, the biases introduced by using daytime bulk lake versus nighttime satellite retrievals are
expected to be less than 0.5 ◦C on average [19], although on calm summer days the differences can be
much larger (e.g., see discussion for Lake Michigan in Section 3.5).

The surface water samples from Lake Oneida and Lake Okeechobee in situ data from 2007–2014
were collected weekly for Lake Oneida and bi-weekly to monthly for Lake Okeechobee by boat
(data was not collected on Lake Oneida when ice covered the lake). A total of 281 daily matchups
between daily MUR LSWT and in situ measurements were conducted for Oneida, and 172 daily
matchups between daily MUR LSWT and in situ measurements on Lake Okeechobee. The nearest
MUR satellite pixel to the in situ observation location was used for the match-up. On Lake Michigan,
nighttime hourly buoy data between 0200 and 0400 Local Standard Time (LST) were compared with
the MUR nighttime analyses. A total of 1950 daily matchups between daily MUR LSWT and in situ
measurements were conducted on Lake Michigan.
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3. Results

3.1. Evaluation Metrics

The evaluation of satellite-derived LSWT retrievals against in situ lake temperature measurements
has historically been conducted using two widely used metrics: Root-mean squared error (RMSE)
and bias. In this study, we also evaluate the ability of the MUR LSWT analysis to capture day-to-day
variations in LSWT, as well as to provide cycles of climatological lake temperature. Lakes, being
shallower than oceans and surrounded by continental landmasses are typically subject to larger
temporal variations in surface temperature. Another important consideration for LSWT analyses is
the climatological variability of the LSWT, which varies as a function of latitude, lake depth, and
other geophysical forcing mechanisms [17]. For the most part, only the RMSE and mean bias of LSWT
retrievals has been evaluated in the literature. In this study, we also evaluate the seasonal variations in
the satellite-derived LSWT bias and RMSE.

Following an overview of the sources of error in the MUR LSWT analyses (Section 3.2),
an evaluation of the MUR LSWT for Lake Michigan, Lake Okeechobee, and Lake Oneida is presented
using three different criteria. For the first criteria, the standard metrics used in evaluation of SST
retrievals of RMSE and bias of MUR LSWT analyses versus in situ measurement are evaluated for
seasonal and annual time scales (Section 3.3). Second, the ability of the MUR analysis to capture
short-term (~few weeks in time, ~10 km in space) spatial and temporal variations in LSWT is evaluated
(Sections 3.4 and 3.5). Third, we evaluate the seasonal, interannual, and climatological data from
9 years of daily MUR LSWT analyses (Section 3.6).

3.2. MUR-Specific Sources of Error

LSWT satellite-retrievals are subject to a wide array of potential sources of errors. These include
errors associated with the atmospheric correction algorithm as well as a number of other factors
(e.g., cloud contamination, shoreline effects, etc.). We refer the reader to Hulley and Hook [11]
for an overview of LSWT algorithms, and to Crosman and Horel [14] or Fiedler et al. [13] for an
overview of other general error sources in satellite-derived LSWT. In this section, we refer only to
MUR LSWT-specific sources of error stemming from the MUR LSWT analysis processing of MODIS
and AVHRR satellite imagery. As discussed in Section 2.2, the advantages of the MUR analyses
include temporal consistency (available every day), multi-sensor (MODIS and AVHRR) platform data
synthesis and bias correction, both high-resolution (MODIS) and medium-resolution (AVHRR) thermal
imagery, and sophisticated spatial interpolation and gap filling techniques. However, the current MUR
analysis processing techniques can also introduce sources of error and have limitations in addition
to the various sources of error typically noted (e.g., cloud contamination, atmospheric correction) in
LSWT retrievals. Careful analysis of the MUR LSWT input variables, processing techniques, and final
analyses have identified the following potential sources of error in MUR LSWT resulting from the
processing methodology:

• Errors introduced by MRVA spatial scale used for interpolating the data as the MRVA system
is designed for the open ocean. Analysis values from unrepresentative distant lakes or ocean
surfaces may be “spread” to other lake surfaces during periods when no clear-sky retrievals are
available over a given lake (Section 3.5).

• Errors resulting from spurious or inaccurate ice cover estimates (i.e., incorrectly specifying open
water as ice or vice versa).

• Sampling “gap” errors introduced by only utilizing nighttime satellite imagery, which decreases
the frequncy of available clear-sky imagery compared to analysis techniques that utilize both
daytime and nighttime data.

• Representativeness errors by only utilizing nighttime data. This is not an issue if a daily foundation
temperature is deemed to be sufficient for the analysis, which is the current goal of MUR. However,
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complications arise on prescribing an appropriate analysis for shallow lakes with climatologically
large diurnal temperature ranges through a relatively deep water column.

• Potential under-sampling errors due to the restrictive use of only the data flagged as the highest
possible quality in MUR. Some studies have found that the highest quality control consistently
throws out large amounts of good data over some lakes [14].

Spurious ice cover in the OSI SAF ice fraction ancillary datasets impacted ~one MUR LSWT
analysis time per year on average in Lake Michigan and Oneida, and obviously was not a factor for
Lake Okeechobee. An example of effects of the spurious ice cover on a MUR LSWT analysis is shown
in Figure 3 for 22 August 2007 (Figure 3).

 

Figure 3. MUR LSWT (◦C) analyses on (a) 21 August 2007 and (b) 22 August 2007. Regions colored in
black in (b) correspond to temperatures ranging between −4 ◦C and 10 ◦C.

Despite the fact that ice cover is not observed over Lake Michigan in August, it is a known
problem that spurious ice cover occurs in satellite-derived products over inland lakes due to coastal
contamination of microwave imagery used in deriving the mask as the emissivity of the coastline is
similar to that of sea ice emissivity [51]. On 21 August 2007, the MUR LSWT analysis agreed well with
the in situ buoy observations and provided a realistic spatial map of the temperature variability across
Lake Michigan (Figure 3a). There were no ice inputs from the OSI SAF ice fraction data set. However,
On 22 August 22, there were 26 false ice inputs that tried to bring the analyzed lake temperature
below freezing. These inputs occurred in a region of the lake where no satellite or buoy data was
available, thus allowing the false ice to impact the LSWT analysis (Figure 3b). The ice impacts on the
MUR LSWT were dramatic and sudden (sudden temperature drops of over 10 ◦C from one day to the
next). These anomalous effects from incorrect ice specification are relatively easy to flag in the data
(due to the noted MUR ice input flags and associated unphysical drops in temperature from one day
to the next) and are therefore straightforward to quality control and remove. In addition, QC checks
to remove spurious ice coverage could be constructed based on climatological checks for spurious
ice during historically ice-free months on any given lake. The biases resulting from interpolation of
LSWT analysis values from neighboring water bodies were not readily identified, but likely influenced
the seasonal variations in MUR versus in situ validation statistics at Lake Oneida, as discussed in
Section 3.5.
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3.3. In Situ Temperature versus MUR LSWT

In situ buoy temperature measurements taken during the late night (0200–0400 LST) were
compared against MUR LSWT (which is an estimate of foundation temperature) at Lake Michigan.
The available in situ near-surface water temperatures for Lake Okeechobee and Lake Oneida were only
available during the morning hours, and therefore an additional source of uncertainty between the
nighttime MUR data and morning in situ observations is introduced. The in situ data was compared
to the nearest MUR satellite pixel. MUR defines nighttime as sunset to sunrise, thus any uncertainty
introduced in the temporal co-location should be minimized.

The scatter plot of Lake Michigan MUR LSWT versus in situ measurements (Figure 4a) for the
period 2007–2015 has an overall cool bias (MUR LSWT-in situ) of −0.20 ◦C and a RMSE of 0.86 ◦C.
Variations are noted in the bias and RMSE as a function of season and year (Table 1). On an annual scale,
the biases range from −0.41 to 0.47 ◦C. The bias ranged from −0.02 ◦C to −0.41 ◦C during all years
but 2014, when surface warming is hypothesized to have warmed the lake surface significantly higher
than the buoy water temperature at 0.6 m depth over the summer period (Section 3.5). The annual
average RMSE also ranged from 0.61 to 1.08 ◦C on all years except 2014 when it was 1.62 ◦C (Table 1).
Evaluating seasonal averages, the RMSE was lowest (0.67 ◦C) in the fall. This is hypothesized to be
due to the weaker stratification of the lake water column during the fall cooling cycle of the lake
(warmer water is continually being mixed to the surface as it cools), resulting in less opportunities for
representativeness errors between the buoy and satellite observations. Similarly, the higher average
RMSE of 1.03 during the summer is hypothesized to be due to the high solar insolation effects this
time of year and a greater potential for diurnal warming and stratification of the near-surface water
column. Evaluation of the time series of plots of annual LSWT also illuminated “lag” errors in the MUR
analysis on years with higher RMSE. These are errors resulting from the 5-day MUR analysis being
unable to respond to rapid atmospheric forcing of surface water temperature. For example, in 2009 the
springtime lake temperature warming and fall cooling cycles were accelerated by about 2 weeks each
compared to average. In addition, the summertime lake temperatures were more variable on sub-weekly
time scales in 2009 than in 2012, which observed the lowest annual RMSE during the 2007–2015 period.
These factors resulted in increased differences between the MUR analysis and observations during these
times when lake temperatures were warming or cooling rapidly, and contributed to the 68% increase in
the RMSE observed between 2009 versus 2012 for Lake Michigan (Table 1).

Table 1. Comparison of MUR versus in situ LWST data.

Year

Lake Michigan Bias (MUR LSWT–In Situ, ◦C) Root Mean Squared Error (RMSE, ◦C)

Spring Summer Fall All
Months

Spring Summer Fall All
Months(MAM) (JJA) (SON) (MAM) (JJA) (SON)

2007 −0.07 −0.2 −0.39 −0.24 0.61 1 0.78 0.84
2008 0.43 0.1 −0.41 −0.02 0.59 0.72 0.71 0.69
2009 0.14 −0.43 −0.38 −0.29 0.67 1.4 0.7 1.08
2010 −0.13 −0.56 −0.44 −0.41 0.56 0.76 0.82 0.73
2011 −0.03 −0.47 −0.23 −0.28 0.77 0.87 0.75 0.8
2012 −0.09 −0.29 −0.5 −0.32 0.59 0.65 0.68 0.64
2013 −0.15 −0.27 −0.06 −0.16 0.86 0.68 0.42 0.61
2014 1.92 0.89 −0.07 0.47 2.52 2.19 0.55 1.62
2015 NA −0.79 −0.33 −0.32 NA 1.03 0.7 0.7

2007–2015 0.25 −0.22 −0.31 −0.2 0.9 1.03 0.67 0.86

Lake Okeechobee (* Statistics Only Calculated for Sample Size n > 6)

2007 NA * NA * NA * 0.27 NA * NA * NA * 0.73
2008 NA * NA * NA * 0.22 NA * NA * NA * 0.99
2009 NA * NA * NA * 0.27 NA * NA * NA * 0.9
2010 NA * NA * NA * 0.1 NA * NA * NA * 1.11
2011 NA * NA * NA * 0.15 NA * NA * NA * 0.9
2012 NA * NA * NA * 0.28 NA * NA * NA * 1.01
2013 NA * NA * NA * 0.25 NA * NA * NA * 0.81
2014 NA * NA * NA * 0.24 NA * NA * NA * 0.8

2007–2014 0.13 −0.13 0.46 0.31 0.69 0.66 1.11 0.91
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Table 1. Cont.

Year

Lake Michigan Bias (MUR LSWT–In Situ, ◦C) Root Mean Squared Error (RMSE, ◦C)

Spring Summer Fall All
Months

Spring Summer Fall All
Months(MAM) (JJA) (SON) (MAM) (JJA) (SON)

Lake Oneida

2007 −4.25 −2.05 0.02 −1.57 5.79 3.04 1.68 3.46
2008 −4.03 −2.58 0.23 −2.09 4.62 3.43 1.32 3.3
2009 −5.87 −2.59 0.86 −2.8 6.45 3.02 1.29 4.25
2010 −3.55 −2.43 0.75 −1.73 4.13 3.26 1.31 3.12
2011 −3.79 −1.85 0.88 −1.66 5.35 2.55 1.41 3.58
2012 −2.06 −1.27 0.96 −0.86 2.7 1.69 1.51 2.05
2013 −2.86 −1.75 2.05 −0.81 3.63 2.51 2.71 3.07
2014 −5.09 −3.5 0.9 −2.41 5.87 4.61 1.52 4.15

2007–2014 −3.78 −2.65 0.98 −1.74 4.83 3.51 1.78 3.42

2007–2014
March–15 July 15 July–30

September
1 October–30

November March–15 July 15 July–30
September

1 October–30
November

−3.88 −0.7 1.67 4.71 1.13 2.23

Figure 4. Scatter plots of MUR LSWT analysis versus in situ bulk lake temperature measurements
(◦C) for period 2007–2015 for (a) Lake Michigan and 2007–2014 for (b) Lake Okeechobee and (c) Lake
Oneida. Number of matchups n = 1950 for Lake Michigan, n = 172 for Lake Okeechobee and n = 281
for Lake Oneida.
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The scatter plot of Lake Okeechobee MUR LSWT versus in situ measurements for the period
2007–2014 has an overall warm bias of 0.31 ◦C and a RMSE of 0.91 ◦C (Figure 4b, Table 1). On an
annual scale, the biases (RMSE) range from 0.10 to 0.28 ◦C (0.73 to 1.11 ◦C). The biases and RMSE are
both decreased on average in the Spring (bias: 0.13, RMSE 0.69) and Summer (bias: −0.13, RMSE 0.66)
compared to the Fall (bias: 0.46, RMSE 1.11). The higher bias and RMSE in the fall were determined
to be impacted by both strong cold fronts impacting the late fall period as well as the more rapid fall
cool-down period on Lake Okeechobee compared to a slower spring warm-up (resulting in occasional
“lag” temperature errors in the 5-day MUR analysis as discussed earlier).

The scatter plot of Lake Oneida MUR LSWT versus in situ measurements for the period 2007–2014
has an overall cool bias of −1.74 ◦C and a RMSE of 3.42 ◦C (Figure 4c, Table 1). However, these
comparisons show strong seasonality, with a very large cool bias of −3.78 ◦C and a RMSE of 4.83 ◦C
during the spring. During the summer, the bias (RMSE) decreases to −2.65 ◦C (3.51 ◦C). By fall, the
bias (RMSE) decreases further to 0.98 ◦C (1.78 ◦C). The hypothesized reasons for these strong seasonal
discrepancies will be discussed in Section 3.5. Evaluating MUR after the end of periods with large
gap errors due to clouds restricting coverage and also potential ice contamination (15 July through
September period), decreased the bias further to −0.70 ◦C and a RMSE of 1.13 ◦C.

3.4. Evaluation of Spatial MUR LSWT

The MUR MRVA interpolation techniques results in LSWT analyses with both temporal
consistency, i.e., daily analyses that do not change too abruptly from day to day despite data availability
gaps on some days, and realistic spatial structures by combining satellite thermal infrared retrievals
of various resolution and frequency (Chin et al. [43]). Despite the lack of microwave imagery, MUR
LSWT was able to effectively retain many of the spatial variations in LSWT typically observed in
high-resolution analyses of lake temperature such as those observed in the NOAA GLERL GLSEA
over Lake Michigan.

Several examples of MUR analyses for 1 July of different years for Lake Michigan and Lake
Okeechobee are shown in Figure 5. Realistic spatial variations in LSWT were observed on most
days on these lakes (Figure 5a–e). The structures noted in the MUR analyses were evaluated against
several NOAA GLERL GLSEA images during an annual cycle. The MUR LSWT patterns in surface
temperature generally agreed with the GLSEA (not shown). For example, the 1 July 2010, 2012,
and 2016 GLSEA analyses showed similar spatial patterns in LSWT as the MUR analyses shown in
Figure 5a–c. Typically, the spatial structures were linked to geophysical forcing, such as variations in
the depth of the lake, upwelling, distance to shore, and vertical mixing of the water column. During
periods with limited available satellite imagery (generally due to cloud cover), the analyses would
revert to a symmetric spatial temperature pattern resulting from the MRVA technique. An example of
such a pattern is shown in Figure 5f, with a symmetric gradient in temperature across the water body.
This is the result of MRVA “spreading out” the impacts of both coarser resolution thermal imagery and
adjacent water bodies during periods when satellite imagery is not available over a lake during the
5-day MUR MRVA analysis window. Further analysis is needed to better quantify both the frequency
of occurrence and overall impact of the MRVA interpolation of temperature values between different
distinct water bodies separated by land masses in MUR.

On Lake Oneida, the spatial variations in the MUR analyses were small, likely due to the relatively
uniform depth of the main body of the lake and the small size of the lake. However, the MRVA
technique discussed previously resulted in contamination of LSWT at Lake Oneida by adjacent water
bodies (likely Lake Ontario) and introduced large errors in the analyses during Spring and Fall cloudy
periods (Section 3.5).
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Figure 5. MUR LSWT analyses on 1 July of selected years over (a–c) Lake Michigan and (d–f) Lake
Okeechobee. (a) 2010; (b) 2012; (c) 2016; (d) 2007; (e) 2012; (f) 2016.

3.5. Evaluation of Temporal Variability of MUR LSWT

While the validation of in situ versus satellite-derived LSWT “match-ups” of individual thermal
images have been conducted for a number of lakes worldwide, none of these studies have analyzed in
depth the ability of analyses (such as MUR) that incorporate multi-day satellite retrievals to capture
rapid changes in LSWT forced by the overlying meteorology (e.g., summertime surface heating or
strong cold fronts). For Lake Michigan, MUR LSWT represents both the rapid spring and summer
increase in LSWT and slower fall decreases observed by in situ measurements adequately during all
years analyzed with the exception of the Spring 2014 period (Figure 6).

The rapid cool-down associated with cold fronts in September and October 2011 and 2014 were
also reflected in the MUR LSWT (Figure 6a,b). In addition, the period of rapid warm-up during June
and July 2011 were typically represented by the MUR LSWT analyses for Lake Michigan, with minor
lags noted between the in situ and MUR LSWT time series.

The comparisons between MUR LSWT and in situ measurements for Lake Michigan resulted in
low biases and RMSE on an annual basis (Table 1) except for the May–July 2014 period. During this
period, the MUR LSWT versus in situ measurements observed a warm bias of 1.47 ◦C and a RMSE of
2.48 ◦C (Figure 6b). The large discrepancies between MUR LSWT and in situ buoy data during this
period can be ascribed to the following complex factors described below.

An extremely cold winter earlier in 2014 set the stage for unusually high ice coverage on Lake
Michigan in early 2014. Consequently, a late ice met resulted in springtime lake temperatures
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from March through June that remained unseasonably cool (between 2 ◦C and 5 ◦C) (Figure 6b).
Consequently, when hot summertime high pressure set up over the Great Lakes region in June and July
2014, large air and water temperature contrasts were observed during this time period, with buoy air
temperature 6–18 ◦C warmer than water temperature at 0.6 m depth (See the arrow corresponding to
marker A in Figure 7a,b). Between mid-June and mid-July 2014, Lake Michigan surface temperatures
warmed over 15 ◦C (Figures 6b and 7). This set the stage for multi-day shallow thermoclines or surface
warm layers that were modulated by the strength of surface wind speeds, leading to unusually large
diurnal swings in lake temperature between 2–6 ◦C amplitude near the surface of Lake Michigan on
days with light winds (Figure 7a,c). The very shallow thermoclines resulted in large temperature
differences between the warm skin surface (satellite observation) and cooler sub-surface waters at
0.5–1.0 m depth (buoy observations). For example, between 21 and 27 June 2014, the MUR analysis
underestimated LSWT by 2–4 ◦C (Figure 7a). This period was associated with warm air temperatures
and light winds below 3 m s−1 (Figure 7b,c). The LSWT from MUR, even utilizing only nighttime
satellite observations, likely were several ◦C warmer than subsurface buoy temperatures during calm
periods. During the period from 29–30 June 2014, the MUR warm bias was decreased to ~1 ◦C as wind
speeds between 5 m s−1 and 10 m s−1 likely mixed out the shallow lake thermocline despite large
air-water temperature differences (See the arrow corresponding to marker B in Figure 7a,b). During the
period between 8 and 15 July, the buoy lake temperature warmed by 6–7 ◦C, while the MUR analysis
LSWT remained relatively constant (See the arrow corresponding to marker C in Figure 7a,b). During
the 9–21 July period, the air-water temperature difference began to decrease, likely as the surface
warming of the water column began to penetrate deeper below the surface, and by the 15 July, the
MUR LSWT analyses were no longer exhibiting the large warm biases observed previously (Figure 7a).

Figure 6. Time series of MUR LSWT analysis compared to in situ measurements for (a) Lake Michigan
for 2011 and (b) 2014.
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Figure 7. Time series from 21 June 2014 to 21 July 2014 of Lake Michigan buoy (a) water temperature
(◦C, blue line) (b) air temperature (◦C, blue line); and (c) wind speed and direction. Daily MUR LSWT
analyses overlaid are indicated by black dots in (a).

At Lake Oneida (Lake Okeechobee), once-per week (1–2 times per month) availability of in situ
temperature measurements precludes being able to analyze the ability of MUR LSWT to reproduce
day-to-day surface temperature variations. However, the MUR LSWT can be evaluated for Lake Oneida
(Lake Okeechobee) on weekly (monthly) to interannual scales (Figure 8).

The Lake Okeechobee MUR LSWT analysis is able to reproduce the annual cycle in LSWT
(Figure 8a). While the amplitude of the LSWT cycle is lower at Lake Okeechobee, the highly shallow
nature of the lake (2.7 m on average) results in periodic variations in the LSWT analysis throughout
the year that are largest in the winter (Figure 8a) when cold fronts have the largest impact on air
temperature and the corresponding surface temperature of the shallow lake. In the fall season, the
5-day MUR analysis window also is hypothesized to result in a “lag” effect of the MUR LSWT analysis
compared to in situ observations, where cold fronts cool the shallow lake relatively rapidly in a period
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of several days. Consequently, in situ observations are typically biased 0.46 ◦C cooler than MUR LSWT
(Figure 8a and Table 1).

Figure 8. Time series of MUR LSWT analysis compared to in situ measurements for (a) Lake
Okeechobee for 2014 and (b) Lake Oneida for 2007. In situ measurements from a Lake Ontario
buoy are also included in (b).

The Lake Oneida MUR LSWT analyses are adequate in the mid-July through mid-September
period each year, and capture the observed week-to-week variability (Figures 4c and 8b). However,
during the spring and fall months, large discrepancies develop between the MUR LSWT and in situ
observations. In the spring months, the large errors in the MUR LSWT are believed to be largely due
to a lack of available MODIS imagery over the lake due to frequent cloud cover and storms, as well as
potential ice contamination. Because of the small dimensions of Lake Oneida (Figure 1), only MODIS
imagery is available to the MUR analysis over the lake. During these periods, the thermal infrared
retrievals from distant unrepresentative locations (likely Lake Ontario, see how the time series of MUR
LSWT for Lake Oneida follows closely in situ buoy measurement from Lake Ontario in both the cloudy
spring and fall seasons in Figure 8b) are used by the MUR MRVA technique to “fill in” the data void
over Lake Oneida. Because the larger Lake Ontario warms up more slowly than Lake Oneida in the
spring, extending these values to Lake Oneida results in the large cool bias of the MUR LSWT versus
in situ observations of −3.88 ◦C and a RMSE of 4.71 ◦C during the period March through 15 July.
During the fall the opposite effect is seen with the larger Lake Ontario cooling off more slowly than
Lake Oneida, resulting in the warm bias of the MUR LSWT versus in situ measurements of 0.98 ◦C
(Figure 8b).
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3.6. Evaluation of MUR LSWT Interannual Climatology and Trends

The mean annual cycle in MUR LSWT (black dashed lines in Figure 9) varies substantially between
Lake Michigan, Lake Oneida, and Lake Okeechobee (note that during the winter months on Lake
Michigan and Lake Oneida, the MUR LSWT analyses below 0 ◦C represent ice surface temperature,
not lake temperature). The MUR LSWT ranges from near 0 ◦C in February and March (as partial ice
cover melts) to over 20 ◦C in the summer on Lake Michigan and Lake Oneida. On Lake Okeechobee,
a smaller annual cycle of ~10 ◦C in MUR LSWT is noted due to the more southern latitude and
subtropical climate.

A number of interesting characteristics of the seasonal and interannual variability of LSWT of the
three lakes can be seen by analyzing the 9-year climatology (Figure 9).

In Lake Michigan, the large thermal inertia of the large lake results in year-to-year temperature
variability. For example, in 2012, an anomalously warm winter with no ice cover, Lake Michigan LSWT
was ~5 ◦C warmer from April through July than in 2014, which was a very cold winter with extensive
ice formation on the Lake (Figure 9a). During the cooling phase of the lake from September through
December, less interannual variations in LSWT are noted. The warming cycle of LSWT occurs from May
through July (~3 months), while the cooling cycle is about 4-month duration (September–December).

On Lake Oneida, the impact of regional weather patterns is evident, with spring to summer 2012
also anomalously warm, and 2014 unusually cold (Figure 9c). Overall, Lake Oneida observes less
interannual variations in LSWT compared to Lake Michigan, as the smaller thermal inertia of the
lake limits the lag and memory of significant cold and warm spells and winter ice cover on the Lake
state (Figure 9c). The cooling cycle during the fall in particular, observed typically small interannual
variations in Lake Oneida LSWT.

At Lake Okeechobee, the late fall through early spring months (November–March) observe the
greatest interannual variability in LSWT. This is largely the result of more frequent synoptic-scale
weather systems penetrating south into Florida during the time period, with cooler surface air
temperatures rapidly impacting the shallow lake surface temperature. During the summer months,
typically small inter-annual variations in LSWT are noted.

The spatial patterns in LSWT observed by MUR also show interannual variability. For example,
the LSWT spatial patterns of Lake Michigan LSWT observed on 1 July 2010, 2012, and 2014 vary as a
result of atmospheric forcing and lake state (e.g., ice amount, air temperature). The northern portions
of Lake Michigan are deeper and hence typically observe cooler water temperatures through the
column, but the impacts of the deep reservoir of cold water are modulated by the amount of vertical
mixing of this cooler deep water to the surface.

The impact of the lake bathymetry is seen in the 1 July thermal analyses on 1 July 2010 and
2016 (Figure 5a,c). Interannual variations in the extent and frequency of shallow warming over the
Lake during periods of light wind speeds and heat waves, as shown in summer 2012 are also noted
(Figure 5b).

Evaluation of the entire period of record of the MUR LSWT (2003–2016) illustrates that given the
large inter-annual variability in regional climate, 13 years of data are likely insufficient to describe
LSWT trends on these lakes with great confidence, although the climate signals will likely grow as
additional years of data are added to the period of record (Figure 10). Analysis of lake spatially varying
temperature trends across all three lakes in this study resulted in statistically significant trends in LSWT
for each of the lakes between 2003 and 2016. On Lake Michigan, a warming trend of 0.03 ◦C per year
was observed, which is lower than other studies, but likely impacted by the very cold winter in 2014.
For Lake Okeechobee, a cooling trend of similar magnitude to the warming at Lake Michigan (−0.03 ◦C
per year) was observed. Lake Oneida observed a weak warming trend of 0.02 ◦C per year was noted.
The observed warming at Lake Oneida and Lake Michigan and observed cooling in the MUR LSWT
analyses at Lake Okeechobee agrees broadly with the ARC-Lake climatology 1993–2011 [4].
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Figure 9. Time series of MUR LSWT analyses (at buoy locations, see Figure 1) for 2007–2015 for (a) Lake
Michigan; (b) Lake Okeechobee; (c) Lake Oneida. The dashed thick black line represents the 2007–2015
MUR LSWT mean lake temperature, while individual years are represented by colored lines as indicted
in the upper left legend.

Figure 10. Time series of MUR LSWT 2003–2016 for (a) Lake Michigan; (b) Lake Okeechobee;
(c) Lake Oneida.
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4. Discussion

The MUR LSWT analyses were compared to buoy temperatures for a small, medium and large
lake. The results indicate that the MUR LSWT versus in situ measurements for Lake Michigan
(Lake Okeechobee) have an overall bias (MUR LSWT–in situ) of −0.20 ◦C (0.31 ◦C) and a RMSE
of 0.86 ◦C (0.91 ◦C). The MUR LSWT versus in situ measurements for Lake Oneida versus in situ
measurements have overall large biases (−1.74 ◦C) and RMSE (3.42 ◦C). For Lake Oneida, problems
with spatial interpolation of data from adjacent lakes likely results in large errors in MUR LSWT
analyses at this lake for the spring and fall seasons, with much improved analysis during the
15 July–30 September period. The use of daytime in situ validation data at Lake Okeechobee and
Lake Oneida compared with nighttime MUR LSWT imagery is a noted limitation of this study, as
nighttime bulk lake temperatures at the depth of the buoy observations (less than 1.0 m) are subject to
diurnal warming.

The major advantages of the MUR LSWT analyses include daily consistency (analyses generated
every day), high resolution (~1 km, which provides analyses over many small lakes that are not
resolved in coarser analyses), near-real time production (latency of ~1 day), and multi-platform
data synthesis (MODIS and AVHRR), which increases data availability over the typical single-sensor
approach. The high resolution of MUR LSWT allows thousands of lakes to be captured that are not
included in other currently available LSWT analyses. The synthesis of multiple years of MUR LSWT to
produce a “climatological” LSWT for small lakes not resolved by other products (as well as a higher
spatial resolution LSWT data set for larger lakes) is promising for future studies utilizing the MUR
LSWT dataset for lakes across the world for a number of potential geophysical applications.

Improved analyses of lake temperature are needed for modeling applications [13]. The results of
this study are a promising first step to integrate the MUR LSWT analyses worldwide for providing
near-real time lake temperature data for input into geophysical modeling systems. The current MUR
LSWT would likely be an improvement over what is currently being used for initializing LSWT in a
number of modeling systems, as errors in prescribed LSWT from 3 ◦C to 10 ◦C have been noted in
currently-used LSWT model analyses [12,52,53].

The results of this study have illuminated a number of error sources that lead us to recommend
modifications and future improvements to MUR LSWT. These include:

• Utilize additional high-resolution satellite thermal infrared retrievals over lakes to enhance
temporal coverage (e.g., Visible Infrared Imaging Radiometer Suite (VIIRS) onboard the Suomi
National Polar-Orbiting Partnership spacecraft [54], as well as the (Sea and Land Surface
Temperature Radiometer (SLSTR) onboard the European Space Agency Sentinel-3 fleet of
satellites [55], and the GOES-16 Advanced Baseline Imager (ABI) currently onboard the most
recently launched National Oceanic and Atmospheric Administration Geostationary Operational
Environmental Satellite (GOES-16) [56]. As discussed by Chin et al. [43] plans are already
underway to incorporate VIIRS in MUR.

• Potentially incorporate daytime imagery over lakes to increase the amount of available data. MUR
already has plans to investigate utilizing daytime imagery when wind speeds are high enough to
minimize diurnal warming SST effects [19,20].

• Incorporate lake-specific cloud masking and other quality-control procedures to reduce both
contamination and removal of clear-sky imagery.

• Improve ancillary ice cover analyses to reduce spurious unphysical ice coverage impacting LSWT
analyses, and develop higher-resolution ice cover analyses to improve coverage for small lakes.

• Reduce the spatial footprint of the MRVA technique to preclude non-representative analysis
values from adjacent lakes or oceans to be spread to another lake. Plans to flag input footprints
as well as to reduce quality threshold barriers to include microwave LSWT samples are both
underway for next version of MUR.
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• Determine if a shorter or longer analysis window than the 5 days currently used in MUR would
improve the LSWT analyses. Over some lakes where cloud cover is low, a shorter window
could allow for a more responsive analysis; over cloudy lakes, a longer window may improve
analysis coverage.

• Allow climatological LSWT values derived from the MUR period of record (such as shown in
Figure 8) or from external data sets such as ARC-Lake (for lakes >5 km in diameter) to become
the default field for MUR LSWT during prolonged cloudy gap periods in lakes with no available
in situ observations.

5. Conclusions

This study evaluated MUR LSWT analyses, which are available globally at 1 km resolution, for a
small, medium and large lake. The results indicate that the daily near real-time MUR LSWT analyses
on annual and seasonal time scales have biases below ±0.50 ◦C and RMSE below 1.11 ◦C for Lake
Michigan and Lake Okeechobee, with the exception of 2014 on Lake Michigan (RMSE 1.62 ◦C) where
diurnal thermoclines impacted the representativeness of the buoy measurements. Over small lakes
where MODIS is the only current source of data, large errors in the MUR LSWT analyses were noted
during periods when cloud cover limits data coverage. However, at this time the MUR LSWT is the
only high-resolution near real-time global daily analysis available that resolves thousands of lakes
with diameters less than 10 km. We conclude that overall, the MUR LSWT analyses show promise
for providing real-time analyses of LSWT for lakes larger than a few km in diameter, but a number of
improvements and modifications to MUR are recommended.
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