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1. Introduction

Mobile robots and their applications are involved with many research fields including electrical
engineering, mechanical engineering, computer science, artificial intelligence and cognitive science.
Mobile robots are widely used for transportation, surveillance, inspection, interaction with human,
medical system and entertainment. This Special Issue handles recent development of mobile robots
and their research, and it will help find or enhance the principle of robotics and practical applications
in real world.

The Special Issue is intended to be a collection of multidisciplinary work in the field of mobile
robotics. Various approaches and integrative contributions are introduced through this Special Issue.
Motion control of mobile robots, aerial robots/vehicles, robot navigation, localization and mapping,
robot vision and 3D sensing, networked robots, swarm robotics, biologically-inspired robotics,
learning and adaptation in robotics, human-robot interaction and control systems for industrial robots
are covered.

2. Advanced Mobile Robotics

This Special Issue includes a variety of research fields related to mobile robotics. Initially,
multi-agent robots or multi-robots are introduced. It covers cooperation of multi-agent robots or
formation control. Trajectory planning methods and applications are listed. Robot navigations have
been studied as classical robot application. Autonomous navigation examples are demonstrated.
Then services robots are introduced as human-robot interaction. Furthermore, unmanned aerial
vehicles (UAVs) or autonomous underwater vehicles (AUVs) are shown for autonomous navigation or
map building. Path planning problem has been a well-established field but new intelligent approaches
are introduced. Quadruped robots and biped robots are presented. Also, robot manipulators are
handled with their accuracy control. Control methods with snake robots or exoskeleton are shown.
Further, various experiments and tests of wheeled robots are demonstrated. Learning and adaptation
is a key issue in robotics. Many researchers have developed new algorithms or applications based on
learning and adaptation. Finally, a variety of applications with a new style of actuators are introduced.

A transportation problem with multi-robots is a demanding work, where a team of robots is
supposed to collect a set of samples scattered in an environment and transport them to a storage facility.
Burlacu at al. [1] showed that the task can be transformed to an optimal assignment problem with
mathematical modeling and suboptimal relaxations are available for the solution. Multiple mobile
robots often experience path planning problems and a real-time navigation algorithm with obstacle
avoidance has been suggested by Huang et al. [2] based on a fish swarm algorithm to guide two phases
of global and local path planning. In some environments, multiple mobile robots together manipulate
an object in a cooperative way. Fan et al. [3] considered possible modes and mode transitions for
cooperative planning. Mobile robots also handle autonomous transportation of pallets in smart factory
logistics. Li et al. [4] used an intelligent mobile robot platform consisting of master–slave parallel robots.

Multi-agent robots have been applied to formation control by Kowalczyk [5] and its control is
integrated with distributed goal assignment. Biologically-inspired learning and adaptation can even
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be applied to control of networked mobile robots. Self-evolving formation control with mobile robots
was demonstrated by Xu et al. [6]. Cooperation among multi-agent robots is needed in search and
rescue tasks. The navigation of the robot swarm and the consensus of the robots have been tested for a
victim detection task by Cardona and Calderon [7]. Another application of multi-robot systems can be
found in the welding process. Trajectory planning for the position/force cooperative control in the
multi-robot manipulators has been addressed by Gan et al. [8].

Trajectory planning has been a challenging issue in industrial robots. Robotic operations in
logistics are involved with pick and place operations of a manipulator. Planning a trajectory has been
handled with deep reinforcement learning by Iriondo et al. [9]. Chen and Li [10] suggested geodesic
trajectory planning with constraints on the end-effector and joint which is involved with the trajectory
properties of the end-effector. Optical polishing also needs trajectory planning, and the accuracy of
trajectory and runtime of trajectory can influence the polishing quality. Thus, Zhao and Guo [11]
proposed that applying a B-spline curve method improves the performance.

In robot navigation, loop closure detection is important to reduce the cumulative errors of
pose estimation for a mobile robot. A new loop closure detection algorithm with multi-scale deep
feature fusion, that is, CNN (convolutional neural network) has been introduced by Chen at al. [12].
In low-texture environments, data association and closed-loop detection are challenging problems in
the SLAM (simultaneous localization and mapping) method. Wang et al. [13] showed that the data
association process and the back-end optimization stage with sensors, the IMU (Inertial Measurement
Unit) sensor and a 2D LiDAR (Light Detection and Ranging), can be improved to enhance navigation
performance. The SLAM algorithm is applied to a non-flat road with a 3D LiDAR sensor by
Wang et al. [14]. The data association problem for map consistency is solved with iterative matching
algorithm, reducing the computation cost. Alonso-Ramirez et al. [15] showed that mobile robots can
detect and recognize household furniture, using the analysis and integration of geometric features over
3D points with a color-depth camera. A spatial model of the environment is demanding work for the
navigation map. Villaseñor et al. [16] introduced a new object-mapping algorithm, approximating point
clouds with multiple ellipsoids.

Mobile service robot needs to handle the human–machine interactive scene, and Wang et al. [17]
proposed a topological map construction pipeline with regional dynamic growth algorithm; the map has
a representation of topological information as well as occupied information. Autonomous service robots
in an indoor complex environment need to find paths with obstacles and also interact with patients.
Chien et al. [18] showed an adaptive neuro-fuzzy system with 3D depth camera, infrared sensors
and sonar sensors for path planning of a service robot.The service robot also used facial features for
personal recognition.

Recently, control of UAVs (unmanned aerial vehicles) has been a challenging problem and an
example of a task is that a robot needs to avoid collision with an enemy UAV in its flying path to the
goal. Cheng et al. [19] formulated this as a Markov decision process and applied temporal-difference
reinforcement learning to the robot control. The learned policy can achieve a good performance to
reach the goal without colliding with the enemy. For a UAV controller, fast and iterative real-time
auto-tuning of parameters has been tested for altitude control by Giernacki [20]. It considered
environmental disturbances as well as change of environmental conditions. UAV (Unmanned Aerial
Vehicle) application can be available for wheat crops. Wang et al. [21] investigated the working efficiency
of a UAV with sprayers in the field. Spraying technology using UAVs (Unmanned Aerial Vehicles) can
be applied to agricultural production for protecting plants against pesticides. Wen et al. [22] showed
a PWM (Pulse Width Modulation) spray system with UAVs, based on the plant diseases and insect
pests map in the target area. It also considers actual droplet deposition and deposition density in the
operation unit, using PID (Proportional Integrative Derivative) control. Nguyen et al. [23] proposed a
robust fault diagnosis method for quadcopter UAVs (Unmanned Aerial Vehicles). It uses a sliding
mode observer to estimate the fault magnitude and location. Inspired by the flight mechanism of
the insect dragonfly, a wing root control mechanism was introduced to the MAV (micro air vehicle)
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stabilizing hovering, by Jang and Yang [24]. It was shown that the mechanism can control the flight
mode easily.

A nonlinear robust adaptive control scheme was proposed by Fan et al. [25] to handle the path
following control problem, for example, steering a USV (unmanned surface vessel) to follow the
desired path with disturbances. They used radial basis function neural networks for the controller.
An attitude-tracking control was applied to an AUV (autonomous underwater vehicle) by Wang et
al. [26]. It was involved with a disturbance-rejection control for hover and transition mode of the
vehicle. AUVs (autonomous underwater vehicles) need spot hover and high-speed capabilities to
explore an ocean. For this application, Wang et al. [27] presented an adaptive nonlinear control to
an AUV with tri-tiltrotor. Li et al. [28] investigated a particular model of remotely operated vehicles
(ROVs) as autonomous underwater vehicles (AUVs), involved with an ocean current model and a
cable disturbing force.

Many robotic tasks are involved with pathplanning. Path planning is a challenging issue in
robotic tasks. Jung et al. [29] proposed a new path planning method to handle curvilinear obstacles.
Zeng et al. [30] presented reinforcement learning with subgoal graphs, leading to near-optimal
subgoal sequences as motion-planning policies. A Tetris-inspired reconfigurable cleaning robot was
demonstrated with efficient tiling path planning by Kouzehgar et al. [31]. Multi-criteria decision
making wasused to handle two objectives, energy and area coverage. An interesting problem of mobile
robots is path planning to a specific target position in a cluttered environment. Xue [32] presented a
multi-objective evolutionary algorithm for the path planning problem. Another approach, authored by
Gawron and Michałek [33], is available for the path planning problem of mobile robots. They showed
that their path planning, which is collision-free, satisfies curvature constraints, and preserves continuity
of the curvature arc-length derivative.

The structure design and recovery for a damaged quadruped robot has been tackled by
Chattunyakit et al. [34]. They showed a caterpillar-inspired quadruped robot whichimitatesthe
prolegs of caterpillars, and a mudskipper-inspired crawling algorithm based on reinforcement learning,
which improves the adaptation of locomotion. Hayat et al. [35] designed a quadruped wheeled robot
and showed its kinematic formulation. Jia et al. [36] tackled the motion stability of quadruped robots
with dynamic gait. A dynamic stability criterion and measurement is proposed in the approach.

There have also been many studies with biped robots. Reinforcement learning can be applied
to efficient gait control of a biped robot. Gil et al. [37] showed a reinforcement learning mechanism
to handle stability and efficiency of movement, thus improving speed and precision of the trajectory.
Yang et al. [38] showed an interesting work to transform the complex motion of robot turning into a
simple translational motion. The inertial forces can be analyzed for the turning walk of humanoid
robots. Bai et al. [39] showed a miniaturized continuous hopping robot consisting of a servo motor
and the clockwork spring so that it has a good energy storage speed. Biped climbing robots need
to move in a complex truss environment. Gu et al. [40] proposed a grip planning method for biped
robots to produce optimal collision-free grip sequences under kinematic constraints. Glass façade
is a challenging problem, since frames between glass panels become barriers for a cleaning robot,
degrading the performance of area coverage. Nansai et al. [41] presented a new style of façade cleaning
robot with a biped mechanism with active suction system.

Handling robot manipulators is one of non-trivial problems. Kinematics and their system model
are important factors to solve the problem. Vo et al. [42] proposed an adaptive sliding-model
control to industrial robotic manipulators. It uses a system model with radial-basis function
neural network. The control system provides high tracking accuracy as well as fast response time.
Kelemen et al. [43] introduced a new approach for the inverse kinematics solution of a redundant
manipulator. The method considers weight matrices to prioritize tasks, thus controlling the robot
behavior efficiently. A quasi-analytic inverse kinematics approach has been suggested for an active
slave manipulator in the surgical robot by Bai et al. [44]. The approach can meet the real-time and
high-accuracy requirements of control for the robot.
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Sanfilippo et al. [45] demonstrated snake robot locomotion in a cluttered environment. The system
uses a perception-driven locomotion and handles compliant motion and fine torque control for elastic
joints. A snake robot needs to raise its head to obtain visual space, for example, to track a flying
object. Zhang et al. [46] analyzed head-raising motion of the snake robot, which is related to the
angle sequences of roll, pitch and yaw. Another snake-like robot and its analysis was presented by
Nansai et al. [47]. Singular configuration analysis was provided in the work.

Recently, exoskeletons draw much attention from researchers. Nomura et al. [48] suggested a
novel power assist control for a powered exoskeleton. They used motion sensors on the wearer’s body
to detect the walking motion quickly, where electromyography is not required. Li et al. [49] showed
that an augmentation exoskeleton can be developed for load carriage. The mean activities of muscle
increase significantly with exoskeleton assistance.

Wheeled robots still have interesting issues in mobile robotics. To support autonomous vehicle
driving on the road, a method to imitate the lane-changing operation of excellent drivers was introduced
by Geng et al. [50]. As a result, the ride comfort of the vehicle was improved. Four-wheel steering and
four-wheel drive (4WS4WD) vehicles include redundant manipulations in mobile robots. Tan et al. [51]
used model predictive control and particle swarm optimization as an optimization process for steering
angles and wheel forces. A new application of robot control can be found in the work of climbing
robots. Xu et al. [52] presented a model of a three-wheel-drive climbing robot with high-altitude safety
recovery mechanism, engaged in automatic inspection of bridge cables. Ikeda et al. [53] proposed
step-climbing tactics, such that a mobile robot with manipulators can help a heavy hand cart climb a
step. The wheeled robot holds or pushes a hand cart by imitating human motion.

Learning and adaptation are important key issues in robotics. An adaptive system based on
reservoir computing and recurrent neural networks has been applied to couple control signals and
robotic behaviors by Melidis and Marocco [54]. Yamauchi and Suzuki [55] focused on designing a
base action set for a complex task with a wheel robot, and developed an algorithm to search for the
base action to change the environment. Kim [56] showed an agent model to chase a high-speed evader.
It controls the relative speed of the pursuer with respect to the evader, depending on the distance
between them. Kuo et al. [57] showed an obstacle avoidance approach based on velocity potential
function. They focused on curvature constraints for a mobile robot.

New actuators have been developed and tested for a variety of applications by researchers.
A passive ski robot without an actuator was developed by Saga et al. [58] to understand the turn
mechanism, ski deflection and skier posture mechanics during sliding. It can reveal the factors affecting
ski turns, for example, the center of gravity (COG) and the ski shape. New applications of mobile
robots are available in an underground coal mine for explosion safety. Novák et al. [59] investigated
the safety regulations and practice solutions with tele-operated mobile robots. Zhang et al. [60] argued
that a robotic drilling task can be handled with a sliding mode control. Controlling the drilling
end-effector achieves dynamic stabilization and tracking accuracy. Sun et al. [61] designed a novel
robot to assist human astronauts in a space station, and demonstrated its walking, rolling and sliding
motion. For pneumatic positioning and force-control systems, Kanno et al. [62] proposed a three-port
poppet-type servo valve to reduce air leakage of the spool-type servo valves. It is effective even in
experiments with pressure and position control. A new class of actuator was studied especially in
micro-robots. Chen et al. [63] proposed a high step-up ratio flyback converter for a piezoelectric
bimorph actuator in micro mobile robot. Medical devices and rehabilitation mechanisms are often
involved with smart materials such as electro-rheological fluids, magneto-rheological fluids and shape
memory alloys. Sohn et al. [64] introduced various systems for those robots and medical devices,
depending on design configuration or operating principles.
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Abstract: This paper applies mathematical modeling and solution numerical evaluation to the
problem of collecting a set of samples scattered throughout a graph environment and transporting
them to a storage facility. A team of identical robots is available, where each robot has a limited
amount of energy and it can carry one sample at a time. The graph weights are related to energy and
time consumed for moving between adjacent nodes, and thus, the task is transformed to a specific
optimal assignment problem. The design of the mathematical model starts from a mixed-integer linear
programming problem whose solution yields an optimal movement plan that minimizes the total
time for gathering all samples. For reducing the computational complexity of the optimal solution,
we develop two sub-optimal relaxations and then we quantitatively compare all the approaches
based on extensive numerical simulations. The numerical evaluation yields a decision diagram that
can help a user to choose the appropriate method for a given problem instance.

Keywords: sample gathering problem; mobile robots; mathematical modeling; numerical evaluation;
centralized architecture; optimization

1. Introduction

Much robotics research develops automatic planning procedures for autonomous agents such
that a given mission is accomplished under an optimality criterion. The missions are usually related
to standard problems such as navigation, coverage, localization, and mapping [1,2]. Some works
provide strategies directly implementable on particular robots with complicated dynamics and
multiple sensors [3]. Other research aims to increase the task expressiveness [4], e.g., starting from
Boolean-inspired specifications [5,6] up to temporal logic ones [7–10], even if the obtained plans may
be applied only to simple robots.

It is often common to construct discrete models for the environment and robot movement
capabilities, by using results from multiple areas such as systems theory, computational geometry [11,12],
and discrete event systems [13,14].

The current research is focused on solving a sample gathering problem. The considered task
belongs to the general class of optimal assignment problems [15], since the sample can correspond to
jobs and the robots to machines. The minimization of the overall time for gathering all samples (yielded
by the “slowest” agent) thus translates to so-called min-max problems [16] or bottleneck assignment
problems [15] (Chapter 6.2). However, these standard frameworks do not consider different numbers
of jobs and machines, nor machines (agents) with limited energy amounts.

A broad taxonomy of allocations in multi-robot teams is presented in [17,18], according to which
our problem belongs to the class of assignments of single-robot tasks (one task requiring one robot)
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in multi-task robot systems (a robot can move, pick up, and deposit samples). Again, the general
solutions assume utility estimates for different job–machine pairs.

For such problems, various Mixed-Integer Linear Programming Problem (MILP) formulations
are given as in [17,19,20]. Some resemble our problem, but they are not an exact fit because of the
specificities that all samples should be eventually gathered into the same node, a robot can carry one
sample at a time, there are limited amounts of energy, and we do not know a priori a relationship
between number of samples and number of robots. Furthermore, we provide a second MILP for the
case of problems infeasible due to energy requirements. We further relax the complex MILP solutions
into sub-optimal solutions as non-convex Quadratic Programming (QP) and iterative heuristics. Our
goal is to draw rules of choosing the appropriate method for a given problem, based on extensive tests.

Some preliminary mathematical formulations that generalize traveling salesman problems are
included in [21], with targeted application to exploring robots that must collect and analyze multiple
heterogeneous samples from a planetary surface. Other works focus on specific applications as task
allocation accomplished by agents with different dynamics [22], or allocation in scenarios with
heterogenous robots that can perform different tasks [23]. Various works propose auction-based
mechanisms for various assignments problems or develop and apply distributed algorithms for specific
cases with equal number of agents and tasks [24]. Research [25] assumes precedence constraints on
available tasks and builds solutions based on integer programming forms and auction mechanisms.
However, we do not include auction-based methods here. The closest solution we propose may be
our iterative heuristic algorithm from Section 4.2, which can be viewed as a specific greedy allocation
method [17].

Our problem can be seen as a particular case of Capacity and Distance constrained Vehicle Routing
Problem (CDVRP) [26] with capacity equal to one and the distance constrains related to the limited
energy. For this problem, many algorithms have been provided, for the exact methods [27,28] and for
heuristic methods [29–32]. However, our problem is different in multiple aspects. First, in the CDVRP
problem, the capacity of each vehicle (robot in our case) should be greater than the demand of each
vertex [26]. In our case this cannot hold since the robot capacity is one (we assume that each robot
can transport maximum one good) and the number of goods at the vertices is, in many cases, greater
than one. Second, up to our knowledge, the heuristics considered in this work, which include relaxing
the optimal solution of the MILP to a QP problem, have not been considered for the CDVRP. Finally,
most of the works on CDVRP try to characterize worst-case scenarios through cost differences between
heuristic and optimal methods.

In this paper, we are also interested in the computational complexity and we evaluate the proposed
solutions using numerical simulations. To the best of our knowledge, none of the mentioned works
contains a directly applicable formulation that yields a solution for our specific problem. This work
builds on solutions reported in [33–35]. In [33] we constructed a MILP problem that solves the minimum
time sample gathering problem. Different than in [33], we also design a MILP solution that can be
used when the initial problem is infeasible due to scarce energy limits. Besides the MILP formulations,
one of the main goals of this research are to provide computationally efficient sub-optimal solutions
for the targeted problems. The MILP solution was relaxed to a QP formulation in [34]. Here we also
construct an iterative sub-optimal solution inspired by [35] as a QP alternative. Based on extensive
simulations that involve the three proposed solutions, we conclude with a decision scheme that helps
a user to choose the appropriate method for a specific problem instance.

The purpose of this work is to plan a team of mobile agents such that they gather the samples
scattered throughout the environment into a storage facility. The problem’s hypothesis consists in a
team of mobile robots which must bring to a deposit region a set of samples that exist in an environment
at known locations. As main contributions we claim the new mathematical models for the considered
problems and the numerical evaluation of the obtained solutions.

The environment is modeled by a graph where an arc weight corresponds to consumed energy and
time for moving between the linked nodes. Each robot has limited energy, and the goal is to collect all
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samples in minimum time. Because the robots are initially deployed in the storage (deposit) node and
given the static nature of the environment, it is customary to build movement plans before the agents
start to move. The problem reduces to a specific case of optimal assignment or task allocation [15,17,18].
The paper combines results from our previous research reported in [34,36,37]. We first build an optimal
solution involving a MILP formulation. Then, we design two solutions with lower complexities, one as
a Quadratic Programming (QP) relaxation of the initial MILP, and the other as an Iterative Heuristic
(IH) algorithm. A numerical evaluation between the formulated solutions yields criteria as time
complexities for computing robotic plans and the difference of costs between these plans. Based on
these criteria, a decision diagram is provided such that a user can easily choose the appropriate method
to embed.

The remainder of the paper is structured as follows. Section 2 formulates the targeted problem,
outlines the involved assumptions and introduces an example that will be solved throughout the
subsequent sections. Section 3 details two optimal solutions, from which the first will be relaxed to a
QP formulation, while the second can be used when robots have low energy supplies. The sub-optimal
methods based on QP optimization or IH algorithm are presented in Section 4. The developed methods
are numerically evaluated and compared in Section 5 and rules are given for choosing the proper
method for a specific problem instance.

2. Problem Formulation

Consider a team of NR identical robots that are labeled with elements of set R = {r1, r2, . . . , rNR}.
The robots “move” on a weighted graph G = (V, E, c), where V = {v1, v2, . . . , v|V|} is the finite number
of nodes (also called locations or vertices), E ⊆ V ×V is the adjacency relationship corresponding to
graph edges, and c : E → R+ is a cost (weight) function.

We mention that there are multiple approaches for creating such finite-state abstractions of robot
control capabilities in a given environment [1,2]. A widely used idea is to partition the free space into
a set of regions via cell decomposition methods, each of these regions corresponding to a node from
V [6,11,38]. The graph edges correspond to possible robot movements between adjacent partition
regions, i.e., ∀v, v′ ∈ V, if an agent can move from location v to v′ without visiting any other node
from graph, then (v, v′) ∈ E. Each edge corresponds to a continuous feedback control law for the robot
such that the desired movement is produced, and various methods exist for designing such control
laws based on agent dynamics and partition types [39,40]. Alternatives to cell decomposition methods,
as visibility graphs or generalized Voronoi diagrams, can also produce discrete abstractions in form of
graphs or transition systems [1].

We assume that the graph G is connected, and the adjacency relationship E is symmetric, i.e., if a
robot from R can travel from location v to v′, then it can also move from v′ to v. For any (v, v′) ∈ E,
we consider that the cost c(v, v′) represents the amount of energy spent by the robot for performing the
movement from v to v′ and that c(v′, v) = c(v, v′). By assuming identical agents with constant velocity
and a homogenous environment (i.e., the energy for following an arc is proportional with the distance
between linked nodes), we denote the time necessary for performing the movement from location v to
v′ by γ · c(v, v′), where γ ∈ R+ is a fixed value.

Initially, all agents are deployed in a storage (deposit) node v|V| (labeled for simplicity as the last
node in graph G), and each robot r ∈ R has a limited amount of energy, given by map E : R → R+,
for performing movements on abstraction G. For homogenous environments and constant moving
speeds, energy E(r) can be easily linked with battery level of robot r, with the distance it can travel,
or the sum of costs of followed edges.

There are NS samples or valuable items scattered throughout the environment graph G.
The samples are indexed (labeled) with elements of set S = {1, 2, . . . , NS}, while a map π : S → V
shows to which node each sample belongs.

Problem 1. For every robot r ∈ R find a moving strategy on G such that:
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• the team of robots gathers (collects) all samples from graph G in the storage node v|V| within minimum time;

• each robot can carry at most one sample at any moment;
• the total amount of energy spent by each robot is at most its initially available energy.

Remark 1 (NP-hardness). Our problem is related to the so-called Set Partitioning Problems (SPPs) [17],
which are employed in various task allocation problems for mobile agents. A SPP formulation aims to find a
partition of a given set such that a utility function defined over the set of acceptable partitions with real values is
maximized. Various SPPs are solved by using Operations Research formulations that employ different standard
optimization problems. In our case, the given set is S (samples to be collected), while the desired partition should
have NR disjoint subsets of S, each subset corresponding to the samples a robot should collect. The utility relates
to the necessary time required for collecting all samples (being a maximum value over utilities of elements of
obtained partition), while the partition is acceptable if each robot has enough energy to collects its samples.
The maximization over individual utilities show that our problem is more complicated than standard SPPs. Since
an SPP is NP-hard [41], we conclude that Problem 1 is also NP-hard. Therefore, we expect computationally
intensive solutions for optimally solving Problem 1, while sub-optimal relaxations may be used when an optimal
solution does not seem tractable.

Since the sample deployment and robot energy limits are known, the searched solution is basically
an off-line computed plan (sequence of nodes) for each robot such that the mission requirements
are fulfilled. The first requirement from Problem 1 can be regarded as a global target for the whole
team (properly assign robots to collect samples such that the overall time for accomplishing the task
is minimized), while the last two requirements are related to robot capabilities. As in many robot
planning approaches where global tasks are accomplished, we do not account for inter-robot collisions
when developing movement plans. In real applications, such collisions can be avoided by using local
rules during the actual movement, and the time (or energy) offset induced by such rules is negligible
with respect to the total movement time (or required energy). Clearly, in some cases Problem 1 may
not have a solution due to insufficient available energy for robots, these situations will be discussed
during solution description.

Example 1. For supporting the problem formulation and solution development, we introduce an example
that will be discussed throughout the next sections. Thus, we assume an environment abstracted to the graph
from Figure 1, composed by 10 nodes (v1, v2, . . . , v10), with the deposit v10. The costs for moving between
adjacent nodes are marked on the arcs from Figure 1, e.g., c(v10, v8) = 2. The team consists of 3 robots labeled
with elements of set R = {r1, r2, r3}. For simplicity of exposition, we consider γ = 1 (the constant that
links the moving energy with necessary time) and equal amounts of energy for robots, E(r) = 100, ∀r ∈ R.
There are 14 samples scattered in this graph (labeled with numbers from 1 to 14), with locations given by map π,
e.g., π(9) = π(10) = v3.

The problem requires a sequence of movements for each robot such that all the 14 samples are gathered into
storage v10, each robot being able to carry one sample at any time.
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Figure 1. Example: environment graph with 10 nodes, 3 robots, and 14 samples. The robot moving
costs are marked on graph edges, and the samples are represented by the blue discs.

3. Mathematical Model and Optimal Solution

To solve Problem 1, defined in the previous section, our approach consists from the following
main steps:

(i) Determine optimal paths in graph G from storage node to all nodes containing samples.
(ii) Formulate linear constraints for correctly picking samples and for not exceeding robot’s available

energy based on a given allocation of each robot to pick specific samples.
(iii) Create a cost function based on robot-to-sample allocation and on necessary time for gathering

all samples.
(iv) Cast the above steps in a form suitable for applying existing optimization algorithms and thus

find the desired robot-to-sample allocations.

Step (i) is accomplished by running a Dijkstra algorithm [42] on the weighted graph G, with source
node v|V| and with multiple destination nodes: v ∈ V for which ∃s ∈ S such that π(s) = v. Please note
that a single run of Dijkstra algorithm returns minimum cost paths to multiple destinations.

Let us denote with path(v) the obtained path (sequence of nodes) from deposit v|V| to node v ∈ V
and with ω(v)/2 its cost. Due to symmetrical adjacency relationship of G, the retour path from v to
storage is immediately constructed by following path(v) in inverse order. The retour path is denoted
by path−1(v) and it has the same cost ω(v)/2. (Because are interested in the round-trip cost between
nodes v|V| and v, we denote the one-way cost by ω(v)/2 and thus the cost of the full path is simply
denoted by ω(v).). Therefore, for collecting and bringing to storage location the sample s ∈ S, a robot
spends ω

(
π(s)

)
for the round-trip given by path

(
π(s)

)
, path−1(π(s)

)
.

For solving steps (ii)–(iv), let us first define a decision function as x : NR × NS → {0, 1} by:

x(r, s) =

{
1 , if robot r picks sample s
0 , otherwise

, ∀r ∈ R, s ∈ S. (1)

The actual values returned by map x for any pair (r, s) ∈ R× S give the most important part
of solution to Problem 1, and these values are unknown, yet. The outcomes of x will constitute the
decision variables in an optimization problem that is described next.
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Step (ii) is formulated as the following set of linear constraints:

∑
r∈R

x(r, s) = 1 , ∀s ∈ S

∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ E(r) , ∀r ∈ R

, (2)

where the first set of equalities impose that exactly one robot is sent to collect each sample, while the
subsequent inequalities guarantee that the energy spent by robot r for collecting all its assigned samples
does not exceed its available energy.

The cost function from step (iii) corresponds to the first requirement of Problem 1. It means to
minimize the maximum time among all robots required for collecting the assigned samples, and it
formally translates to finding outcomes of x that minimize the objective function J(x) from

J(x) = min
x

max
r∈R

(
γ · ∑

s∈S

(
ω
(
π(s)

)
· x(r, s)

))
. (3)

The objective function from (3) and the constraints from (2) form a minimax optimization
problem [43,44]. However, decision function x should take binary values. To use available software
tools when solving for values of x, step (iv) transforms the minimax optimization into a MILP
problem [44,45], by adding an auxiliary variable z ∈ R+ and additional constraints that replace
the max term from (3). This results in the following MILP optimization:

min
x,z

z

s.t.: ∑
r∈R

x(r, s) = 1 , ∀s ∈ S

∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ E(r) , ∀r ∈ R

γ · ∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ z , ∀r ∈ R

x(r, s) ∈ {0, 1} , ∀(r, s) ∈ R× S

z ≥ 0

. (4)

The MILP (4) can be solved by using existing software tools [46–48]. The solution is guaranteed
to be globally optimal because both the feasible set defined by the linear constraints from (4) and
the objective function (z) are convex [45,49]. Thus, solution of (4) gives the optimal outcomes for x
(unknown decision variables x(r, s)), as well as the time z in which the team solves Problem 1.

Please note that the obtained map x indicates the samples that must be collected by each robot,
as in (1). However, it does not impose any order for collecting these samples. For imposing a specific
sequencing, each robot is planned to collect its allocated samples in the ascending order of the necessary
costs. This means that robot r first picks the sample s for which x(r, s) = 1 and ω

(
π(s)

)
≤ ω

(
π(s′)

)
,

∀s′ ∈ S with x(r, s′) = 1, and so on for the other samples. The optimum path for collecting sample
s from node π(s) was already determined in step (i). Under the above explanations, Algorithm 1
includes the steps for obtaining an optimal solution for Problem 1.
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Algorithm 1: Optimal solution
Input: G, R, S, E , π

Output: Robot movement plans
1 Find on graph G paths path(v) and costs ω(v) for every v = π(s), s ∈ S
2 Solve MILP optimization (4)
3 if solutions z and x are obtained then

4 for r ∈ R do

5 planr = ∅
6 Sr:collects = {s ∈ S | x(r, s) = 1}
7 Sort set Sr:collects in ascending order based on costs ω

(
π(s)

)
, s ∈ Sr:collects

8 for s ∈ Sr:collects do

9 Append path
(
π(s)

)
to plan of robot r, planr

10 Insert command to collect sample s in planr

11 Append path−1(π(s)
)

to planr

12 Insert command to deposit sample s in planr

13 Return plans planr, ∀r ∈ R
14 else

15 Problem 1 is infeasible
16 Return

Example 2. We apply the optimal solution from this section on the example introduced in Section 2. The Dijkstra
algorithm (line 1 from Algorithm 1) returns paths and corresponding energy for collecting each sample,
e.g., path(π(1)) = path(v1) = v10, v9, v1 and ω

(
π(1)

)
= 16. The MILP (4) was solved in about 0.7 s

and it returned an optimal solution with z = 54 (time for fulfilling Problem 1) and allocation map x. Based on
robot-to-sample allocations x, lines 3–13 from Algorithm 1 yield the robotic plans for collecting samples from the
following nodes (the sequences of nodes and the collect/deposit commands are omitted due to their length):

Robot r1 collects samples from:
(v8), (v8), (v2), (v1), (v1) (time : 54)
Robot r2 collects samples from:
(v3), (v2), (v2), (v1) (time : 54)
Robot r3 collects samples from:
(v8), (v5), (v3), (v2), (v1) (time : 52)

(5)

In the remainder of this section we focus on the situation in which the mobile robots cannot
accomplish Problem 1 due to energy constraints.

Remark 2. Relaxing infeasible problems: If MILP (4) is infeasible, this means that Problem 1 cannot be
solved due to insufficient available energy of robots for collecting all samples.

Intuitive argument. Whenever (4) has a non-empty feasible set (the set defined by the linear
constraints), it returns an optimal solution from this set [45,49]. The feasible set can become empty
only when the first two sets of constraints and the fourth ones from (4) are too stringent. The third
set of constraints cannot imply the emptiness of feasible set, because there is no upper bound on z.
It results that (4) has no solution whenever the first, second and fourth sets of its constraints cannot
simultaneously hold. The fourth constraints cannot be relaxed, and therefore only the first two sets
may imply the infeasibility of (4). This proves the remark, since the first constraints require all samples
to be collected, while the second ones impose upper bounds on consumed energy.
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MILP (4) has a non-empty feasible when the required energy for collecting all samples is small
enough, or when the available energy limits E(r) are large enough. This is because the connectedness
of G implies that the coefficients ω

(
π(s)

)
are finite, ∀s ∈ S. Therefore, the first two sets of constraints

from (4) could be satisfied even by an initial solution of form x(r, s) = 1 for a given r ∈ R, ∀s ∈ S,
and x(r′, s) = 0 for any r′ ∈ R \ {r}.

This aspect yields the idea that one can relax the first constraints from (4) whenever there is no
solution, i.e., collect as many samples as possible with the available robot energy. Such a formulation is
given by the MILP problem (6), which allows that some samples are not collected (inequalities in first
constraints) and imposes a penalty in the cost function for each uncollected sample. Basically, for a big
enough value of W > 0 from (6), any uncollected sample would increase the value of the objective
function more than the decrease resulted from saved energy. The constant W can be lower-bounded by:

W > γ · ∑
s∈S

ω
(
π(s)

)
.

For this lower bound, the cost function increases whenever a sample s is not collected, because
the term z decreases with γ · ω

(
π(s)

)
and the second term increases with more than this value.

Since MILP optimization returns a global optimum, minimizing the cost function under constraints
from (6) guarantees that the largest possible number of samples are collected while minimizing the
necessary time.

Observe that when (6) is employed, the returned value of the minimized function does not
represent the time for collecting all samples, but this time is given by the returned z.

min
x,z

z−W · ∑
s∈S

∑
r∈R

x(r, s)

s.t.: ∑
r∈R

x(r, s) ≤ 1 , ∀s ∈ S

∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ E(r) , ∀r ∈ R

γ · ∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ z , ∀r ∈ R

x(r, s) ∈ {0, 1} , ∀(r, s) ∈ R× S

z ≥ 0

(6)

The optimization problem from Equation (6).

4. Sub-Optimal Planning Methods

In the general case, a MILP optimization is NP-hard [50]. The computational complexity increases
with the number of integer variables and with the number of constraints, but exact complexity orders
or upper bounds on computational time cannot be formulated [51]. These notes imply that for some
cases the complexity of MILP (4) or (6) may render the solution from Section 3 as being computationally
intractable, although the optimization is run off-line, i.e., before robot movement.

This section includes two approaches for overcoming this issue. Section 4.1 reformulates the MILP
problem (4) as in [34] and obtains a QP formulation. Section 4.2 proposes an IH algorithm, inspired by
allocation ideas from [35].

4.1. Quadratic Programming Relaxation

We aim to relax the binary constraints from MILP (4), and for accomplishing this we embed
them into a new objective function. The idea starts from various penalty formulations defined in [52],
some being related to the so-called big M method [49].
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Let us replace the binary constraints x(r, s) ∈ {0, 1} from (4) with lower and upper bounds of 0
and respectively 1 for outcomes of map x. At the same time, add to the cost function of (4) a penalty
term depending on M > 0, as shown in the objective

min
x,z

z + M · ∑
r∈R

∑
s∈S

(
x(r, s) ·

(
1− x(r, s)

))
. (7)

For a large enough value of the penalty parameter M, the minimization of the new cost function
from (7) tends to yield a binary value for each variable x(r, s). This is because only binary outcomes of x
imply that the second term from sum (7) vanishes, while otherwise this term has a big value due to the
large M. The quadratic objective from (7) can be re-written in a standard form of an objective function
of a QP problem, and together with the remaining constraints from (4) we obtain the QP formulation:

min
x,z

z + M · ∑
r∈R

∑
s∈S

x(r, s) − M · ∑
r∈R

∑
s∈S

(
x(r, s)

)2

s.t.: ∑
r∈R

x(r, s) = 1 , ∀s ∈ S

∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ E(r) , ∀r ∈ R

γ · ∑
s∈S

(
ω
(
π(s)

)
· x(r, s)

)
≤ z , ∀r ∈ R

0 ≤ x(r, s) ≤ 1 , ∀(r, s) ∈ R× S

z ≥ 0

. (8)

Under the above informal explanations and based on formal proofs from [52], the MILP (4) and
QP (8) have the same global minimum for a sufficiently large value of parameter M (The actual value of
M is usually chosen based on numerical ranges of other data from the optimization problem, as values
returned by maps ω and E .).

Remark 3 (Sub-optimality or failure). Please note that the cost function from (8) is non-convex, because of
the negative term in x(r, s)2. Therefore, optimization (8) could return local minima, while in some cases the
obtained values of x may even be non-binary. If the obtained outcomes of x are binary, the value of completion
time z for collecting all samples is directly returned as the cost of QP (8), while otherwise a large cost is obtained
due to the non-zero term in M from (7).

The QP optimization (8) can be solved with existing software tools [46,48]. As noted, it may return
a sub-optimal solution. Nevertheless, such a sub-optimal solution is preferable when the optimal
solution from Section 3 is computationally intractable. If the QP returns a (local minimum) solution
with non-integer values for outcomes of map x, then this result cannot be used for solving Problem 1.

Example 3. Consider again the example from the end of Section 2. The paths in G and outcome values of map
ω were already computed as in Section 3, where the optimal cost from MILP (4) was 54. QP (8) was solved
in less than 0.4 s and it led to a sub-optimal total time of 60 for bringing all samples in v10. The robots were
allocated to collect samples as follows:

Robot r1 collects samples from:
(v8), (v3), (v2), (v1), (v1) (time : 60)
Robot r2 collects samples from:
(v8), (v8), (v3), (v2), (v1) (time : 48)
Robot r3 collects samples from:
(v5), (v2), (v2), (v1) (time : 52)

(9)
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A similar QP relaxation may be constructed for MILP (6) by considering M >> W.

4.2. Iterative Solution

This subsection proposes an alternative sub-optimal allocation method, described in Algorithm 2.
The method iteratively picks an uncollected sample whose transport to deposit requires minimum
energy (line 7) and assigns it to a robot that has spent less energy (time) than other agents (lines 8–15).
If a robot does not have enough energy to pick the current sample s, it is removed from further
assignments (lines 16–17), because the remaining samples would require more energy than ω

(
π(s)

)
.

If the current sample s cannot be allocated to any robot, the procedure is stopped (lines 18–19), and in
this case some samples remain uncollected. When Algorithm 2 reaches line 20, the robot assignments
constitute a solution to Problem 1 for collecting all samples from S. The robot-to-sample allocations
returned by Algorithm 2 can be easily transformed to robot plans, as in lines 4–13 from Algorithm 1.
The total time for completing the mission can be easily computed by maximizing over the times spent
by each robot.

Algorithm 2: Iterative heuristic solution
Input: R, S, w, E
Output: Robot-to-sample assignments

1 Rassign = R
2 Suncollected = S
3 Set x(r, s) = 0, ∀(r, s) ∈ R× S
4 Let Econsumed(r) = 0, ∀r ∈ R
5 while Suncollected �= ∅ do

6 S0 = Suncollected
7 Pick s ∈ Suncollected s.t. ω

(
π(s)

)
= min

s∈Suncollected
ω
(
π(s)

)
8 Sort Rassign based on ascending order of consumed robot energy (Econsumed)
9 for r ∈ Rassign do

10 if w(s) ≤ E(r) then

11 x(r, s) = 1 (assign sample s to robot r)
12 E(r) := E(r)− w(s)
13 Econsumed(r) := Econsumed(r) + w(s)
14 Suncollected := Suncollected \ {s}
15 Break “for" loop
16 else

17 Rassign := Rassign \ {r}

18 if Suncollected = S0 then

19 Return current robot-to-sample allocations x

20 Return robot-to-sample allocations x

Under these ideas, Algorithm 2 can be seen as a greedy approach (first collect samples that require
less energy/time), while the allocations to robots with less spent energy tries to reduce the overall time
until the samples are collected.

Observe that this IH solution always returns a solution for collecting some (if not all) samples,
whereas MILP from Section 3 may become computationally impracticable, while QP (8) may fail in
providing a solution (Remark 3). Moreover, the software implementation of Algorithm 2 does not
require additional tools, in contrast with specific optimization packages needed by MILP and QP
solutions. A detailed analysis of the three methods is the goal of Section 5.
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Example 4. For illustrating Algorithm 2 on the example considered in the previous sections, we give here the
sample picking costs: ω

(
π(s)

)
= 16, s = 1, . . . , 4, ω

(
π(s)

)
= 14, s = 5, . . . , 8, ω

(
π(s)

)
= 10, s = 9, 10,

ω
(
π(11)

)
= 8, ω

(
π(s)

)
= 4, s = 12, . . . , 14. First, IH solution allocates sample 12 to r1, then 13 and 14 to

r2, r3, sample 11 to r1 and so on. Algorithm 1 was run in 0.015 s and it yielded the following robotic plans:

Robot r1 collects samples from:
(v8), (v5), (v2), (v2), (v1) (time : 56)
Robot r2 collects samples from:
(v8), (v3), (v2), (v1), (v1) (time : 60)
Robot r3 collects samples from:
(v8), (v3), (v2), (v1) (time : 44)

(10)

5. Numerical Evaluation and Comparative Analysis

5.1. Additional Examples

Besides the remarks and examples from Sections 3 and 4, we present some slight modifications of
the Example from Section 2 with the purpose of emphasizing the need for a comparative analysis of
the three proposed solutions.

Example A: Let us add one more sample in node v1 of the environment from Figure 1, leading
to a total number of 15 samples. By running the MILP optimization (4), a solution was obtained in
almost 40 s and it leads to an optimum time of 60. The QP relaxation (8) was run in almost 0.4 s
(negligible increase from example from Section 4.1), and it implied a time cost of 62 for collecting all
samples. The IH solution from Algorithm 2 yielded a cost of 60 in 0.016 s (practically no different to in
Section 4.2). The actual robotic plans are omitted for this case.

Example B: If we assume a team of 4 robots for Example A, the MILP running time exhibits a
significant decrease, being solved in less than 0.1 s. The QP optimization was solved in 0.5 s, and the
IH in less than 0.02 s. The resulted time costs were 44 for MILP (optimum) and 50 for QP and IH
(sub-optimum).

Example C: By adding one more robot to the team from Example B, the MILP optimization did not
finish in 1 h, so it can be declared computationally unfeasible for this situation. The QP optimization
finished in slightly more than 0.5 s, while the IH in around 0.02 s. Both QP and IH solutions returned a
cost of 40.

Similar modifications of the above examples suggested the following empirical ideas:

• The running time of the MILP optimization may exhibit unpredictable behaviors with respect to
the team size and to the number and position of samples, leading to impossibility of obtaining a
solution in some cases;

• In contrast to MILP, the running times of the QP and IH solutions have insignificant variations
when small changes are made in the environment;

• When MILP optimization finishes, the sub-optimal costs obtained by solutions from Section 4 are
generally acceptable when compared to the optimal cost;

• In some cases the QP cost was better than the one obtained by IH, while in other cases the vice
versa, but again the observed differences were fairly small.

The above ideas were formulated only based on a few variations of the same example. However,
they motivate the more extensive comparison performed in the next subsections between the
computation feasibility and outcomes of MILP, QP, and IH solutions.

Remark 4. As mentioned, complexity orders of MILP and QP solutions cannot be formally given. However, as
is customary in some studies, we here recall the number of unknowns and constraints of these optimizations.
MILP (4) and QP (8) have each NR × NS + 1 unknowns (from which NR × NS are binary in case of MILP (4))
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and 2NR + NS linear constraints. IH solution has complexity order O(NR × NS), based on iterative loops from
Algorithm 2 but, in all our studies the execution time of the algorithm is very small.

Real-time example: Sample collecting experiments were implemented on a test-bed platform by
using two Khepera robots equipped with plows for collecting items [53]. For exemplification, a movie
is available at https://www.youtube.com/watch?v=2BQiWvquP7w. In the mentioned scenario,
the graph environment is obtained from a cell decomposition [1,11] and a greedy method is employed
for planning the robots. Although the collision avoidance problem is not treated in this paper, in the
mentioned experiment the possible collisions are avoided by pausing the motion of one robot. In future
work we intend to embed formal tools inspired by resource allocation techniques for collision and
deadlock avoidance [54,55].

5.2. Numerical Experiments

All the simulations to be presented were implemented in MATLAB [48] and were performed on a
computer with Intel i7 quad-core processor and 8 GB RAM.

The numerical experiments were run for almost 15 days, and they were organized by considering
the following aspects:

(i) Time complexity orders cannot be a priori given for MILP or for non-convex QP optimization
problems. Thus, the time for obtaining a planning solution solving Problem 1 is to be recorded
as an important comparison criterion.

(ii) The complexity of MILP, QP, and IH solutions does not directly depend on the size of environment
graph G, except for the initial computation of map ω that further embeds the necessary
information from the environment structure. Therefore, the running time of either solution
is influenced by two parameters: the number of robots (NR) and the number of samples (NS).

(iii) Based on item (ii), we consider variation ranges (NR, NS) ∈ [2, . . . , 10]× [2, . . . , 50], with unit
increment steps for NR and NS. Please note that the cases of 1 robot and/or 1 sample are trivial,
and therefore are not included in the above parameter intervals.

(iv) To obtain reliable results for item (i), for each pair (NR, NS) we have run a set of 50 trials. For each
trial we generated a random distribution of samples in a 50-node graph. To maintain focus on
time complexity, we assumed sufficiently large amounts of robot energy E , such that Problem 1
is not infeasible due to these limitations.

(v) For each trial, the MILP optimization was deemed failed whenever (4) did not return a solution in
less than 1 min. This is because in multiple situations we observed that if no solution is obtained
in less than 30–40 s, then the MILP (4) does not finish even after 2–3 h.

(vi) For each trial from item (iv), the QP solution was deemed failed whenever it yielded non-binary
outcomes of map x (see Remark 3). The IH solution is always successful.

(vii) For each proposed solution, for each pair (NR, NS) from (iii) and based on trials from (iv),
we computed the following comparison criteria:

• success rate, showing the percentage of trials when the solution succeeded in outputting
feasible plans;

• computation time, averaged over the successful trials of a given (NR, NS) instance;
• solution cost, i.e., time for gathering all samples, for each successful situation.

5.3. Results

The results from item (vii) allow us to draw some rules that guide a user to choose MILP, QP, or
IH solution when solving a specific instance of Problem 1. The following figures present and comment
these results, leading to the decision diagram from the end of this section.

Figure 2 illustrates the success rates of the optimization problems from Sections 3 and 4.1,
respectively. For a clearer understanding, Figure 3 presents pairs (NR, NS) when MILP (4) fails
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in more than 50% from each set of 50 trials (see item (v) from Section 5.2). It is noted that MILP
generally returns optimal solutions for small values of NR and NS and fails (because of optimization
time limit) for larger values. QP returns usually returns feasible solutions, excepting some cases with
small values of NR and NS.

(a) (b)

Figure 2. Success rates of MILP (a) and QP (b) vs. number of robots NR and number of samples NS.

Figure 3. MILP (4): 2D projection for failures, defined as success rate of less than 50%.

Figure 4 presents the average computation time over the successful trials, for each solution
we proposed. The representation is omitted for pairs (NR, NS) when there are less than 5 (from 50)
successful trials—as it is often the case for MILP solver, when NR ≥ 3 and NS ≥ 13. MILP time may
sudden variations, whereas the times for QP and IH indicates predictable behaviors. The IH time is
very small (note axis limits in Figure 4) and exhibits negligible variations versus NR and almost linear
increases versus NS, due to the main iteration loop from Algorithm 2.
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(a) (b) (c)

Figure 4. Average optimization times, for (NR, NS) pairs for which at least 5 feasible solutions from
the 50 tests were obtained: (a) MILP (4), (b) QP (8), (c) IH from Algorithm 2.

To suggest the confidence intervals of values plotted in Figure 4, we mention that:

• For NR = 3 and NS = 15, when the success rate of each optimization exceeds 98%, the standard
deviations of optimization times are: 15 for MILP, 0.01 for QP, 0.002 for IH;

• For NR = 10 and NS = 50, when QP has 96% success rate, the standard deviations of optimization
times are: 0.23 for QP and 0.003 for IH.

Figure 5 presents the averaged relative differences of costs yielded by the three proposed
solutions for solving Problem 1. As visible in Figure 5a, the QP (sub-optimal) cost is usually less than
120% . . . 130% of optimal MILP cost. More specifically, from all the 25,000 trials, in 8443 cases (about
33%) both optimizations succeeded. After averaging cost differences versus (NR, NS), we obtained
348 points for representing Figure 5a, and in 330 cases the cost difference was less than 20%. Figure 5b
compares the costs yielded by the sub-optimal solutions from Section 4 by representing variations
of the IH cost related to the QP one. It follows that usually IH yields a higher cost than QP, but the
difference decreases below 5% . . . 10% with the increase in problem complexity. Further studies can
be conducted towards formulating a conjecture that gives a formal tendency for the variation of cost
difference based on problem size. However, one issue for such a study is mainly given by the necessity
of obtaining the optimal cost even for large problems, i.e., solving large MILP optimizations.

For more complex problems (NR > 10, NS > 50), the time tendencies from Figure 4b,c and the
cost differences from Figure 5b suggest that the IH solution is preferable as a good trade-off between
planning complexity and resulted cost.

(a) (b)

Figure 5. Differences between costs induced by the three solutions: (a) difference between QP and
MILP costs, related to the optimal MILP cost; (b) difference between IH and QP sub-optimal costs,
related to QP cost.
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Extensive simulations yielded quantitative comparison criteria. Based on this information a
decision scheme Figure 6 is given for indicating the proper method to be used in a specific problem
instance when a fast computation scenario is considered.

 

  

 

   

Figure 6. Decision diagram for choosing an appropriate solution for Problem 1 when a fast
computational scenario is considered.

6. Conclusions

This paper details three methods for planning a team of robots such that multiple samples
(items) from the environment are collected and deposited into a storage location. The environment
is represented by a weighted graph, and the robots have limited amounts of energy for performing
movements on this graph. The goal is to plan the agents such that the samples are collected in
minimum time, under the assumption that each robot can carry at most one item at a time. The first
solution is given by a MILP formulation that can be too complex to solve when there are many samples
or many robots in the team. The second solution provides a QP relaxation that represents in some
cases a good trade-off between the time for finding movement plans and the cost difference from the
optimal one. The third solution is an IH algorithm that yields plans even when the QP fails due to low
amounts of available energy for robots.

Based on the results reported in the previous subsection, the recommendations for a user that
solves Problem 1 are the following: MILP (6) or IH algorithm are to be used when the robots have
small amounts of energy in comparison with the energy required for moving to sample locations.
Otherwise, MILP (4) and QP (8) may fail in providing any solution for such restrictive scenarios.

The usage of QP or IH solutions generally yields an acceptable loss in total time for accomplishing
the mission whenever the MILP optimization becomes computationally intractable on a decently
powerful computer. We emphasize that the above recommendations resulted from an intensive
campaign of numerical simulations and they could not be drawn by only inspecting the formal
solutions. Extensive simulations yielded quantitative comparison criteria. Based on this information
a decision scheme is given for indicating the proper method to be used in a specific problem
instance. Besides suggestions from Figure 6, we recall that MILP and QP solutions involve existing
optimization tools.

A real-time experiment was performed for illustrating a sample gathering solution. Although
the collision avoidance problem is not treated in this paper, in the mentioned experiment the possible
collisions are avoided by pausing the motion of one robot. In future work we intend to embed
formal tools inspired by resource allocation techniques for collision and deadlock avoidance, while
considering the effects of acceleration and deceleration of the mobile robots and restricted energy.

Author Contributions: The authors contributed equally to this work, each of them being involved in all
research aspects.

Funding: This research was partially supported by a grant of Romanian Ministry of Research and Innovation:
CNCS-UEFISCDI project PN-III-P1-1.1-TE-2016-0737.

22



Appl. Sci. 2019, 9, 791

Conflicts of Interest: The author declares no conflict of interest.

References

1. Choset, H.; Lynch, K.; Hutchinson, S.; Kantor, G.; Burgard, W.; Kavraki, L.; Thrun, S. Principles of Robot
Motion: Theory, Algorithms and Implementation; MIT Press: Cambridge, MA, USA, 2005.

2. LaValle, S.M. Planning Algorithms; Cambridge University Press: Cambridge, UK, 2006.
3. Siciliano, B.; Khatib, O. Springer Handbook of Robotics; Springer: Berlin, Germany, 2008.
4. Belta, C.; Bicchi, A.; Egerstedt, M.; Frazzoli, E.; Klavins, E.; Pappas, G.J. Symbolic Planning and Control of

Robot Motion. IEEE Robot. Autom. Mag. 2007, 14, 61–71. [CrossRef]
5. Imeson, F.; Smith, S.L. A Language For Robot Path Planning in Discrete Environments: The TSP with Boolean

Satisfiability Constraints. In Proceedings of the IEEE Conference on Robotics and Automation, Hong Kong,
China, 31 May–7 June 2014; pp. 5772–5777.

6. Mahulea, C.; Kloetzer, M. Robot Planning based on Boolean Specifications using Petri Net Models. IEEE Trans.
Autom. Control 2018, 63, 2218–2225. [CrossRef]

7. Fainekos, G.; Girard, A.; Kress-Gazit, H.; Pappas, G. Temporal logic motion planning for dynamic robot.
Automatica 2009, 45, 343–352. [CrossRef]

8. Ding, X.; Lazar, M.; Belta, C. {LTL} receding horizon control for finite deterministic systems. Automatica 2014,
50, 399–408. [CrossRef]

9. Schillinger, P.; Bürger, M.; Dimarogonas, D. Simultaneous task allocation and planning for temporal logic
goals in heterogeneous multi-robot systems. Int. J. Robot. Res. 2018, 37, 818–838. [CrossRef]

10. Kloetzer, M.; Mahulea, C. LTL-Based Planning in Environments With Probabilistic Observations. IEEE Trans.
Autom. Sci. Eng. 2015, 12, 1407–1420. [CrossRef]

11. Berg, M.D.; Cheong, O.; van Kreveld, M. Computational Geometry: Algorithms and Applications, 3rd ed.;
Springer: Berlin, Germany, 2008.

12. Kloetzer, M.; Mahulea, C. A Petri net based approach for multi-robot path planning. Discret. Event Dyn. Syst.
2014, 24, 417–445. [CrossRef]

13. Cassandras, C.; Lafortune, S. Introduction to Discrete Event Systems; Springer: Berlin, Germany, 2008.
14. Silva, M. Introducing Petri nets. In Practice of Petri Nets in Manufacturing; Springer: Berlin, Germany, 1993;

pp. 1–62.
15. Burkard, R.; Dell’Amico, M.; Martello, S. Assignment Problems; SIAM e-Books; Society for Industrial and

Applied Mathematics (SIAM): Philadelphia, PA, USA, 2009.
16. Mosteo, A.; Montano, L. A Survey of Multi-Robot Task Allocation; Technical Report AMI-009-10-TEC; Instituto

de Investigación en Ingenierıa de Aragón, University of Zaragoza: Zaragoza, Spain, 2010.
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Featured Application: In various unknown environments, cooperative path planning problem of

multiple mobile robots is becoming more and more important. The efficiency and reliability can

be greatly improved by the cooperation of multiple mobile robots. The novel obstacle avoidance

and real-time navigation algorithm presented in this article may be useful for marine exploration,

military, aerospace and mining detection. Also, for the developed real-time navigation algorithm,

the presented hybrid artificial fish swarm algorithm and expansion logic strategy are helpful not

only for accelerating the convergence rate, but also for improving decision-making ability.

Abstract: The cooperative path planning problem of multiple mobile robots in an unknown indoor
environment is considered in this article. We presented a novel obstacle avoidance and real-time
navigation algorithm. The proposed approach consisted of global path planning and local path
planning via HAFSA (hybrid artificial fish swarm algorithm) and an expansion logic strategy.
Meanwhile, a kind of scoring function was developed, which shortened the time of local path
planning and improved the decision-making ability of the path planning algorithm. Finally, using
STDR (simple two dimensional robot simulator) and RVIZ (robot operating system visualizer),
a multiple mobile robot simulation platform was designed to verify the presented real-time navigation
algorithm. Simulation experiments were performed to validate the effectiveness of the proposed path
planning method for multiple mobile robots.

Keywords: path planning; multiple mobile robots; artificial fish swarm algorithm; expansion
logic strategy

1. Introduction

Mobile robots can be equipped with different sensors and tools to afford a variety of services such
as home care, mining detection and object handling [1,2]. One of the fundamental issues with mobile
robots performing tasks is ensuring that they can navigate safely in an unknown indoor environment.
Therefore, path planning is crucial for the successful application of mobile robots. The goal of mobile
robot path planning is to find a motion path from a starting position to a target position in an
environment with obstacles [3–5]. For the past two decades, there has been a great deal of research
on the problem of mobile robot path planning. For example, a novel motion map was constructed
for mobile robots based on the BIE (boundary integral equation) method, and then, a point-to point
path planning problem was addressed in a known environment with static obstacles [6]. Furthermore,
an improved three-dimensional-like grid map was developed to represent the environment model [7],
and then, a simple but efficient path planning algorithm was presented to solve robot navigation
problems in a static environment. The authors designed an autonomous multi-goal navigation system
for picking up or delivering tasks in mobile robotics and a multi-goal path planning method based on
the Lin−Kernighan heuristics (LKH) algorithm for intelligent service mobile robots in Reference [8].
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There are also some intelligent methods that can be applied to mobile robot path planning. The cross
probability and the mutation probability for GA (genetic algorithm) were improved and the improved
algorithm was applied to the path planning problem of mobile robots in Reference [9], whereas the
authors proposed an intelligent motion planning and navigation method for omnidirectional mobile
robots via a fuzzy logic algorithm in Reference [10]. Moreover, the developed navigation system is
especially suitable for real-time path planning applications. A novel optimal hierarchical global path
planning method for mobile robots in a cluttered environment was presented in Reference [11]. In this
method, a combination of the triangular decomposition approach, constrained multi-objective PSO
(particle swarm optimization) and Dijkstra’s algorithm is presented in order to obtain an optimal path
planning trajectory. In addition, due to good feedback information and better distributed computing,
the authors proposed a path planning method for mobile robots via an improved ant colony algorithm
in grid maps in Reference [12].

Using multiple mobile robots rather than a single mobile robot can improve working capability
and performance. Therefore, recently, research on multiple mobile robots has become a hot topic.
In previous studies, only static obstacles in the unknown environment were considered. For holonomic
wheeled mobile robots in static environments, an optimal multiple mobile robot path planning method
based on adaptive charged system search (CSS) algorithms was addressed [13]. However, path
planning methods in an unknown environment with dynamic obstacles are even more acute in
multiple mobile robot areas. In Reference [14], a new path planning approach for coordinating multiple
mobile robots was presented and the authors developed an online strategy to adjust path planning for
avoidance of dynamic obstacles. Furthermore, a biologically inspired neural-network-based intelligent
method was proposed for a multiple robot system with moving obstacles [15]. The proposed method
could plan the paths of multiple robots to avoid collision with dynamic obstacles.

Although these previously-developed navigation algorithms have shown good performance for
solving robot path planning, they have also shown some limitations such as slow convergence and
a local optimum. The local optimal problem is the most common problem in solving path planning.
Motivated by the aforementioned reasons, we reconstructed an analytical real-time cooperative
navigation algorithm to accommodate multiple mobile robot systems. The proposed EAFSA (empirical
artificial fish swarm algorithm) was used to avoid falling into local optimal problems and to realize
global path planning for a single mobile robot. Then, an expansion logic strategy was introduced
to avoid collisions between multiple mobile robots and an environment with obstacles. A multiple
mobile robot simulation system was developed using STDR (simple two dimensional robot simulator)
and RVIZ (robot operating system visualizer) software. Finally, the presented method was proven to
be effective by experiments conducted in a simulated environment.

The main contributions of the article are summarized as follows. (1) EAFSA is presented to solve
the global path planning problem for a single mobile robot; (2) an expansion logic strategy and a
kind of scoring function are proposed for a multiple mobile robot real-time navigation algorithm. The
presented real-time navigation algorithm is helpful not only for accelerating the convergence rate, but
also for improving decision-making ability.

The remainder of this paper is organized as follows: Section 2 describes the process of the
presented HAFSA. Section 3 presents the developed expansion logic strategy and scoring function.
Section 4 shows the results of a simulation to demonstrate the performance of the proposed algorithms.
The concluding remarks are given in Section 5.

2. Hybrid Artificial Fish Swarm Algorithm

The artificial fish swarm algorithm (AFSA) is a novel swarm intelligent optimization method
inspired by natural fish swarm behavior. It has been successfully used in the field of wireless
telemedicine systems [16], fault diagnosis [17], indoor visible light positioning [18], floating wind
turbines [19], etc.
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The basic idea of AFSA can be described as follows: If the position of each artificial fish is
X = (x1, x2, · · · , xn) and the size of the fish population is Num, Y denotes the food concentration of
the artificial fish in the current position and Y = f (X) is fitness or the objective function at position X.
Each artificial fish tries to find an optimal position to satisfy their food needs using preying behavior,
swarming behavior, following behavior and random behavior [20].

(1) Preying Behavior

If the current state of an artificial fish is Xi(t), Xj(t) is the random state of its visual distance,
and Xi+1(t) is the next position of Xi(t). If food concentration is Yi < Yj, the artificial fish swims
a step in the direction of Xj(t). Otherwise, it randomly selects a state again and judges whether it
satisfies the aforementioned condition. In other words, preying behavior can be expressed by the
following equation:

Xi+1(t) =

{
Xi(t) +

Xj(t)−Xi(t)
‖Xj(t)−Xi(t)‖ × step× rand(0, 1) i f Yi < Yj

Xi(t) + Visual × rand(0, 1) i f Yi ≥ Y
. (1)

(2) Swarming Behavior

When NF is the number of artificial fishes in the current position Xi(t), Xc(t) is the center position
of the artificial fishes in their current neighborhood. i f Yc/NF > δYi is satisfied, the artificial fish
moves to a center position, according to Equation (2), due to high food concentration and to avoid
crowding each other. Otherwise, the artificial fish executes preying behavior.

Xi(t) +
Xc(t)− Xi(t)
‖Xc(t)− Xi(t)‖

× step× rand(0, 1) i f Yc/NF > δYi (2)

(3) Following Behavior

Let Xmax(t) be the local best companion with food concentration Ymax in the current neighborhood
of Xi(t). i f Ymax/NF > δYi is satisfied, the artificial fish moves to a position according to Equation (3).
Otherwise, the next position of the artificial fish can be obtained by preying behavior.

Xi(t) +
Xmax(t)− Xi(t)
‖Xmax(t)− Xi(t)‖

× step× rand(0, 1) i f Ymax/NF > δYi (3)

(4) Random Behavior

The artificial fish chooses an arbitrary state or position randomly in its Visual field, and then it
swims towards the selected state. Random behavior is a default behavior and it can be described as

Xi(t) + Visual × rand(0, 1), (4)

where Xi(t) is the current state of the artificial fish and Xi+1(t) is the next position of Xi(t).
Given the above consideration, an effective hybrid fish swarm algorithm (HFSA) with experiential

learning and a detection operator was presented to solve the local optimal problem and realize global
path planning for a single mobile robot.

2.1. Experiential Learning

In this section, an experiential learning strategy is presented to improve the performance of AFSA.
Experiential learning strategies include adjustment of the step size and food concentration for the
artificial fish. The step size of an artificial fish is fixed in traditional AFSA. However, as is known, the
step size determines the convergence rate. If the step size is too small, the artificial fish will reach the
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optimal solution slowly and the global search ability will be decreased. Therefore, the artificial fish is
easy to fall into a local optimum. Conversely, if the step size is too large, the convergence speed will be
increased and oscillation will occur later in the algorithm iteration. Therefore, it is necessary to select an
appropriate step size to ensure the global convergence speed and improve the accuracy of the optimal
solution. In this article, a logarithmic function was used to update the step size by Equation (5);

b = logN p, p = 1, 2, 3 · · ·N, (5)

where p indicates the current iteration number, and N is the maximum number of iterations.
Then, the step size in the population update formula could be obtained by

step = logN p·(Xε(t)− Xi(t))p = 1, 2, 3 · · ·N, i = 1, 2, 3 · · ·NUM, (6)

where Xi(t) is the current state of the artificial fish, Xi+1(t) is the next position of Xi(t) and Xε(t) is
the state that needs to be searched.

Finally, the position of the updated solution could be expressed as follows:

Xi+1(t) = Xi(t) + logNC p·(Xε(t)− Xi(t))p = 1, 2, 3 · · ·N, i = 1, 2, 3 · · ·NUM. (7)

As shown in Equation (7), with the increase in the number of iterations, the moving step gradually
adapts to the change of the iteration numbers. The local search ability is increased by the improved
moving factor. As a result, the artificial fish can locate the search direction quickly, move to the target
area, maintain the global search ability of the optimal solution and accelerate the convergence speed.

On the other hand, the food concentration of the artificial fish was represented as the ability
of the solution to solve an optimization problem. The current position of the artificial fish with the
highest food concentration was the optimal solution of the optimization problem. In this article,
a weight coefficient function was used to design the food concentration, which could decrease the food
concentration of the artificial fish and avoid the problem that the suboptimal solution of the fish swarm
algorithm would interfere with the global solution. The food concentration equation was designed
as follows:

Hexp = w
√
(xi − xg)

2 + (yi − yg)
2, (8)

where the weight coefficient is w ∈ [1, 1.5).

2.2. Detection Operator

A detection operator was developed to optimize the resulting path trajectory. If p(kx, ky) is
the position coordinate of the optimal fish group solved at the kth time, n is the dimension of the
grid-based map and kt is the number of the solutions that have been optimized. goal(x, y) is the
position coordinate of the target point. The detection operator R(t) can be described as follows:

R(t) =

{
D(k)/(2kt)� ×

√
2 0 < t < count

2
√

2 t ≥ count
(9)

D(k) =
‖p(kx, ky)− goal(x, y)‖√

2
(10)

count = �[0.27n + 0.5]× 75%�, (11)

where D(k) = ‖p(kx,ky)−goal(x,y)‖√
2

, count = �[0.27n + 0.5] ∗ 75%�, �·� and ·� round toward negative or
positive infinity.

The outline of the presented algorithm is described in the following steps:
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Step 1. Initialize the population size NUM, the parameters step and visual, and the maximum number
of iterations N.

Step 2. Update the step size and position of the artificial fish using Equation (7).
Step 3. Calculate the food concentration for each artificial fish using Equation (8) and record the

optimal value in the bulletin board.
Step 4. Perform preying behavior, swarming behavior, following behavior and random behavior.
Step 5. Check the termination condition. If the stopping condition is satisfied, terminate the iteration

process and output optimal solution. Otherwise, return to Step 2.

3. Local Path Planning Based on an Expansion Logic Strategy

In this section, an expansion logic strategy is presented to avoid collisions between multiple
mobile robots and an environment with obstacles. It plays a decisive role in real-time navigation
of mobile robots. Figure 1 shows the obstacle information in an unknown environment. For any
polygonal obstacle, the minimum circumscribed circle (MCCI) method and wire envelopes method
can be used to perform obstacle expansion operations. In this article, as we sought a rapid expansion
method, we adopted the endpoint connection method to generate a circular equation instead of the
MCCI method. The expansion logic strategy is described as follows:

If the vertices of n-sided polygonal obstacles are denoted as pi(xi, yi), the Euclidean distance dij
between two vertices pi(xi, yi) and pj(xj, yj) can be expressed by the following equation:

dij =
√
(xi − xj)

2 + (yi − yj)
2. (12)

Therefore, the diameter of a range circle is given by

dmax = max
{

dij
}

, i, j = 1, 2, · · · , n (13)

and the circle equation is given by Equation (10).

(x−
xi + xj

2
)

2
+ (y−

yi + yj

2
)

2
= (

dmax

2
)

2
(14)

In this paper, an environmental map with n-sided polygonal obstacles is shown in Figure 1a.
Following the circle Equation (14), two concentric circles with diameters 1.2dmax and 1.4dmax could be
obtained (Figure 1b). As the figure shows, the collision probability was 0.85 for the complementary set
area of the intersection between the first circle and the polygonal obstacles. Furthermore, the collision
probabilities were 0.65 and 0.45 when the robots moved in the other two grid areas.

  

(a) (b) 

Figure 1. (a) Environmental map information; (b) expansion logic operation for obstacles.
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To evaluate the grid-based environment map, a kind of scoring function is given by Equation (15),
which shortens the time of local path planning and improves decision-making ability.

score = 100− dist
l
�, (15)

where dist denotes the Euclidean distance between the starting point and the target point, and l
represents the Euclidean distance between the starting point and the current position of the robot.

From the vertical line of the motion direction, we scored the surrounding grids by Equation (15)
and the obtained grid scores are shown in Figure 2a. Then, in accordance with the current position
information and Equation (12), the mobile robot selected the grid that was the closest to the target
point as the position of the next moment. If the distance between the grids was equal, preference was
given to the high score grid. Finally, the local path planning trajectory, which is indicated by a dotted
line, could be obtained using the expansion logic strategy (Figure 2b).
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Figure 2. (a) Local path planning and grid scores; (b) local path planning using the expansion
logic strategy.

4. Simulation Experiments

In this section, to verify the superiority of the presented algorithm for a single mobile robot and
20 × 20 grid-based environment maps, the path planning results under the presented hybrid artificial
fish swarm algorithm and the traditional fish swarm algorithm are shown in Figure 3.

  
(a) (b) 

Figure 3. (a) Artificial fish swarm algorithm; (b) the presented hybrid artificial fish swarm algorithm.
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For 20 × 20 and 40 × 40 grid-based environment maps, the path planning results based on the
adaptive artificial fish swarm algorithm (AAFA) [21], fuzzy logic (FL) [22], the improved genetic
algorithm (IGA) [23] and our method are shown in Table 1. As can be seen in Figure 3 and Table 1,
optimization performance and iteration time can be improved by using the presented method.

Table 1. Performance comparison of four algorithms.

Environment Map Algorithms
The Longest
Path Length

The Optimal
Path Length

The Average
Path Length

Iteration
Time/s

20 × 20 grids

AAFA 35.1283 30.0348 33.6231 16.5182
FL 34.3848 29.7990 32.0919 12.2304

IGA 32.3254 29.6325 30.8652 16.1826
Our method 30.3848 29.2132 29.7990 9.3102

40 × 40 grids

AAFA 80.2372 73.7103 79.2293 98.5621
FL 75.1838 69.4975 72.3407 90.4073

IGA 66.4723 62.9002 65.7213 97.7652
Our method 64.0833 61.4264 62.7549 74.5801

Furthermore, simulation results were performed on a group of mobile robots. A multiple mobile
robot navigation system, which included three mobile robots labeled as Robot 0, Robot 1 and Robot 2,
was designed using STDR (simple two dimensional robot simulator) and RVIZ (robot operating system
visualizer) software. Each mobile robot was equipped with four ultrasonic sensors and a radar detector
with laser detection capabilities. The environment map and obstacle information of the simulation
experiments are shown in Figure 4a. If the size of the empirical fish swarm was N = 50, and the visual
distance of an artificial fish was v = 10, the crowd factor was δ = 0.618.

As shown in Figure 4, the initial poses of the three mobile robots were (1, 1, 0), (1, 5, 0) and (1, 9,
0). The goal positions were (10, 14), (17, 1) and (18, 13).

 

 

(a) (b) 

Figure 4. (a) The initial poses of the three mobile robots; (b) simulation visual interface of multiple
mobile robots.

The global path planning trajectories of the three mobile robots are shown in Figure 5. As shown
in Figure 5a, Robot 0 (initial pose was (1, 1, 0)), Robot 1 (initial pose was (1, 5, 0)) and Robot 2 (initial
pose was (1, 9, 0)) started to move, and then they updated their motion paths using the expansion
logic strategy to avoid mutual collision. Meanwhile, many feasible paths could be obtained by the
presented EFSA. Therefore, we can see that the global path planning results for mobile robots were not
unique (Figure 5b).

Figure 6a illustrates the position information (the poses of the three mobile robots were (3, 10,
0), (9, 1, 0) and (10, 10, 0)) at a specific time in the simulation experiment. Local and global paths of
multiple mobile robots are shown in Figure 6b.
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(a) (b) 

Figure 5. (a) The initial poses of the three mobile robots; (b) global path planning trajectories.

  

(a) (b) 

Figure 6. (a) Position information at a specific time; (b) local and global paths of multiple mobile robots.

The positions of Robot 0, Robot 1 and Robot 2 are shown in Figure 7a when the robots reached
the target points. Figure 7b illustrates the final paths of the three mobile robots after reaching the
target points.

 

 

(a) (b) 

Figure 7. (a) The robots reached the target points; (b) the final paths of the three mobile robots.
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5. Conclusions

This article focused on the cooperative path planning problem of multiple mobile robots in
an unknown environment with obstacles. HAFSA (hybrid artificial fish swarm algorithm) was
proposed to solve the local optimal problem and realize cooperative path planning for multiple mobile
robots. An experiential learning strategy was presented to improve the performance of AFSA and a
detection operator was developed to optimize the resulting path trajectory. In particular, an expansion
logic strategy was used to avoid collision between multiple mobile robots and an environment
with obstacles. In order to evaluate a grid-based environment map, a kind of scoring function was
designed. Finally, a multiple mobile robot simulation system was developed by utilizing STDR and
RVIZ software; simulation experimental results validated the effectiveness of the proposed real-time
navigation algorithm.
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Abstract: If we define a mode as a set of specific configurations that hold the same constraint, and if
we investigate their transitions beforehand, we can efficiently probe the configuration space by
using a manipulation planner. However, when multiple mobile robots together manipulate an object
by using the non-prehensile method, the candidates for the modes and their transitions become
enormous because of the numerous contacts among the object, the environment, and the robots.
In some cases, the constraints on the object, which include a combination of robot contacts and
environmental contacts, are incapable of guaranteeing the object’s stability. Furthermore, some
transitions cannot appear because of geometrical and functional restrictions of the robots. Therefore,
in this paper, we propose a method to narrow down the possible modes and transitions between
modes by excluding the impossible modes and transitions from the viewpoint of statics, kinematics,
and geometry. We first generated modes that described an object’s contact set from the robots and the
environment while ignoring their exact configurations. Each multi-contact set exerted by the robots
and the environment satisfied the condition necessary for the force closure on the object along with
gravity. Second, we listed every possible transition between the modes by determining whether or not
the given robot could actively change the contacts with geometrical feasibility. Finally, we performed
two simulations to validate our method on specific manipulation tasks. Our method can be used in
various cases of non-prehensile manipulations by using mobile robots. The mode transition graph
generated by our method was used to efficiently sequence the manipulation actions before deciding
the detailed configuration planning.

Keywords: non-prehensile manipulation; manipulation planning; contact planning; manipulation
action sequences

1. Introduction

Spatial restrictions make it almost impossible to manipulate a big object in a narrow space by
using big-scaled manipulators. For instance, it is impractical to carry an industrial manipulator into
our house to move furniture by grasping and lifting. Owing to their small size and flexibility in
motion, multiple mobile robots can be adopted to perform tasks in a narrow space [1]. These robots
can move in a narrow environment to approach and manipulate objects, but these robots cannot grasp
big objects as large-scale industrial manipulators. Therefore, non-prehensile methods [2,3], which
involves manipulation without grasping, is practical for such cases. For instance, a preferred way to
manipulate a big object is to push it along the floor, or to pivot it with a vertex that makes contact with
the floor. In certain cases, the object keeps contacting the environment in such manipulations and the
restrictions on the object motion caused by the contacts complicates the kinematics in the manipulation.
Furthermore, when multiple mobile robots perform a manipulation task, they themselves form a
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complex coordinated system [4]. Consequently, non-prehensile manipulations that use multiple mobile
robots (as shown in Figure 1) require convoluted manipulation planning than standard manipulation,
which comprehensively takes into account each robot’s kinematics, the surrounding constraints,
and their changes.

Figure 1. Example of non-prehensile transportation adopting multiple mobile robot: Two types of
mobile robots move the refrigerator placed at the corner of a room.

Multiple robot motion planning is often faced with the high dimensional configuration space [5].
Typical planners for such problems are sample-based, such as RRT [6] and PRM [7]. However,
manipulation planning problems often encounter particular multi-modal structures [8], if the contacts
among the robots, the manipulated objects, and the environment change during the process of
manipulation. Here, a mode refers to a certain set of configurations that hold the same constraints in
motion (e.g., the object motion keeping a set of contacts with the environment). Possible configurations
under the same constraints form sub-spaces in the configuration space. This requires the planner to be
capable not only to probe the sub-spaces of each mode but also to cross among the different sub-spaces.
For the application of typical sample-based methods on their original spaces, the expansiveness among
the configurations of the different modes is more difficult to achieve than those of the same mode [9].
For instance, we can generate a transitable configuration of the system for a current configuration by
sampling the configuration the belongs to the sub-space, while keeping the contact set among the
robots, the objects, and the environment unchanged. However, in case the contact set changes, it would
be necessary to check the connectivity between the different sub-spaces corresponding to the contact
states, which would complicate the problem.

Therefore, typical sample-based methods are usually applied to the modes’ sub-spaces after
splitting the configuration space into sub-spaces according to the modes. The sample-based methods
become realizable by deciding the sequence of modes where connectivity is guaranteed beforehand.
Maeda et al. [10] and Miyazawa et al. [11] sampled the manipulation states in a configuration space
where a sequence of modes existed and the modes’ transitions were prior defined. Some planners
have been proposed for creating the modes’ roadmap to guide the manipulation sequencing [8,12–14].
In particular, Lee [13] adopted a PRM-based planner [15,16] to split the modes by comprehensively
considering the multi-contacts between the object, robots, and the environment to obtain the necessary
modes to pass through for a manipulation task. Mode transitions are mainly derived from the
compliant transformations of contacts between the object, the environment, and the contacts of
the given robots; two robot contacts in the examples [13] were adopted to realize the subsequent
mode transitions.
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However, when multiple mobile robots manipulated objects by using non-prehensile methods,
mode transitions became more complex, because besides considering the mode transitions caused
by the changes in the environmental contact, robot contacts also had to be considered. One way
of addressing this complexity is by eliminating unfeasible modes in statics from the enormous
combinations of contacts among them before considering the transitions among modes. An object
should be under sufficient constraints in each mode; otherwise, the robots will fail to manipulate
the object (e.g., the object drops down in an unexpected direction because of the lack of constraints).
This means that the contacts from the environment and the robots should be able to form full constraints
on the objects for non-prehensile manipulations. If we consider the environmental contact alone,
the resultant constraints would vary in different contact states. For example, when an object–floor
contact state changes from face–face contact into vertex–face contact, the constraints exerted by the
floor would reduce. This results in various least requirements of robot constraints under different
environmental constraints. Sometimes, we require the object to keep stationary contact with the
environment, so that the robot can use friction to move the object (e.g., inclining a box); sometimes,
we require the robots to manipulate the object to slide along the contacting part (e.g., sliding a box on a
floor). To distinguish these manipulations, the environmental contact should be identified into the fixed
contact and the sliding contact. The restraint placed on the object’s degrees of freedom by a contact
is different between the cases when it is fixed or sliding. Thus, we consider the necessary amount of
robot for manipulations, both when relative sliding happened and did not happen. Therefore, a proper
consideration of the individual robot’s kinematics and the changes in the environmental constraints is
essential when splitting the modes.

Furthermore, a robot contact changes when the robot makes or breaks contact with the object
either actively or passively (by the object’s motion). For example, in Figure 1, a large robot with a
manipulator actively makes contact with the object and pushes it over the small robots, and the small
robots passively make contact with the object by the action of the large robot. The distinction between
the active and passive action appears in many manipulation tasks, and the possible sequence of actions
depends on this distinction of actions. Thus, the planner should be able to reason about all such
possible mode transitions.

By addressing the problems peculiar to non-prehensile manipulations using the mobile robots
described above, we propose a method to generate the modes and transitions between the modes for
contact planning. In our method, for a given set of contacts, we identified the modes by analyzing its
constraints and least requirements to constrain the object’s motion. We determine the mode transitions
based on how the robot contact influenced the contact state of a targeted object. The mobile robots
were divided into active robots and passive robots according to how their contacts changed in the
state transition. Finally, the manipulation actions were determined by sequencing a series of modes.
We applied the same concept to the limited cases also [17]. In this paper, we propose a more generalized
framework to determine the action sequence including the distinction between the fixed and the sliding
contact states.

In the second section, we describe the problem statement, and in the third section, we introduce
the generation of the contact state. In the fourth section, the state transition is investigated to sequence
the action series. In the fifth section, we describe the applications of our methodology by conducting
two simulations of the specified manipulation cases.

2. Problem Statement

In this paper, for simplicity, we have only manipulated objects having convex polyhedrons.
Furthermore, we consider that the objects, the environment, and the robots are all rigid. A set of
contacts on an object having environmental contact and robotic contact were represented as a contact
state and defined as a mode. A contact state is described without the exact position of contact and
configuration of the object and the robots.
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For a description of the contact state without the exact configurations, we adopt the concept
of principal contact (PC) [18] to express the contact states. A PC is a contacting pair between the
geometrical primitives (a vertex, an edge, or a face). A PC is denoted by c = (a, b), where a is a
geometrical primitive on the object and b is a geometrical primitive on a polyhedron of the environment
or a robot. Furthermore, we denote the object–environment PC and object–robot PC by ce and cr,
respectively, for clarity.

In our method, we need to distinguish whether relative sliding happening on a contact for
determining the constraints required to realize the full constraints of the object. For example, Figure 2
shows the difference of the required constraints in the quasi-static manipulation of an object that lies
on a floor with an edge contact when a robot contacts with it as a point–face contact (in the planar case).
Manipulation without relative sliding on the point with the help of floor’s static friction, as shown in
Figure 2c, requires a robot to tilt the object. However, for manipulation with relative sliding between
the object and the floor, it is difficult to predict the resultant motion of the object because of dynamic
friction, as shown in Figure 2b. To guarantee that the target motion will be realized, an additional
robot is required (see Figure 2c), and the number of robots required is different between the two cases.

(a) (b) (c)

Figure 2. Frictional constraint on object’s motion in fixed and sliding cases: (a) A robot tilts an object
with fixed contact on the floor; (b) a robot tilts an object with sliding contact; (c) two robots tilts an
object with sliding contact.

Therefore, we distinguish whether relative sliding happens or not on a contact. A non-sliding PC
is defined as static PC, denoted by ce,st = (a, b)e,st. Correspondingly, a sliding PC is defined as dynamic
PC, denoted by ce,dn = (a, b)e,dn.

When multiple robots manipulate objects, not all of them actively make contact with an object.
A contact occurs either when the robot actively touches the object or passively touches it when the
object is moved. Furthermore, some robots move an object actively and change its state, whereas some
robots operate as auxiliaries in the manipulation task. The distinction between the active and passive
functions of a contact is important for considering the possible transitions of the states. Accordingly,
the contacts are divided into active and passive and are denoted as cr,st,ac and cr,st,ps, respectively.
A robot with active joints can also act as a passive robot. Whether the robot always acts passively or
actively or is switchable between passive and active depends on the function of the robot. A contact
between an object and a robot usually does not slide. Therefore, for simplicity, we omit the subscript
for the static and the dynamic contacts if the contact is between an object and a robot and write as cr,ac

and cr,ps. However, a contact between an object and the environment is passive. Therefore, we omit the
subscript for the passive and the active contacts if the contact is between an object and the environment
and write as ce,st and ce,dn.

The set of PCs on an object is called contact formation (CF) [18] and denoted by C. To describe
the original CF proposed by Xiao and Zhang [18], which does not concern the sliding of the contact
point, we call a CF without distinguishing the static and dynamic as the primitive contact states, and
denote it as Ĉ. For example, {(a1, b1)

e, (a2, b2)
e} is the primitive state of {(a1, b1)

e,st, (a2, b2)
e,st} or

{(a1, b1)
e,st, (a2, b2)

e,dn}. Furthermore, when CFs are the same from the viewpoint of the primitive
contact states, we describe them as isogenous. For example, {(a, b)e,st} and {(a, b)e,dn} are isogenous,
and {(a1, b1)

e,st, (a2, b2)
e,st} and {(a1, b1)

e,st, (a2, b2)
e,dn} are also isogenous.

In this paper, we distinguish the CFs consisting of the contact states between an object and the
environment, which we call environmental contact formation (ECF). We also distinguish the CFs
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consisting of the contact states between the robots and the environment, which we call robot contact
formation (RCF); see Figure 3.

(a) (b)

Figure 3. Examples of contact formation (CF): (a) environmental contact formation (ECF) when a cuboid
contacts with two surfaces of the environment by its vertex and edge; (b) robot contact formation (RCF)
when a cuboid contacts with two active robots and a passive robot by its faces.

Furthermore, we describe them as CE and CR, respectively. As the result, we denote the mode s in
the manipulation as the set of ECF and RCF:

s = {CE, CR}.

A multi-contact set on an object was supposed to form the full constraints, so that the robots
manipulated the object quasi-statically. Gravity closure [19,20], which is force closure that includes the
gravitational force, is introduced later in this paper as the requirement for a mode. Our first goal is to
identify all possible modes from the viewpoint of gravity closure.

If one mode can directly transform into another mode without any intermediate ones, it is a
possible mode transition. Mode transitions can be described by a graph that comprises nodes and
arcs, where the nodes represent individual modes, and the arcs between them represent the transitions;
the value of an individual arc represented the cost of the state transition [21]. Our second goal is
to generate this mode graph by taking into account some restrictions on robots and the geometrical
relationships between an object and the environment. Using the resultant graph, the manipulation
action sequences are determined by searching for paths from a given initial mode to a targeted mode
before applying a sample-based method to probe the configuration spaces determined by modes.

In the following sections, we have made the following assumptions. The shape and the gravity
center of the object and the shape of the environment are given. Furthermore, we have assumed
that the type of contact that a robot generates with the object is given, and it does not change in the
manipulation. The number of robots is also given. We have considered only the possible RCF on the
targeted object, and the contacts between the robots and the environment were ignored; the robots
generally make contact with a face (a floor) in the environment.

3. Generation of Modes

In this section, we identified all possible modes from the viewpoint of gravity closure. Given a set
of mobile robots and an object lying in a certain environment, we obtained the possible modes using
the following steps: (i) The possible ECFs were specially identified. We identified the ECFs before
identifying the RCFs because the ECF restrains the robot’s accessible area. (ii) For the identified ECF,
we identified the possible RCF. (iii) Finally, by combining the ECFs and the RCFs, full constraints could
be achieved.

3.1. Generation of ECFs

The geometrical relationship between an object’s shape and the shape of its environment
determines the possible ECFs. A PRM-based sampling strategy has been proposed to investigate
the possible CFs between objects [15,16,22]. In their method, the target object’s orientation was
incrementally changed with collisions checked to obtain the possible CFs. If a new CF appeared,
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it was recorded on the list, along with the object’s current orientation. In this way, all the possible
CFs between the objects could be probed; each CF was recorded with an available object orientation.
We adopted this method to investigate the possible ECFs in our planner.

As mentioned in the previous section, we distinguished the contacts into static and dynamic
contact based on the resultant CFs obtained by their method. For the given CFs obtained by their
method, every PC was split into static and dynamic PCs, and ECFs are given as all combinations of
the split static and dynamic PCs. For example, given a CF C = {c1, c2}, the ECFs are CE

1 = {ce,st
1 , ce,st

2 },
CE

2 = {ce,st
1 , ce,dn

2 }, CE
3 = {ce,dn

1 , ce,st
2 }, and CE

4 = {ce,dn
1 , ce,dn

2 }.
Using the above method, we created all the possible environmental contact states in a

non-prehensile manipulation. However, one thing that needs to be considered in non-prehensile
manipulation is that the object does not make contact with the environment when it is loaded onto the
mobile robot, as shown in Figure 4a. Thus, this individual state is added with the notation CE = ∅.

∅�

(a)

∅�

(b)

Figure 4. Examples of cases where (a) ECF is empty and (b) RCF is empy.

3.2. Generation of RCFs

RCF was easier to generate than ECF. The geometrical relationships between an object and the
robots and the penetrations among them were not checked in this phase of planning because robots
could locate flexibly around the targeted object, different from the case of generating the ECFs where
geometrical relationships and penetrations should be checked because the geometry of the environment
did not change.

When creating the possible RCF, only the robot contact on the object is considered; therefore, all
the object’s geometrical primitives are assumed to be accessible for robots. PCs between an object
and the robots is given a definite label for each of the robots, such as cr,ac

1 , cr,ac
2 , cr,ps

2 , . . . cr,ac
n , where n is

the number of robots. As mentioned earlier, whether the robot always acts in passive, in active, or as
switchable between passive and active depends on the functions of the robot. Then, all possible PCs
between an object and the robots are combined to generate RCFs. For example, when all possible PCs
between an accessible object’s geometrical primitive and robots are given by cr,ac

1 , cr,ps
2 , the possible

RCFs are obtained as CR
1 = {cr,ac

1 }, CR
2 = {cr,ps

2 } and CR
3 = {cr,ac

1 , cr,ps
2 } by combining the PCs.

In some states, the object lay in a stable pose, and could itself keep the contact state with the
environment without any support from the robot, as shown in Figure 4b. In such cases, the RCF is an
empty set given as CR = ∅, and it is added to possible RCFs.

3.3. ECF-RCF Combination

With ECFs and RCFs created, the contact states of the manipulated object are generated by
matching the RCFs with ECFs. In robotic manipulations, generally, force closure is required to
achieve full constraints on the targeted object, which means the non-negative combination of primitive
wrenches on an object can balance any external load [23]. In the case of non-prehensile manipulation,
Maeda et al. [19] and Aiyama et al. [20] proposed gravity closure, which is the force closure formed
by robot contacts, environmental contacts, and gravity. External loads applied on an object can be
described by wrenches, and they expand the wrench vector space [24]. If sufficient wrench vector
bases are provided by the gravitational force and the contacts placed on an object, gravity closure
can be achieved. However, the wrench vector bases given by contacts depend on the location and
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direction of the contacts determined by the configurations of the object and the robots, whereas these
configurations are not concerned in the phase to generate the modes and their transitions.

Therefore, we combine an ECF and an RCF if the possible dimension of the wrench space spanned
by the ECF and the RCF and the gravity satisfies the condition necessary to realize gravity closure,
through which impossible modes are omitted from the viewpoint of statics.

Before calculating the dimensions of the wrench spaces spanned by the ECF and by the RCF
for determining their combinations, we eliminated the infeasible combinations for a given ECF by
checking whether the object’s geometrical primitives were accessible to robots under any of the object’s
configuration. In this contact planner, we considered only the case when an object’s geometrical
primitives make absolute contact with the geometrical primitive of the environment; this situation
would obviously disable a robot from accessing them. Therefore, for the PCs in ECF, a surface under
the PC (face, face)e, an edge under the PC (edge, face)e, and a vertex under the PC (vertex, face)e are
not accessible to robots, as shown in Figure 5. The ECF that contains a certain geometrical primitive of
the object that contacts the surface of the environment will not be considered to combine with an RCF
that contains the same geometrical primitive of the object that contacts with robots.

(a) (b) (c)

Figure 5. Three types of principal contacts (PCs) that a robot cannot access regardless of the object’s
configuration: (a) (face, face)e; (b) (edge, face)e; and (c) (vertex, face)e.

With the geometrical feasibility validated, the ECF and RCF individuals are combined according
to the condition for gravity closure. Here, we considered the possible dimensions of two kind of
wrench vector spaces correspondingly spanned by two kinds of forces: the passive and active forces.
The passive force is applied by contacts with the environment and passive robots, and the active force
is applied by contacts with the active robots and gravity. The active and passive forces were derived for
the given ECFs and RCFs, respectively. Based on this, we combined the ECF and RCF, by taking into
account only the derived maximum dimension of the wrench vector bases of the passive and active
forces to satisfy the necessary condition of gravity closure. Configurations of the objects and the robots
that meet the gravity closure will be decided in our future studies after we decide the mode transitions.

When force is applied on a contact point, the resultant wrench on the object is expressed as

w =

[
f

p× f

]
, (1)

where f is the force applied to the contact, and p is the position of contact with respect to the object
coordinate frame, as shown in Figure 6a. Certain manipulation studies have taken into account the
case when a point contact also can resist a torque, which is called as a soft finger contact. However, we
have not considered this type of contact in this paper.
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(a) (b) (c)

Figure 6. Force applied on a point of contact. (a) Definition of force. (b) Type of forces applied on a
contact when the contact is fixed. (c) Types of forces applied on a contact when the contact is sliding.

There are two cases when a contact resists an external force: the geometrical case and the frictional
case (Figure 6a,b). The former is the force caused on the object not to penetrate into the environment or
the robot. The latter is the frictional force, and there are also two types of frictional forces: static and
dynamic. We ignore dynamic friction when we consider the wrench bases to span gravity closure to
ensure manipulation, as explained in the section of the problem statement.

For static friction on a point, the frictional cone, which is determined by the linear relationship
between the geometrical force and the static frictional force, is usually considered when checking the
conditions necessary for force closure. We dealt with static friction as decomposed basis independent
of the geometrical force without considering the frictional cone (see Figure 7a) because our aim was to
omit the modes that could not realize gravity closure regardless of the object’s configuration. Therefore,
the wrench space for the jth static or dynamic contact is expressed as

Wj = 〈wj1, wj2, wj3〉, Wj = 〈wj1〉, (2)

respectively, where wj1 is the basis for the geometrical force, and wj2 and wj3 are the bases for the
static frictional force. The geometric and static frictional forces applied on edge–edge–cross contact can
also be represented in the same manner (see Figure 7b). To deal with edge–face contacts and face–face
contacts, we consider them as two point contacts on the edge and three non-collinear point contacts on
the face (such as the boundary points of the contacting area), as shown in Figure 7c,d. The wrench
space spanned by the bases is calculated by summing up the bases for all PCs in the given CF as

W = W1 ∪W2 ∪ . . . ,∪Wn, (3)

where n is the number of bases sets on the object defined in the above manner.

(a) (b)

(c) (d)

Figure 7. Wrench bases of the force applied on the static contact in the case of (a) point–face contact, (b)
edge–face contact, (c) face–face contact, and (d) edge–edge–cross contact.
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Then, the wrench spaces were separately determined for (a) the passive force applied by the
contacts from the environment and the passive robots (denoted by Wps) and (b) the active force applied
by gravity and the contacts from the active robots (denoted by Wac); see Figure 8. To achieve gravity
closure, the wrench vectors consisting of the above forces must positively span R6 as follows:

pos(Wps ∪Wac) = R
6. (4)

The reason why we separate the space into Wps and Wac is that the force applied by the
environmental contacts and the passive robots cannot realize the force closure by themselves, and the
active robots or the gravitational force must act to cause internal force on the object. According to the
Carathéodory Theorem, if vectors in a wrench set positively span R6, the wrench set should contain at
least seven vector frames in the six-dimensional space [24]. Thus, at least seven vector frames must
exist in the wrench vector space consisting of forces applied by ECFs, RCFs, and gravity to achieve
gravity closure. If the total dimension of the three kinds of wrench bases is less than seven, gravity
closure would not be realized regardless of the configuration. Therefore, we define the necessary
condition for gravity closure when combining ECFs and RCFs to omit the impossible modes as follows.
Let dim(Wps) and dim(Wac) be the dimensions of Wps and Wac, respectively, then an ECF and an RCF
can be combined for any configuration of the object and the robots satisfying

dim(Wps) + dim(Wac) ≥ 7. (5)

To determine the modes satisfying Equation (5), we calculate the maximum dimensions of Wps

and Wac as follows:

(a) (b)

Figure 8. Wrench spaces spanned by (a) forces applied by the environment–object and the
passive robot–object contacts and (b) forces applied by the active robot–object contacts and the
gravitational force.

Let there be k sets of bases between an object and environment, l sets of bases between an object
and passive robots, and m sets of bases between an object and active robots. Let W1, . . . , Wk+l+m be
the wrench space spanned by the contacts, which is derived from Equation (2), and the subscripts
correspond with the above order. The wrench spaces simply spanned by the passive and active contacts
and gravity are given by

Wps
c = W1 ∪ . . . ∪Wk ∪Wk+1 ∪ . . . ∪Wk+l (6)

and
Wac

c = Wk+l+1 ∪ . . . ∪Wk+l+m ∪Wg, (7)

respectively, where Wg is the wrench space spanned by gravity.
The wrench space spanned by RCFs requires more consideration because not only the contacts

between the object and the robots, but also the kinematics of the robots affect the spanned wrench
space on the object. The limitation on the available actuators of the robot, the passive joints in the
robot, or other kinematics restrictions determine the possible wrench. The possible wrench space for
a given robot kinematics and its configuration is also represented by the wrench bases aside from
the bases of contact. For example, Figure 9 shows the wrench bases of a robot to push an object and
the force bases of a robot to carry an object; these robots have passive joints and can be used in the
latter section. The robot to push an object has a basis represented as a force along with the axis of
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the linear actuator, as shown in Figure 9a. The robot to carry an object has three bases represented as
forces passing through the axes of the passive universal joint, as shown in Figure 9b. Let WR

j represent
the wrench space spanned by the robot based on its kinematics. By substituting the wrench spaces
spanned by the forces applied by robot–object contacts in Equations (6) and (7) with the wrench spaces
spanned by the robots based on their kinematics, the followings equations are obtained

Wps
r = W1 ∪ . . . ∪Wk ∪WR

k+1 ∪ . . . ∪WR
k+l (8)

and
Wac

r = WR
k+l+1 ∪ . . . ∪WR

k+l+m ∪Wg. (9)

Taking into account the kinematics of the robots, Wps and Wac are obtained by

Wps = Wps
c ∩Wps

r = W1 ∪ . . . ∪Wk ∪ [(Wk+1 ∪ . . . ∪Wk+l) ∩ (WR
k+1 ∪ . . . ∪WR

k+l)] (10)

and
Wac = Wac

c ∩Wac
r = Wg ∪ [(Wk+l+1 ∪ . . . ∪Wk+l+m) ∩ (WR

k+l+1 ∪ . . . ∪WR
k+l+m)], (11)

respectively. By the dimension theorem for union, dim(Wps) and dim(Wac) are given by

dim(Wps) = dim(Wps
c ) + dim(Wps

r )− dim(Wps
c ∪Wps

r ) (12)

and
dim(Wac) = dim(Wac

c ) + dim(Wac
r )− dim(Wac

c ∪Wac
r ), (13)

respectively.

(a) (b)

Figure 9. Examples having passive joints and their wrench bases. (a) Robot with five passive joints and
a linear actuator. (b) Robots with three passive joints.

The maximum of dim(Wps) and dim(Wac) are difficult to derive analytically because the exact
configuration of each contact state is not concerned in the current planning level. Fortunately,
the maximum dimension of a contact state is a constant, except when the object lies in a singular
configuration that causes dimensional degeneration. However, such kinds of singular configurations
are caused only in specified configurations, such as a point or a line in the wrench space. Therefore,
we sampled several configurations of objects and robots to calculate the maximum of dim(Wps) and
dim(Wac). If one resultant dimension was smaller than the others, the corresponding configuration
was designated as a singularity in the given ECF and RCF. The sampled Wps and Wac that provides
the maximum dimension for a given ECF and RCF is considered to be the dimension of the wrench
space spanned by Wps and Wac.

Based on the obtained dim(Wps) and dim(Wac), ECFs and RCFs are then combined as modes if
the necessary condition (i.e., Equation (5)) could be met. In this way, the modes that would appear
when the robots manipulate an object are created. However, this procedure does not guarantee that
the generated modes will always satisfy gravity closure, but it reduces the number of modes, as shown
in latter section, by omitting the impossible modes from the viewpoint of statics.
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4. Generation of Transitions Among Modes

In non-prehensile manipulation planning, the transition among modes is complicated because
of the multiple types of contacts and their relationships. Furthermore, to obtain feasible transitions
among modes, the possibility of transitions must be well reasoned by taking into account the difference
between ECF and RCF in our method.

For the ECF, we consider the transition between two ECFs is determined by geometrical
restrictions; therefore, we adopted the goal-contact-relaxation (GCR) graph [15,16,22] to analyze the
transition among ECFs. For the RCF, because of the difference between the active robot and the passive
robot, further consideration for transition is required. In this section, we propose a method to decide
the transitions among modes by taking into account the following requirements for mode transition.
By comprehensively considering the transition of ECF and RCF, we can obtain the mode graph, which
describes the transition between the modes and represents the manipulation action sequences.

Either ECF or RCF Changes

In non-prehensile manipulations, robots change the contacts between an object and its
environment to realize the target motion. Certain manipulation planning requires that ECF and
RCF changes do not occur simultaneously. Actually, simultaneous change is highly improbable in
the actual manipulation. Consequently, we assume that in a mode transition process, either the RCF
changes while maintaining the ECF or the RCF keeps contact to manipulate the object and to change
the ECF, as shown in Figure 10a.

Connection of ECFs in GCR Graph

The possible change of contacts between an object and the environment depends on their geometry.
The object’s CF can transit to its neighboring CF, which connects with it in a GCR graph [15,22]. A GCR
graph is a topological graph that represents the transition among the contact states of objects. Nodes
that represent the contact states of the object are connected by arcs if the corresponding states can
transit to each other by compliant motions. Let G, V(G), and E(G) be a GCR graph, nodes, edges in
the graph, respectively. Given two primitive CFs, Ĉa ∈ V(G) and Ĉb ∈ V(G), {Ĉa, Ĉb} ∈ E(G) if it is
possible for the two nodes to transit to each other. Though an ECF is further split into the static and
dynamic in our method, we adopted a GCR graph to judge the transition between ECFs by checking
whether the set of their primitive CFs is an arc in the GCR, as shown in Figure 10b. If the corresponding
primitive CFs are the same, they can transit to each other.

Action of Active Robot

The active robot actively exerts contact forces to an object or releases contact from an object.
Furthermore, the active robots changed the contact state in a system. In comparison, the passive robots
could not exert contact to the object actively. They got contact with an object or released contact from
an object when the object moved. Therefore, transitions that caused by the passive contact changes do
not occur without the existence of active robots. Similarly, without the existence of active robots, ECFs
cannot change except for the transition between isogenous ECFs, as shown in Figure 10c.

Object Motion

As explained above, if a contact is exerted by the environment or a passive robot, the contact
changes only under the object’s motion. Therefore, if the object is fully constrained by the environment
and the passive robots alone, the active robots cannot move the object and the transition is not caused,
except for the transition between the isogenous CFs, as shown in Figure 10d.
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(a) (b)

(c) (d)

Figure 10. Examples of possible and impossible mode transitions. (a) Either ECF or RCF changes.
(b) ECFs must be the same or connected in a goal-contact-relaxation (GCR) Graph. (c) Action of
active robots causes a mode transition. (d) Object’s motion caused change of ECFs and contacts of
passive robots.

4.1. Mode Graph

With the above-mentioned requirements for transition, a mode graph, which is a graph
representing the possible manipulation sequences of multiple robots, is obtained as follows. LetM,
V(M), and E(M) be a mode graph, nodes, and the graph edges, respectively. Let G be a corresponding
GCR graph of ECFs with V(G) and E(G) as its nodes and edges, respectively. Given the two modes,
sa = {CE

a , CR
a }, sb = {CE

b , CR
b }, where sa ∈ V(M), sb ∈ V(M), {sa, sb} ∈ E(M), the following

conditions are satisfied:

1. ECF is changed: CR
a = CR

b and CE
a �= CE

b :

(a) ECFs with their primitive CFs connected in G are transitable under the motion of the
non-fully-constrained object caused by the active robots:
{ĈE

a , ĈE
b } ∈ E(G), CR

a and CR
b include active PC, besides gravity, and dim(Wps) < 6 in

either or both sa and sb.
(b) Change in isogenous contacts:

ĈE
a = ĈE

b

2. RCF is changed: CR
a �= CR

b and CE
a = CE

b .

(a) The active robot is added or removed:(
CR

a \CR
b
)
∪

(
CR

b \CR
a
)

comprises only an active PC.
(b) The passive robot is added or removed under the motion of a non-fully-constrained object

caused by the active robots:(
CR

a \CR
b
)
∪

(
CR

b \CR
a
)

that comprise only a passive PC; CR
a and CR

b include an active PC,
and dim(Wps) < 6 in either or both sa and sb.

(c) Change in isogenous contacts:
ĈR

a = ĈR
b
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4.2. Cost for Transition between Modes

In the generated state transition graph, the nodes were connected by arcs if the corresponding
states were able to transit to each other. When we plan the manipulation based on a mode graph,
we take into account the cost for transition between the nodes, which is a value defined for each arc
according to the targeted manipulation task. For example, as seen in previous section, there are five
kinds of connections, including transitions between the isogenous states. They may have different
costs. Transitions between the isogenous states have different costs because they are just internal
transitions without changes of the contact set on the object.

Given two states, we define the cost function for the transition between them as

l(sa, sb) = k, (14)

where k is the cost for sa to transform into sb. In general, the manipulation path is determined by
searching for path from the initial to the final states in the graph to lower the total cost. In that case,
the objective function is defined as

min
i=n−1

∑
i=1

l(si, si+1), (15)

where s1 is the initial mode, and sn is the final mode.

5. Simulations

In this section, we showed two examples of mode generation based on the proposed method for
the non-prehensile manipulation planning. We showed how the method narrows down the possible
modes and their transitions and what manipulation sequences can be chosen from them based on the
costs defined on the transitions.

In both examples, a certain number of robots were given, and here the important thing was that
we needed to use the given robot to generate valid modes and to search for feasible manipulation paths,
where the number of robots was enough to achieve the gravity closure. By searching for the paths with
lowest total costs in the state transition graph, we obtained the least amount of manipulation action
sequences. Since we only concerned about the transformation of contact sets in the mode transitions,
we viewed the cost for each transition as the same. Therefore, we set the cost of transition between the
two given modes as k = 1 if they contained different primitive states, either when the environmental
contact or when any kind of robot contact changed. Otherwise, we set the cost as k = 0. Dijkstra’s
Algorithm was used to search for the shortest path from the initial state to the final state. We inhibited
paths where the modes transited back and forth.

In the following examples, we show only the examples for generating modes and determining
transitions, and we do not deal with the configuration space of an object–robot system. Therefore,
although we show some figures in which the object and the robots are placed in specified configurations,
they are only examples of configurations to help understated the resultant modes and transitions.

5.1. Example 1 and Result Discussion

In the first example, we used two types of mobile robots. The first type of robot was a pusher robot
that we developed [25–27], as shown in Figure 11b. In this robot, we realized the safety manipulation
that avoided the robot from falling; we did this by restricting the force that the robot could apply to the
environment by using passive points. The pusher robot has a linear actuator. A face contact between
the manipulator and an object acted as an active contact to change the mode of the robot–object system.
The pusher robot could move to the target position by using wheels, but those wheels were lifted up
and not used while the robot manipulated an object. Because of the special mechanism with passive
joints, the kinematics of the robot (shown in Figure 9a) is given as explained in the previous section.
See the details of the mechanism in our previous studies [25–27].
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(a) (b) (c) (d)

Figure 11. Mobile robots used in examples. (a) Pusher robot. (b) Schematic of a pusher robot. (c)
Schematic of a transporter robot. (d) Mobile robot with a six-axis manipulator.

Another type of robot is a transporter robot, as shown in Figure 11c. A transporter robot (see
Figure 9b) has a structure similar to the pusher robot, but it does not have a linear actuator and has
fewer passive joints (as explained in the previous section). The transporter robot can also move to the
target position by using wheels but those wheels are not used until it starts transporting the object.
As a result, a transporter robot supports an object passively during manipulation, and a face contact
between the robot and an object acted as a passive contact. We assume that a pusher robot and a
transporter robot act as an active contact and a passive contact, respectively, and these functions are
not changed during manipulation for simplicity.

In this manipulation, the task is to load a cuboid up to the transporter robots by using the pusher
robots so that the object can be transferred away by the transporter robots. In the initial mode, the
cuboid lies against a corner of the two adjacent walls, as shown in Figure 11a. The target final mode is
the object held by the three transporter robots, as shown in Figure 11b. We consider the interactions
between the cuboid and the environment when loading the cuboid up to the transporter robots by
using the proposed method.

As shown in Figure 12, the faces, the edges, and the vertices of the cuboid are denoted as
f1, f2, . . . , f6, e1, e2, . . . , e12, and v1, v2, . . . , v8, respectively. The walls are denoted as F1 and F2, and the
floor is denoted as F3. For simplicity, we assume that the frictional coefficient of the walls is small
enough to deal with the contacts on them as friction-less contacts. Therefore, the ECFs including F1 and
F2 are always dynamic contacts. We used six pusher robots whose geometrical primitives were denoted
as r1, r2, . . . , r6 and three transporter robots whose geometrical primitives were denoted as r7, r8, r9.
For simplicity, the transporter robots and the object always made contact at the bottom of the object.
Therefore, r7, r8, r9 consisted of RCFs only with f2. The initial state is given as s1 = {CE

1 , CR
1 }, where

CE
1 = {( f6, F1)

e,dn, ( f2, F3)
e,st, ( f1, F2)

e,dn}, and CR
1 = ∅. The final state is given as sG = {CE

G, CR
G},

where CE
G = ∅, and CR

G = {( f2, r7)
r,ps, ( f2, r8)

r,ps, ( f2, r9)
r,ps}.

(a) (b)

Figure 12. (a) Initial mode and (b) Target final mode. The targeted object for manipulation is a
cuboid. There are two walls and the floor as the environment. We used six pusher robots and three
transporter robots.

By applying the proposed method to generate the mode from the viewpoint of statics, 166,553,714
modes were generated, with the type and the corresponding number of robots determined according
to the necessary condition to achieve gravity closure. As shown in Table 1, the total number of
combinations between the possible ECFs and RCFs was 167,180,587, and we can see that proposed
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protocol reduced the number of modes. The reduction in the total number of modes was not dramatical
because by considering all the possible contact between the robots and the object’s geometrical
primitives, there existed a huge amount of RCFs. For each ECF, our method eliminated the unvailable
robot combinations. However, for most of the ECFs, the environmental constraints enabled most
of the robot combinations to provide sufficient constraints to achieve the gravity closure, so the
reduction of the candidates of robot combination was not really much. Further, after considering the
possible geometrical primitives of the object that made contact with the robots, this reduction became
less significant.

The mode transition graph was generated from the above modes by using the rules defined in
the previous section. Also, as shown in Table 1, the resultant number of transitions was 8.6× 109,
where we can see that the proposed rules significantly reduced the candidates of transition between
modes, which originally would be 1.4× 1016. We can see a dramatic reduction in the number of mode
transitions here because one contact states can only change to another one under the constraints of
geometrical boundary relationships and under the rules that the robot contact changes one by one.
With such geometrical boundary relationships and the rules to change the robot contacts considered,
a mode has only very few or even no transitable modes, whereas all the other modes will be its
transitable modes and a large number of meaningless transitions will be caused if our method is
not adopted.

Finally, by searching the mode graph, a total of 27,216 paths which minimized the cost were
obtained in the graph.

Table 1. Comparison among the various parameters obtained by Example 1.

Before Adopting Our Method After Adopting Our Method

Generated modes 167,180,587 166,553,714
Number of mode transitions 1.4× 1016 8.6× 109

Table 2 shows one of the obtained paths with the lowest cost in the mode graph. As mentioned
above, the paths in the modes were decided without planning the exact configuration of robots.
Therefore, the configurations of the object and the robots shown in Table 2 are examples of the modes.
In the path shown in Table 2, the object was pushed by a pusher robot and rotated about the object’s
edge e5 alongside the wall F1. A transporter robot was then inserted underneath it. The pusher robot
then moved the object so that only the object’s vertex v3 was in contact with the floor F3, and another
transporter robot was inserted underneath the object. Finally, with two transporter robots at the
bottom, the object lost contact with the floor F3 through contact with the pusher robot, which allowed
the third transporter robot to enter underneath the object. Thus, the object was finally loaded onto
three transporter robots.

We can see that the obtained path is reasonable. From the viewpoint of statics and geometry,
it was also reasonable to include the paths in which only the combinations of geometrical primitives
were different. The resultant paths also contained those paths that were impossible to realize from
the viewpoint of the force balance determined by the configurations of the object and the robots.
Those paths will be omitted in the later planning phase when deciding the object–robot system’s exact
configurations based on the transitions of the modes; they will not be dealt with in the current phase
where only the transitions of the modes are decided. The important result is that the candidates of
the mode transposition were narrowed down, as shown Table 1, and this facilitated the planning to
determine the configurations.
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Table 2. One of the manipulation paths that minimized the cost.

Image ECF and RCF in the Mode

CE
1 = {( f6, F1)

e,dn, ( f1, F2)
e,dn, ( f2, F3)

e,st}
CR

1 = ∅

⇓ l(s1, s2) = 1

CE
2 = {( f6, F1)

e,dn, ( f1, F2)
e,dn, ( f2, F3)

e,st}
CR

2 = {( f3, r1)
r,ac}

⇓ l(s2, s3) = 1

CE
3 = {( f1, F2)

e,dn, (e5, F3)
e,st}

CR
3 = {( f3, r1)

r,ac}

⇓ l(s3, s4) = 1

CE
4 = {( f1, F2)

e,dn, (e5, F3)
e,st}

CR
4 = {( f3, r1)

r,ac, ( f2, r7)
r,ps}

⇓ l(s4, s5) = 1

CE
5 = {(v3, F3)

e,st}
CR

5 = {( f3, r1)
r,ac, ( f2, r7)

r,ps}

⇓ l(s5, s6) = 1

CE
6 = {(v3, F3)

e,st}
CR

6 = {( f3, r1)
r,ac, ( f2, r7)

r,ps, ( f2, r8)
r,ps}

⇓ l(s6, s7) = 1

CE
7 = ∅

CR
7 = {( f3, r1)

r,ac, ( f2, r7)
r,ps, ( f2, r8)

r,ps}

⇓ l(s7, s8) = 1
CE

8 = ∅

CR
8 = {( f3, r1)

r,ac, ( f2, r7)
r,ps, ( f2, r8)

r,ps,
( f2, r9)

r,ps}
⇓ l(s8, sG) = 1

CE
G = ∅

CR
G = {( f2, r7)

r,ps, ( f2, r8)
r,ps, ( f2, r9)

r,ps}

5.2. Example 2 and Result Discussion

In the second example, a cuboid is loaded onto a step by using mobile robots, as shown in
Figure 13. The faces, the edges, and the vertices of the cuboid are denoted as f1, f2, . . . , f6, e1, e2, . . . , e12,
and v1, v2, . . . , v8, respectively. The floor is denoted as F1 and the faces consisting of the step are
denoted as F2 and F3.

(a) (b)

Figure 13. (a) Initial mode and (b) target final mode. Targeted object for manipulation is cuboid. There
is a step in the environment. We used six pusher robots to bring the cuboid on the step.
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A mobile robot with a standard six-axis manipulator is shown in Figure 11d. The robot generates
a frictional point of contact with the object. We used three robots and denoted their geometrical
primitives as r1, r2, and r3. There were no obstacles around the step; therefore, the manipulation
could be performed by either using or not using the environment. By using the proposed method,
we generated the modes with the necessary number of robots to achieve gravity closure. Then, in
the created mode graph, we took the initial state as s1 = {{( f2, F1)

e,st},∅} and the final state as
sG = {{( f2, F3)

e,st},∅} and searched for the manipulation paths with the minimum total cost.
Using the procedure given in the previous example, we generated 292,415 modes and 2.9× 106

transitions. The total number of combinations of the ECFs and RCFs was 299,967, and the total number
of combinations of the generated modes was 4.5× 1010, as shown in Table 3. For the same reason we
analyzed in Example 1, our method also narrowed down the number of possible modes, and especially,
dramatically decreased the transitions between them.

Table 3. Comparison among the various parameters obtained by Example 2.

Before Adopting Our Method After Adopting Our Method

Generated modes 299,967 292,415
Number of mode transitions 4.5× 1010 2.9× 106

Our search produced 672,352 paths with a minimum total cost. In these obtained paths, the
number of robots involved varied. In the two paths shown in Table 4, we found that the number of
robots engaged in the two paths were different.

In Path 1, only two robots were needed to perform the manipulation task whereas three robots
were needed in Path 2 because the floor was used to exert constraints on the object. Therefore, fewer
robots were needed in Path 1. We could choose the path according to some other criteria based on
the obtained paths. For example, the manipulation action sequences obtained from Path 1 would
be more preferable than those obtained from Path 2 because fewer robots were adopted. Besides,
as compared with the previous example, relative sliding occured on the face contact principals in
the action sequences of Path 1 between the mode s5 = {{(e5, F1)

e,dn}, {( f3, r1)
r,ac, ( f5, r2)

r,ac}} and
the mode s6 = {{(e5, F1)

e,dn, ( f2, E2)
e,dn}, {( f3, r1)

r,ac, ( f5, r2)
r,ac}}; therefore, the transition from static

contact to dynamic contact appeared between the mode s4 = {{(e5, F1)
e,st}, {( f3, r1)

r,ac, ( f5, r2)
r,ac}}

and s5. A similar transition can also be seen in Path 2.
In the non-prehensile manipulation by multiple mobile robots, there were many possible

manipulation sequences each with a difference number of robots. As shown in above example,
our method can list up possible patterns of manipulation taking into account their possibility from the
viewpoint of statics.
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Table 4. Two paths of the manipulation paths which minimized the cost.

Path 1 Path 2

Image ECF and RCF in the Mode Image ECF and RCF in the Mode

CE
1 = {( f2, F1)

e,st}
CR

1 = ∅

CE
1 = {( f2, F1)

e,st}
CR

1 = ∅

⇓ l(s1, s2) = 1 ⇓ l(s1, s2) = 1

CE
2 = {( f2, F1)

e,st}
CR

2 = {( f3, r1)
r,ac}

CE
2 = {( f2, F1)

e,st}
CR

2 = {( f3, r1)
r,ac}

⇓ l(s2, s3) = 1 ⇓ l(s2, s3) = 1

CE
3 = {(e5, F1)

e,st}
CR

3 = {( f3, r1)
r,ac}

CE
3 = {( f2, F1)

e,st}
CR

3 = {( f3, r1)
r,ac, ( f5, r2)

r,ac}

⇓ l(s3, s4) = 1 ⇓ l(s3, s4) = 1

CE
4 = {(e5, F1)

e,st}
CR

4 = {( f3, r1)
r,ac, ( f5, r2)

r,ac}
CE

4 = {( f2, F1)
e,st}

CR
4 = {( f3, r1)

r,ac, ( f5, r2)
r,ac, ( f1, r3)

r,ac}

⇓ l(s4, s5) = 0 ⇓ l(s4, s5) = 1

CE
5 = {(e5, F1)

e,dn}
CR

5 = {( f3, r1)
r,ac, ( f5, r2)

r,ac}
CE

5 = ∅

CR
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6. Conclusions

In this paper, we proposed the modal planning method for multi-contact non-prehensile
manipulation using multiple mobile robots. After defining a mode as a set of configurations that
hold the same contact state and investigating the transition between modes, a manipulation planner
can efficiently probe the configuration space even if the states under varying constraints are difficult
to sample in the configuration space. When multiple mobile robots manipulate the object using
non-prehensile methods, the modes and their consequent transitions become enormous because of
the numerous contacts made by the environment and the robots on the object. For such situations,
we proposed a method to narrow down the possible modes and their transitions beforehand by
excluding the invalid modes and transitions. In our proposed method, we generated modes that
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described an object’s contact states with the robots and the environment while ignoring their exact
configurations, provided each multi-contact set satisfied the necessary condition for gravity closure
on the object (along with gravity). Secondly, we investigated the valid transition between the modes
by taking into account whether the given robot could actively change an object’s contact state under
feasible geometrical relationships. Finally, we conducted two simulations on specific manipulation
tasks to validate our method and confirmed that the number of modes and transitions had significantly
reduced. Also, it was feasible to obtain the sequence of modes obtained by searching the shortest path.

Our method can be adopted to probe the modal spaces in the variant cases of non-prehensile
manipulation by mobile robots. If prior sequencing manipulation actions by adopting the generated
mode transition graph, the manipulation planner can avoid the heavy computation of searching in
a whole large configuration space. Thus, determining the sequence of modes is usually the first
hierarchy in manipulation planning, where we do not consider the exact configuration of a system
that comprises objects and robots. However, these configurations must be determined to complete
manipulation planning by considering certain factors, such as the achievement force closure, the
movability of the object, and accessibility for mobile robots. We can obtain those configurations based
on the prior determined modal space, by applying sample-based methods to each modal space. This
will be significantly more efficient than directly applying sample-based methods to probe a whole
configuration space. In our future studies, we propose to further investigate this topic.
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Abstract: This work reports a master-slave separate parallel intelligent mobile robot for the fully
autonomous transportation of pallets in the smart factory logistics. This separate parallel intelligent
mobile robot consists of two independent sub robots, one master robot and one slave robot. It is
similar to two forks of the forklift, but the slave robot does not have any physical or mechanical
connection with the master robot. A compact driving unit was designed and used to ensure access
to the narrow free entry under the pallets. It was also possible for the mobile robot to perform a
synchronous pallet lifting action. In order to ensure the consistency and synchronization of the
motions of the two sub robots, high-gain observer was used to synchronize the moving speed,
the lifting speed and the relative position. Compared with the traditional forklift AGV (Automated
Guided Vehicle), the mobile robot has the advantages of more compact structure, higher expandability
and safety. It can move flexibly and take zero-radius turn. Therefore, the intelligent mobile robot is
quite suitable for the standardized logistics factory with small working space.

Keywords: intelligent mobile robot; pallet transportation; master-slave; compact driving unit;
high-gain observer

1. Introduction

Logistics is an important part of the manufacturing enterprise [1,2], and the pallet is one of the
logistics carriers in the factory [3]. The automation of pallet transportation is an important factor
which affects the smart factory logistics [4]. Pallet handling equipment mainly refers to manually
operated hydraulic trucks and electric or fuel forklifts, both of which require a large working space for
operation. When the goods are delivered, it is necessary for the operator to handle the loading and
unloading of the goods. A large amount of labor is required, which does not meet the requirements of
factory automation.

In recent years, with the development of factory intelligence, flexible manufacturing systems
and automated warehousing, the autonomous navigation forklift or forklift AGV (Automated
Guided Vehicle) has gradually become an important device for solving the internal logistics of
pallet transportation in the factory [5,6]. Compared with the traditional forklift, the autonomous
navigation forklift AGV is improved with intelligent components such as external sensors, navigation
and positioning modules, software scheduling, and power management system. Forklift AGV can
transport the pallets placed on the ground to meet the unmanned logistics requirements [7–9]. As early
as 2015, the forklift company, for example, Dematic or Jungheinrich, launched a forklift AGV based on
the traditional forklift. For AGV products based on forklift, a single steering wheel or a differential
fixed double steering wheel with a front integrated steering motor was generally used as the driving
wheel, and the two-forked casters with two auxiliary wheels. Forklift AGV could move freely by
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controlling a single steering wheel or a differential double steering wheel. Forklift AGV used the
traditional forklift structure and had the function of stacking high pallets. However, due to its own
structural characteristics, the overall size and its self-weight are both large. And the arrangement of the
driving wheels and the attached wheels determined that this type of AGV cannot achieve zero-radius
rotation. It requires a rather large working space [10].

In order to adapt to small working space of factory logistics, another type of pallet transportation
robot was designed and used. The pallet transportation robot moved underneath the pallet rack to
lift and delivered the pallet to a destination, which was placed on a pallet rack with a certain height
in advance. In 2007, Professor Manuel Weber of the University of Stuttgart, Germany, proposed and
designed the double-pronged pallet handling robot, the Doppelkufen system [11], to minimize the
required transportation space. The Doppelkufen system used a visual recognition ribbon to guide
between different production lines. In order to realize autonomous navigation, the two separate
double forks connected with each other physically, and peripheral sensors were assembled to develop
a compact forklift robot capable of zero-radius rotation and omnidirectional motion, for example,
Agumos G130 [12] of Melkus Mechatronic GmbH and Nipper [13] of Dutch F3 Design. Combining with
the advantages of both the traditional forklift AGV and the compact forklift AGV, INTREST Services
GmbH of Germany introduced the Agilox product [14]. Agilox could perform palletizing automatically.
It had a heavy self-weight and high height and cannot move underneath the pallet directly like a
forklift. However the pallet needed to be placed on a custom-height pallet rack in advance.

In order to solve the problems, this paper mainly introduces a master-slave separate parallel
intelligent mobile robot for autonomous pallet transportation in the smart factory logistics. The separate
parallel intelligent mobile robot consists of two independent sub robots, which is similar to two forks
of the forklift, but these sub robots do not have any physical connection with each other to achieve
the pallet transportation. It can move underneath the narrow free entry of the pallet and has a load
capacity of up to 1 ton. It was designed with a compact driving unit, in addition to actual motions,
such as linear motion, oblique linear motion, and zero-radius turn. It could also perform synchronous
lifting and laying of the pallet. The slave robot follows the master robot synchronously and consistently.
Each robot had two driving units. In order to synchronize the motion and trajectory of these two
sub robots, a nonlinear control system was used [15]. The application of nonlinear control systems
in robotics control was very common, from the simplest two-wheel driving self-balancing robot
dynamics [16,17], the robotic arm joint PD control [18], to the cluster control of UAV formations [19–21].
In the design we used the synchronic control strategy of slave robot dynamic adaptive following master
robot. By analyzing the practical effects of sliding mode control [22] and high-gain observer [23] of the
nonlinear control tools, we selected high-gain observer to obtain the following speed and state control
of slave robot which was to ensure that the following errors converged and achieved synchronization
of the master-slave robot motion.

Compared with the manual and forklift truck, the separate parallel intelligent mobile robot can
fulfill an autonomous pallet transportation. Compared with the traditional intelligent forklift AGV,
it has the advantages of compact structure, small self-weight and large payload, high expandability
and safety. It can implement zero-radius turn and requires small channel width. It can also be
combined with automation equipment or storage system seamlessly. So it is very suitable for small
and standardized logistics warehouses.

The rest of this paper is organized as follows. Section 2 describes the mechanical structure of
master-slave separate parallel intelligent mobile robot, such as compact driving units, communication
modules, and safety protection modules. High-gain observer is adopted to ensure the consistency
and synchronization of actual motions of two sub robots of intelligent mobile robot in Section 3.
Experimental results and related analyses are given in Section 4, followed by conclusions in Section 5.
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2. Separate Parallel Intelligent Mobile Robot

2.1. A Compact Driving Unit

As the EPAL Euro pallet is widely used in the factory logistics (PALETTE EUR-EPAL, dimension:
L1200 mm ×W800 mm and L1200 mm ×W1000 mm), a compact driving unit was designed ensure
that the two sub robots could move into the free entry of the standard pallet and lift the pallet up.
Each sub robot has front and rear driving units. Separate parallel intelligent mobile robot implemented
synchronous motions such as linear motion, oblique linear motion, and zero-radius turn. It could also
perform synchronous lifting and laying of the pallet.

2.1.1. Motor Performance Calculation

In the actual motions of the master-slave separate parallel robot during the pallet transportation,
it is necessary to overcome some resistance, such as the rolling resistance from the ground and the air
resistance from the air. The resistance expressions ∑ F are:

∑ F = Ff + Fw + Fi + Fj (1)

where, Ff is tolling resistance; Fw is air resistance; Fi is climbing resistance; Fj is acceleration resistance.
Tolling resistance for a sub robot is

Ff = μmg (2)

where, μ is coefficient of tolling resistance. m represents the its own weight and maximum payload.
The resistance during acceleration of the sub robot is:

Fj = ma (3)

Due to surface roughness, climbing resistance of the sub robot is

Fi = mg sin α (4)

The rolling diameter of sub robot’s driving wheel is set to D. The total motion-resistance force is
∑ F. Then total resistance moment ∑ M is:

∑ M = ∑ F · D
2

(5)

As each unit has two driving wheels, the driving moment of every wheel Md is

Md =
∑ M

4
(6)

According to the design requirements, a sub-robot’s self-weight and maximum payload
m = 600 kg. The normal velocity is 0.7 m/s. The acceleration is a = 0.3 m/s2. The surface slope
of working ground is α = 2◦. The ground friction coefficient is μ = 0.02.

2.1.2. Mechanism Design

Each sub robot uses front and rear driving units and one driving unit consists of two DC motors,
reducers and driving wheels. The power transmission sequence is: DC motor, planetary reducer,
small timing pulley, timing belt, large timing pulley, and driving wheel. The slip ring is assembled to
simplify wiring during the zero-radius turn of the driving units. The slip ring is divided into upper
and lower parts: the upper part is the stator, and the lower part is the rotor. The stator is fixed with the
integral support plate, and the rotor rotates together with the driving mechanism. Slip ring not only
solves the problem of wiring of power and cable during the lifting and laying of the pallet, but also
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provides direction angle value for the front and rear driving units through the built-in multi-turn
absolute encoder, which provides input for the nonlinear synchronization control in Section 3. It is
known that the pitch, length and other parameters of the screw can lift the pallet up precisely to a
certain height by controlling the number of wheel rotations of the driving units. Since the screw has a
self-holding characteristic, the pallet does not fall down by itself even though power outage may occur
unexpectedly. The compact driving unit is shown in Figure 1.

slip ring

driver 1

motor 1

wheel 1

driver 2

motor 2

wheel 2

support base
/rotor

statorscrew

Figure 1. Three dimensional sketches of the compact driving unit.

2.1.3. Analysis of Motion Models

Motion models of separate parallel intelligent mobile robot are mainly based on the master robot’s
motion, such as visual navigation, and laser-based navigation. Slave robot follows master robot to
dynamically adjust the relative speed and position. The two sub robots implement synchronous
actual motions, such as linear motion, oblique linear motion, zero-radius turn, and lifting and laying.
The motion model is shown in Figure 2.

    
(a) (b) (c) (d) 

Figure 2. Analysis of motion model. (a) Forwards/Backwards; (b) Rotation; (c) Sideways/crab motion;
(d) Lifting and laying.
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2.2. Schematic Diagram of Separate Parallel Intelligent Mobile Robot

The main components of master-slave separate parallel intelligent mobile robot are: driving
units, control and power supply modules, sensor modules, shell cover and safety protection modules,
as shown in Figure 3. The individual modules of the sub robot are mechanically independent but
electrically connected to each other. Each sub robot consists of two driving units, two safety protection
modules, two sensor modules, and control and power supply modules with the cover. Safety sensors
and infrared data transmission module are installed around the sides of each sub robot. The shell
cover is the mounting base, and each module is mounted on the cover by a cross recessed countersunk
head screw.

drive module

industrial camera and 
charging port

shell cover

control core

vision processor

battery

infrared data transmission module

point laser distance sensor

 mirror reflection photoelectric switch

safety protection module

Figure 3. Schematic diagram of separate parallel intelligent mobile robot.

3. Synchronization Nonlinear Control

The most significant and complex problem in the real-time control system of the master-slave
separate parallel intelligent mobile robot is the synchronization control of actual motions of the two
sub robots, which is also a very difficult nonlinear control system. To get good performance of the
synchronization control, complex nonlinear control strategy should be used. Therefore, this section
mainly introduces some nonlinear control strategies, such as the input of nonlinear control system and
high-gain observer control tool.

3.1. Control Strategies of Actual Motions

Different control strategies should be used in master robot and slave robot, while separate parallel
intelligent mobile robot is moving. As the master robot, the only control principle is ensuring that the
front and rear driving units work precisely and move as ordered. But for the slave robot, its control
strategy is much more complex. (1) Self-motion conforms to self-physical model. (2) Following the
master robot on front-rear axis and left-right axis, which are two different axes (X-axis and Y-axis).
The repetitive position accuracy of master robot is normally distributed and related to the control
accuracy of the driving units, the smoothness of the ground and the operation cycle time of the
feedback control system. While the precision of driving wheel is higher and the smoothness of ground
is better or the operation cycle time of control system is shorter, the variance of repetitive position
accuracy will get smaller. As to the slave robot, the factors affecting repetitive position accuracy
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are much more complex, which include master robot’s position error, slave robot’s following error,
inherent errors, etc.

3.1.1. Control Strategy of Master Robot Motions

As mentioned above, master robot only needs to move according to the driving task demands.
Therefore, PID control strategy is suitable for master robot to move to the destination or lift up
and lay down the pallet by controlling its driving motors. What is more, in simulation diagram,
module “Constant” means setting trajectory, and “Integrator” means that the odometer is the integral
result of velocity and time. In “Control section”, the speeds of the two driving units are adjusted
dynamically based on the position feedback. Because the system is an open loop including integral
part, a proportional part in feedback control can make master robot motion system gradually stable.
Control strategy of master robot motion is shown in Figure 4.

Figure 4. Control strategy of master robot motion.

3.1.2. Control Strategy of Slave Robot Motions

In fact, slave robot control system is a very complex nonlinear control strategy. Here, the main
control ideas of slave robot are described in this section. The controlled object for slave robot are
driving units. Control goal is to eliminate position errors on X-axis and Y-axis. The feedback signal
includes the distance data between master robot and slave robot, and the SIGN signal indicates if
master robot position leads or lags on Y-axis.

In order to keep the system in a steady stable state, the system’s energy derivative should be
non-positive definite according to Lyapunov’s second stability theorem. Therefore, in this control
system the driving motors’ speed should tend to be stable in the process of system. Because slave
robot cannot know the accurate error in real time between master robot and slave robot on Y-axis,
which means it is impossible for slave robot to follow master robot without position error on Y-axis.
Therefore, high-gain observer is used for keep slave robot stable within a certain error value while
following master robot on Y-axis. Actually, when high-gain observer is used, it will affect the motions
on both X-axis and Y-axis. Because when driving units move in the oblique linear direction, slave robot
motion on X-axis and Y-axis are coupling. The slave robot moving on Y-axis will also result in moving
on X-axis. Therefore, high-gain observer should be used when slave robot motion on X-axis and-Y axis
are in the positive correlation.

In order to assure the sub robot motion on X-axis and Y-axis are in positive correlation, the moving
direction of driving units should be adjusted accordingly. Because the control system energy will not be
changed if only directions of driving units are adjusted. In fact, by adjusting driving motors’ direction,
the motions on X-axis and Y-axis are able to be changed as ordered. By using the above control strategy,
the following errors between master robot and slave robot will be converged, and slave robot is able to
keep stable within a certain error range. The control strategy of slave robot is shown in Figure 5.

Given the initial position offset and angle offset, the errors on X-axis and Y-axis will approach
zero but not reaches an asymptotically stability using high-gain observer control strategy. In the actual
motions, the following errors between master robot and slave robot can be observed by industrial
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camera. And jitters may occur during slave robot motion, which also verifies the accuracy of high-gain
observer control tool.

Figure 5. Control strategy of slave robot.

3.2. Input of Nonlinear Control System

Separate parallel intelligent mobile robot uses master-slave robot structure. In order to achieve
high performance of real-time control and response, the chip with over 600 MHZ main frequency
should be selected as main control chip. What is more, RTOS system should be embedded for using
time slices efficiently. And infrared data transmission module is used for real-time communication
between master robot and slave robot. In this way, the operation cycle time of the control system
can be within 5 milliseconds, which is an important factor of affecting master-slave robot real-time
synchronization control.

In order to reduce the following errors and achieve high repetitive position accuracy,
high-precision sensors should be used, for example distance sensors. In this way, sensors will get
relative distance data, which are also the input parameters of slave robot nonlinear control system.
Here are the input parameters of slave robot nonlinear control system:

(1) Distance between master robot and slave robot on X-axis: the precise distance between slave
robot and master robot can be obtained by two sets of high-precision point laser distance sensors
which are installed on the relative side of the front and rear of slave robot.

(2) Distance between master robot and slave robot on Y-axis: position error on Y-axis can be
roughly measured by tree groups of mirror reflection photoelectric switches, which return a set of
SIGN function signal to the control system. That is to say, if the difference between slave robot and
master robot is greater than a preset value, the Y-axis distance sensor returns +1 signal to the control
system. If the difference is within a preset range, the Y-axis distance sensor returns 0 signal to the
control system. Otherwise, the Y-axis distance sensor returns -1 signal.

Obviously, the procedure of slave robot following master robot is a nonlinear control process.
The input parameters of the nonlinear control system include the distance on X-axis and position error
SIGN signal on Y-axis. And the output is the moving speed of each driving motor. The goal of the slave
robot control system is to make the following process stable and keep the following errors between
master robot on X-axis and Y-axis within a preset value.

3.3. High-Gain Observer

High-gain observer is a good tool for the nonlinear control process in which some state variables
cannot be measured accurately due to technical or economic reasons. In some practical cases, the tool
can be modified to produce an output feedback controller [14].

Suppose that a nonlinear system can be transformed into the form:{ .
x = Ax + g(y, u)

ŷ = Cx
(7)
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where (A, C) is observable. This form is special because the nonlinear function g depends only on the
output y and the control input u. Taking the observer as:

.
x̂ = Ax̂ + g(y, u) + H(y− Cx̂) (8)

it can be easily seen that the estimation error x̃ = x− x̂ satisfies the linear equation:

.
x̃ = (A− HC)x̃ (9)

Hence, designing H such that A−HC is Hurwitz guarantees asymptotic error convergence, that is
lim

x→∞
x̃(t) = 0. Aside from the fact that the observer works only for a special class of nonlinear systems,

its main drawback is the assumption that the nonlinear function g is perfectly known. Any error in
modeling g will be reflected in the estimation error equation.

The upper nonlinear observer is suitable for most system. But for the sub-style parallel intelligent
mobile robot, slave robot should follow master robot synchronously and timely. There are also many
measurement deviations. We should give a special design of the observer gain that makes the observer
robust to uncertainties in modeling the nonlinear functions. High-gain observer can guarantee that the
output feedback controller recovers the performance of the state feedback controller when the observer
gain is sufficiently high.

We use the observer in output feedback stabilization. The main results in Section 4 are separation
principles that allow us to separate the design into two tasks. First, we design a state feedback
controller that stabilizes the system and meets other specifications. Then, an output feedback controller
is obtained by replacing the state x by its estimate x̂ provided by high-gain observer. A key property
that makes this separation possible is the design of the state feedback controller to be globally bounded
in x. High-gain observer can be used in a wide range of control problems.

Consider the second-order nonlinear system:⎧⎪⎨⎪⎩
.
x1 = x2

.
x2 = φ(x, u)

y = x1

(10)

where x = [x1, x2]
T . Suppose u = y(x) is a locally Lipschitz state feedback control law that stabilizes

the origin x = 0 of the closed-loop system.
To implement this feedback control using only measurements of the output y, we use the observer:{ .

x̂1 = x̂2 + h1(y− x̂1).
x̂2 = φ0(x̂, u) + h2(y− x̂1)

(11)

We set x̃1(0) = 0 and x̃2(0) = 0. Where φ0(x, u) is a nominal model of the nonlinear function
φ(x, u). The estimation error:

x̃ =

[
x̃1

x̃2

]
=

[
x1 − x̂1

x2 − x̂2

]
(12)

Satisfies the equation: { .
x̃1 = −h1 x̃1 + x̃2.

x̃2 = −h2 x̃1 + δ(x, x̃)
(13)
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where δ(x, x̃ = φ(x, γ(x̂))− φ0(x̂, γ(x̂))). We want to design the observer gain H = [h1, h2]
T such that

limt→∞ x̃(t) = 0. In the absence of the disturbance term δ, asymptotic error convergence is achieved by
designing H such that:

Ao =

[
−h1 1
−h2 0

]
(14)

is Hurwitz. For this second-order system. Ao is Hurwitz for any positive constants h1 and h2. In the
presence of δ, we need to design H with the additional goal of rejecting the effect of δ on x. This is
ideally achieved, for any δ, if the transfer function:

Go(s) =
1

s2 + h1s + h2

[
1

s + h1

]
(15)

From δ to x is identically zero. While this is not possible, we can make supω∈R
∣∣Go(jω) arbitrarily

small by choosing h2 >> h1 >> 1. In particular, taking

h1 =
α1

ε
, h2 =

α2

ε2 (16)

for some positive constant α1, α2 and ε, with ε << 1, it can be shown that:

Go(s) =
ε

(εs)2 + α1εs + α2

[
ε

εs + α1

]
(17)

Hence, limε→0Go(s) = 0. The disturbance rejection property of high-gain observer can be also
seen in the time domain by representing the error equation in the singularly perturbed form.

The initial conditions are ε = 0.01, h1 = 100, and h2 = 1000. We can obtain the best
high-gain observer for synchronization control of these two sub robots of separate parallel intelligent
mobile robot.

4. Experiment and Analysis

The separate parallel intelligent mobile robot consists of two independent sub robots, a master
robot and a slave robot, which are similar to two forks of the forklift, but the sub robot does not have
any physical connection with master robot. Each robot has front and rear driving units. These two sub
robots collaborate to deliver the pallet synchronously. This section will analyze the steady state error
in order to synchronize the actual motions of these two sub robots. The center of gravity distribution
and offset error during flexible docking to the free entry of the pallet will be also analyzed.

4.1. Steady State Error Analysis of Actual Motions

This section will summarize the steady state error of actual motions based on both simulation in
Simulink and convergence of results.

4.1.1. Linear Motion

When the master-slave mobile robot is moving linearly frontwards or backwards, slave robot
should follow master robot synchronously. In order to get the value of front or rear deviation, three
non-uniformly distributed are used to get relative position, which is set to be SIGN (+1, −1, 0). Slave
robot should align its velocity of every driving motor by high-gain observer in real time. Otherwise,
jitter of slave robot will be intolerable. Then slave robot cannot follow master robot synchronously.
The procedure of adjusting relative velocity and position will be convergent and easy to reach a steady
state after a period of time. The jitter of slave robot following master robot will also be reduced.
The simulation in Simulink and convergence of results are shown in Figure 6. As shown in Figure 6b,
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there are following errors at the beginning of linear motion. In Figure 6b, the abscissa unit is second and
ordinate unit is millimeter. Self-adjusting process during the following procedure will then eliminate.

 
(a) 

 
(b) 

Figure 6. The simulation in Simulink and convergence of results for linear motion. (a) Simulink
simulative model graph; (b) The model reaches a steady convergent state.

4.1.2. Oblique Linear Motion

Integrator and integrator1 are two integrations of the model which describe the driving motor
of the sub robot. Also this represents that the speed difference of driving motors would not directly
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cause the offset of robot motion. Simple Zero-Order-Hold is sample hold. Due to the integral element
could lead to time-delay and vibration, the system would not use integral element in system offset
reducing. So only integrator4 is added to I in outer-loop in Simulink to reduce steady state error in the
actual following motions. Theoretically, when the initial offset of following motion is 15 mm and angle
is −5◦, the following errors on X-axis and Y-axis will approximate 0 after reaching the steady state.
As shown in Figure 7, the model reaches a steady convergent state. In Figure 7b, the abscissa unit is
second and ordinate unit is millimeter.

 
(a) 

 
(b) 

Figure 7. The simulation in Simulink and convergence of results for oblique linear motion. (a) Simulink
simulative model graph; (b) The model reaches a steady convergent state.

4.1.3. Zero-radius Turn

When the master-slave separate parallel intelligent mobile robot takes a zero-radius turn, slave
robot should follow master robot’s position synchronously and timely on both X-axis and Y-axis.
While rotating, the motion analysis of driving units should have a unique solution in the robot motion
model. Then the velocities of slave robot’s front and rear driving motors will cancel out each other on
Y-axis. And the velocity on X-axis of the sub robot’s driving motors is taken as the linear velocity while
rotating. When the position following errors on X-axis and Y-axis occur on slave robot, the velocity
and direction of driving units should be adjusted in real time, by using Lyapunov second stability
theorem. It should be noted that when slave robot is adjusted, it is not guaranteed that both the position
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following errors on X-axis and Y-axis converge simultaneously. However the energy derivative of
control system is always non-position define. The simulation in Simulink and convergence of results
for zero-radius turn are shown in Figure 8. In Figure 8b, the abscissa unit is second and ordinate unit
is millimeter.

(a) 

 
(b) 

Figure 8. The simulation in Simulink and convergence of results for zero-radius turn. (a) Simulink
simulative model graph; (b) The model reaches a steady convergent state.
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4.1.4. Steady State Error Factors

As we know, in the ideal case, the zero offset error means that slave robot follows master robot
absolutely according to calibrated data, and there is no error. So the most significant factor that
affects the stability of the system is the accuracy of calibrated data. (1) Camera installation error:
The installation angle deviation of camera and driving unit is unavoidable. The camera should be
calibrated first to reduce the initial angle deviation. (2) Encoder calibration offset: The error of encoder
deviation would be transferred from inner-loop to the outer-loop. Thus the encoder calibration offset
would directly lead to the error of system stability. (3) Accuracy of driving control: In actual motions,
the precision of each driving motor is up to 1 rpm. As the result, the precision of the following velocity
and position control could not be well guaranteed. (4) Mechanical installation error: The mechanical
installation error represents installation tolerance error such as driving unit and other mechanical
parts. All these errors would result in the difference between calibrated zero position and actual
zero position.

As we known, the errors of actual motions of these two sub robots cannot reach zero. This section
analyzes most of the factors that may affect the steady state errors of the following motions. The two
driving units of slave robot may jitter during the adjusting control. Surface roughness of the road and
the curve degree of vision-based color bar on the road can both have significant effect on the stability
of the master-slave parallel robot’ motion. As discussed above, various factors affect the steady state
error. The steady state error for the master-slave mobile robot measured in the experiment is about
3mm, which is not easy to eliminate.

4.2. Accurate Flexible Docking to the Free Entry of the Pallet

To ensure that the two sub robots can move underneath the pallet accurately and lift up and lay
down the pallet synchronously, an evaluation of docking to the free entry is required. After arriving at
the pre-docking position, the mobile robot should recognize and compute the accurate position the
free entry of pallet by laser sensor or vision sensor, and then move into the free entry smoothly. In this
section, the maximum deviation angle error βmax during docking to the free entry is analyzed through
synthetical consideration of the following error and positioning error.

4.2.1. The Ideal Case (No Direct Collision)

In order to lift the pallet up, the sub robot should move underneath the pallets accurately and
safely. In the ideal case, the shell cover of the sub robot won’t collide with the edge of the free entry of
the pallets, as shown in Figure 9a. β1 = (90◦ − θ1) represents the intersection angle of the sub robot
and the free entry of the pallet. ⎧⎪⎨⎪⎩

AC = lr − wr−wh
2 tan δ

BC =
wp−wr

2 ± ε

cos θ1 = BC
AC

(18)

where, lr = 1180 mm is the length of the basis of the sub robot. wr = 212 mm is the width of the basis
of the sub robot. wh = 170 mm is the width of the head of the sub robot. δ = 70◦ is the conical chamfer
of the head of the sub robot. wp = 382.5 mm represents the width of free entry of the pallet. ε = 10 mm
is the maximum following error of the sub robot.

Relative deviation angle β1:

3.84◦ < β1 = (90◦ − θ1) < 4.87◦ (19)
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(a) (b) 

Figure 9. The maximum deviation angle error of a sub robot docking to the free entry of the pallet.
(a) The ideal case; (b) The extreme case.

4.2.2. The Extreme Case (Contact Guidance)

Although the shell cover of the sub robot will collide with the free entry slightly in some conditions,
the sub robot can move underneath the pallets yieldingly, as shown in Figure 9b. β2 = (90◦ − θ2)

represents the included angle of the sub robot and the free entry of the pallet.⎧⎪⎨⎪⎩
AC = lr

BC ≈ lr−wr
2 + wr−wh

2 ± ε

cos θ2 = BC
AC

(20)

Relative deviation angle β2:

4.70◦ < β2 = (90◦ − θ2) < 5.65◦ (21)

By combing Equation (19) with (21), we have the the maximum allowable angle error βmax:

−max(β1, β2) < βmax < max(β1, β2) (22)

Therefore, βmax ∈
(
−5.65◦ 5.65◦

)
.

4.3. Analysis of Lifting and Laying

The main procedures of pallet transportation for intelligent mobile robot are that it firstly moves
underneath the pallet, then lifts the pallet up and delivers the pallet to the destination, and finally lays
it down. In order to control motions of the two sub robots synchronously, this section analyzes the
pallet offset error, including longitudinal and transverse offset error during lifting and laying.

4.3.1. Analysis of Center of Gravity

As we know, the sub robot may roll over while the four driving motors are at two parallel lines at
a certain moment. Relative velocity and position control loops are used during the lifting and laying of
the pallet. The front and rear driving wheels are always vertical through position feedback. The initial
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relative angle of front and rear driving units is shown in Figure 10. Thus the center of gravity of robot
will be within the base of the sub robot during the procedure of lifting and laying.

 
Figure 10. The initial relative angle of front and rear driving units before lifting and laying.

4.3.2. Analysis of Pallet Offset Error

During the lifting process, the offset errors of the position of the pallet include longitudinal offset
error and transverse offset error. They are both caused by uneven ground and jittering of sub-robot’s
motion. It is difficult to guarantee the level of the ground, so changing or optimizing the robot motion
is the most effective way.

• Analysis of pallet longitudinal offset errors

The longitudinal offset errors of the pallet cannot be completely eliminated. It is unable to measure
the absolute accurate deviation between pallet position and robot position, so no correction can be
made. There must be cumulative error between them. What we should do is to ensure the absolute stop
position between lifting and laying as consistent as possible. The two sub robots should be controlled
to stop accurately and synchronously while height position of the pallet changes. The control strategy
of accurate stop is shown in Figure 11.

Move linearly Stop sign Slow down Arrive at destination Brake stop
Yes

No

Yes

No

Figure 11. Control strategy of accurate stop.

• Analysis of pallet transverse offset errors

The transverse offset of the pallet refer to errors in the left and right direction. In general,
the mobile robot moves underneath of the pallet and then lift the pallet up. But once there are some
transverse offset errors, the mobile robot may be stuck under the free entry of the pallet. It may be
caused by uneven ground or jitters of the sub robot’s motions. In order to reduce the transverse offset
errors, dynamic position adjustment is required during lifting and laying. The dynamic adjustment
strategy is shown in Figure 12. The rotation angle of each driving unit is divided into 2 areas. (1) Angle
adjustment areas. If the angle of rear driving unit is in the range of angle that needs to be adjusted, the
rear driving unit will follow the front one, and they will be perpendicular. Within the angle adjustment
areas, the center of gravity of the sub robot can always maintain a relatively large area, which will
prevent the sub robot to roll over. (2) Position adjustment areas. If the angle of driving unit is in the
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range of position that needs to be adjusted, the speed of the driving motor will be changed according to
the position error collected by the camera or navigation sensor. It ensures that the sub robot performs
left and right position feedback during the procedure of lifting and laying. According to the position
adjustment areas, it is possible to optimize the transverse offset errors between the sub robot and
the pallet.

 
(a) 

 
(b) 

Figure 12. Dynamic adjustment strategy of master-slave robot during lifting and laying. (a) Angle
adjustment areas; (b) Position adjustment areas.

When the front or rear driving unit lies in the angle adjustment area, we adjust the speeds of the
two motors of this driving unit synchronously. The two motors may accelerate or decelerate at the
same speeds. But when the front or rear driving unit lies in the position adjustment area, we adjust
the speeds of the two motors of this driving unit asynchronously. The two motors may accelerate or
decelerate at the different speeds.

4.4. Actual Running Performance

The master-slave separate parallel intelligent mobile robot was designed and assembled.
The performance was tested by actual delivering the pallets in the factory. The two sub robots
could also lift up and lay down the pallet synchronously. The mobile robot moved flexibly at the
crossroads. And detailed specifications of the master-slave separate parallel intelligent mobile robot
are listed in Table 1.

Table 1. The specifications of the master-slave separate parallel intelligent mobile robot.

Feature Specification Feature Specification

max payload 1000 kg swing radius >730 mm
max speed 0.7 m/s navigation color bar/vision

outline dimension L1180 ×W212 × H98 mm running time 10 h
weight 40 kg charging time 2 h

uplift height 28 mm turning radius 0 mm
uplift time 16 s pallets PALETTE EUR-EPAL

5. Conclusions

To pick up and transport pallets autonomously in the factory, a master-slave separate parallel
intelligent mobile robot was designed. The mobile robot consists of two independent sub robots, which
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are similar to two forks of the forklift, but master robot does not have any physical connection with
slave robot. In order to adapt to the compact space of the entry of pallet, four compact motion driving
units are designed for these two sub robots. High-gain observer is used to control the following speed
timely. The state control of slave robot is to ensure that the following error converges and achieve
synchronization of the two sub robots’ motions. The experiment results demonstrate that the separate
parallel intelligent mobile robot can transport the pallet autonomously. The two sub robots can fulfill
synchronous motions, such as linear motion, oblique linear motion, and zero-radius turn. They can
also lift up and lay down the pallet synchronously. The mobile robot moves flexibly and is quite
suitable for the standardized logistics factory with small working space. In our future research, the
autonomous navigation module based on the 2D laser will be assembled with the intelligent mobile
robot. Then the mobile robot can move freely for pallet transportation in the factory.
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Abstract: This paper presents control algorithms for multiple non-holonomic mobile robots moving
in formation. Trajectory tracking based on linear feedback control is combined with inter-agent
collision avoidance. Artificial potential functions (APF) are used to generate a repulsive component
of the control. Stability analysis is based on a Lyapunov-like function. Then the presented method is
extended to include a goal exchange algorithm that makes the convergence of the formation much
more rapid and, in addition, reduces the number of collision avoidance interactions. The extended
method is theoretically justified using a Lyapunov-like function. The controller is discontinuous
but the set of discontinuity points is of zero measure. The novelty of the proposed method lies
in integration of the closed-loop control for non-holonomic mobile robots with the distributed
goal assignment, which is usually regarded in the literature as part of trajectory planning problem.
A Lyapunov-like function joins both trajectory tracking and goal assignment analyses. It is shown
that distributed goal exchange supports stability of the closed-loop control system. Moreover, robots
are equipped with a reactive collision avoidance mechanism, which often does not exist in the known
algorithms. The effectiveness of the presented method is illustrated by numerical simulations carried
out on the large formation of robots.

Keywords: formation of robots; non-holonomic robot; stability analysis; Lyapunov-like function;
target assignment; goal exchange; path following; switching control

1. Introduction

The idea to use artificial potential fields to control manipulators and mobile robots was introduced
by Khatib [1] in 1986. In this approach both attraction to the goal and repulsion from the obstacles are
negated gradients of the artificial potential functions (APF). His paper not only presents the theory,
but also a solution of the practical problem, implemented in the Puma 560 robot simulator. It is worth
noting that much earlier, in 1977, Laitmann and Skowronski [2] investigated control of two agents
avoiding collision with each other. This work was purely theoretical. The authors continued their
work in the following years [3].

Since the 1990s, intensive research on the trajectory tracking control for non-holonomic mobile
robots has been conducted [4–6]. The algorithm presented further in this paper is based on the method
from [4]. This method considers a single, differentially-driven mobile robot moving in a free space.
Its goal is to track a desired trajectory. The paper includes a stability analysis.

The last decade has seen a lot of publications on multiple mobile robot control. In [7], the goal of
multiple mobile robots is to track desired trajectories avoiding inter-agent collisions. The same type of
task is considered further in this paper. The tracking controller is different, as is the formula of APF,
but the method of combining trajectory tracking and collision avoidance is the same. In [8], the same
type of task is considered, but the dynamics of mobile platforms and uncertainties of its parameters
are taken into account. Kowalczyk et al. [9] propose a vector-field-orientation algorithm for multiple
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mobile robots moving in the environment with circle shaped static obstacles. The dynamic properties
of mobile platforms are also taken into account. The paper [10] presents a kinematic controller for the
formation of robots that move in a queue. The goal is to keep desired displacements between robots and
avoid collisions in the transient states. Hatanaka et al. [11] investigate a cooperative estimation problem
for visual sensor networks based on multi-agent optimization techniques. The paper [12] addresses
the formation control problem for fleets of autonomous underwater vehicles. Yoshioka et al. [13] deal
with formation control strategies based on virtual structure for multiple non-holonomic systems.

Recent years have also seen a number of publications on barrier functions. In [14], coordination
control for a group of mobile robots is combined with collision avoidance provided by a safety barrier.
If the coordination control command leads to collision, the safety barrier dominates the controller and
computes a safe control closest to coordination control law. In the method proposed in [15] control
barrier functions are unified with performance objectives expressed as control Lyapunov functions.
The authors of the paper [16] provide a theoretical framework to synthesize controllers using finite time
convergence control barrier functions guided by linear temporal logic specifications for continuous
time multi-agent systems.

The paper [17] addresses the problem of optimal goal assignment for the formation of holonomic
robots moving on a plane. A linear bottleneck assignment problem solution is used to minimize the
maximum completion time or maximum distance for any robot in the formation. The authors of [18]
consider formation of non-holonomic mobile vehicles that has to change the geometrical shape of
the formation. Goal assignment minimizes the total distance travelled by agents. The exemplary
application indicated by the authors is reconfiguration of the formation when it approaches a narrow
passage. In [19,20], goal assignment based on distances squared is proposed and tested for large
formations, but the collision avoidance is resolved at the trajectory planning level. This makes this
approach less robust in the case of unpredictable disturbances (which are natural in real applications).
The second of these papers proposes a solution to the problem of collision avoidance with static and
dynamic obstacles present in the environment. In [21], collision avoidance is obtained by applying
safety constraints in optimal trajectory generation. The robots do not have non-holonomic constraints
(they are quadrotors) and they have to change the shape of the formation using goal assignment
that minimizes the total distance travelled by the robots. Turpin et al. [22] present concurrent
assignment and planning of trajectories (CAPT) algorithms. The authors propose two variations
of the algorithm: centralized and decentralized, and test them on a group of holonomic mobile robots
moving in a three-dimensional space. The solution is based on the Hungarian assignment algorithm.
The above-mentioned works do not deal with the problem of closed-loop control. For this reason
stability issues were not considered there.

In comparison to the above two approaches, here the user or the higher level controller determines
the locations of desired trajectories according to the needs (this can be considered as an expected feature
in many applications). In addition, trajectory generation is decoupled from the closed-loop control
(the system is modular). Such a solution is considered as a design pattern in robotics. The algorithm
is responsible for tracking these trajectories and reacting to the risk of collisions between agents
at the same time. Even if initial states of individual robots are far from the desired ones, the
collision avoidance module works correctly. Furthermore, the algorithm characterizes conceptual and
computational simplicity. The paper considers preserving data integrity during the goal exchange as it
requires a simultaneous change of states in remote systems. This subject is omitted in the literature
on goal assignment in multi-robot systems. To the best of the author’s knowledge, no work has been
published so far that proposes closed-loop control for multiple non-holonomic mobile robots combined
with target assignment with analysis based on a Lyapunov-like function for both the tracking algorithm
and target assignment. Panagou et al. [23] propose a similar method, but it assumes that agents are
fully-actuated (modeled using integrators), and the analysis is based on multiple Lyapunov-like
functions. This algorithm also uses a different criterion for goal exchange.
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The algorithm proposed in this paper is applicable mainly to the homogeneous formations of
non-holonomic mobile robots but also in the scenarios when two or more robots of the same type are
involved in task execution. For a high number of applications of multiple mobile robots this situation
occurs, e.g., exploration, mapping, safety, and surveillance.

In Section 2 a control algorithm for the formation of non-holonomic mobile robots is described.
Section 3 analysis stability. The simulation results are presented in Section 4. The goal exchange
algorithm is introduced in Section 5. Section 6 provides stability analysis of extended algorithm.
Section 7 details distributed implementation. Some generalization of the proposed goal exchange rule
is given in Section 8. Section 9 discusses the problem of maintaining data integrity in the process of
the goal exchange. Section 10 offers simulation results for the goal exchange algorithm. Section 11
presents simulation results for limited wheel velocity controls. In the last Section concluding remarks
are provided.

2. Control Algorithm

The kinematic model of the i-th differentially-driven mobile robot Ri (i = 1 . . . N, N—number of
robots) is given by the following equation:

q̇i =

⎡⎢⎣ cos θi 0
sin θi 0

0 1

⎤⎥⎦ ui (1)

where vector qi = [xi yi θi]
� denotes the pose and xi, yi, θi are the position coordinates and orientation

of the robot with respect to a global, fixed coordinate frame. Vector ui =
[
vi ωi

]�
is the control

vector with vi denoting the linear velocity and ωi denoting the angular velocity of the platform.
The task of the formation is to follow the virtual leader that moves with desired linear and angular

velocities [vl ωl ]
T . The robots are expected to imitate the motion of the virtual leader. They should

have the same velocities as the virtual leader. The position coordinates [xl yl ]
T of the virtual leader

are used as a reference position for the individual robots but each of them has different displacement
with respect to the leader:

xid = xl + dix yid = yl + diy, (2)

where [dix diy]
T is desired displacement of the i-th robot. As the robots position converge to the

desired values their orientations θi converge to the orientation of the virtual leader θl .
The collision avoidance behaviour is based on the APF. This concept was originally proposed

in [1]. All robots are surrounded by APFs that raise to infinity near objects border rj (j—number of the
robots/obstacles) and decreases to zero at some distance Rj, Rj > rj.

One can introduce the following function [6]:

Baij(lij) =

⎧⎪⎪⎨⎪⎪⎩
0 for lij < rj

e
lij−rj
lij−Rj for rj ≤ lij < Rj
0 for lij ≥ Rj

, (3)

that gives output Baij(lij) ∈ 〈0, 1). The distance between the i-th robot and the j-th robot is defined as
the Euclidean length lij =

∥∥[xj yj]
� − [xi yi]

�∥∥.
Scaling the function given by Equation (3) within the range 〈0, ∞) can be given as follows:

Vaij(lij) =
Baij(lij)

1− Baij(lij)
, (4)

that is used later to avoid collisions.
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In further description, the terms ‘collision area’ or ‘collision region’ are used for locations fulfilling
the condition lij < rj. The range rj < lij < Rj is called ‘collision avoidance area’ or ‘collision
avoidance region’ (Figure 1).

Figure 1. Artificial potential functions (APF) as a function of distance to the centre of the robot (indexes
omitted for simplicity).

The goal of the control is to drive the formation along the desired trajectory avoiding collisions
between agents. It is equivalent to bringing the following quantities to zero:

pix = xid − xi

piy = yid − yi

piθ = θl − θi. (5)

Assumption 1. ∀{i, j}, i �= j, ||[xid yid]
T − [xjd yjd]

T || > Rj.

Assumption 2. If robot i gets into the collision avoidance region of any other robot j, j �= i its desired
trajectory is temporarily frozen (ẋid = 0, ẏid = 0). If the robot leaves the avoidance area its desired coordinates
are immediately updated. As long as the robot remains in the avoidance region, its desired coordinates are
periodically updated at certain discrete instants of time. The time period tu of this update process is relatively
large in comparison to the main control loop sample time.

Assumption 1 comes down to the statement that desired paths of individual robots are planned
in such a way that in steady state all robots are out of the collision avoidance regions of other robots.

Assumption 2 means that the tracking process is temporarily suspended because collision
avoidance has a higher priority. Once the robot is outside the collision detection region, it updates the
reference to the new values. In addition, when the robot is in the collision avoidance region its reference
is periodically updated. This low-frequency process supports leaving the unstable equilibrium points
that occur e.g., when one robot is located exactly between the other robots and its goal.

The system error expressed with respect to the coordinate frame fixed to the robot is
described below: ⎡⎢⎣ eix

eiy
eiθ

⎤⎥⎦ =

⎡⎢⎣ cos(θi) sin(θi) 0
− sin(θi) cos(θi) 0

0 0 1

⎤⎥⎦
⎡⎢⎣ pix

piy
piθ

⎤⎥⎦ . (6)
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Using the above equations and non-holonomic constraint ẏi cos(θi) − ẋi sin(θi) = 0 the error
dynamics between the leader and the follower are as follows:

ėix = eiyωi − vi + vl cos eiθ

ėiy = −eixωi + vl sin eiθ

ėiθ = ωl −ωi. (7)

One can introduce the position correction variables that consist of position error and collision
avoidance terms:

Pix = pix −
N

∑
j=1,j �=i

∂Vaij

∂xi

Piy = piy −
N

∑
j=1,j �=i

∂Vaij

∂yi
. (8)

Vaij depends on xi and yi according to Equation (5). It is assumed that the robots avoid collisions
with each other and there are no other obstacles in the taskspace. The correction variables can be
transformed to the local coordinate frame fixed in the mass centre of the robot:⎡⎢⎣ Eix

Eiy
eiθ

⎤⎥⎦ =

⎡⎢⎣ cos(θi) sin(θi) 0
− sin(θi) cos(θi) 0

0 0 1

⎤⎥⎦
⎡⎢⎣ Pix

Piy
piθ

⎤⎥⎦ . (9)

Differentiating the first two equations of (5) with respect to the pix and piy respectively one obtains:

∂xi
∂pix

= −1
∂yi
∂piy

= −1. (10)

Using (10) one can write:

∂Vaij

∂pix
=

∂Vaij

∂xi

∂xi
∂pix

= −
∂Vaij

∂xi

∂Vaij

∂piy
=

∂Vaij

∂yi

∂yi
∂piy

= −
∂Vaij

∂yi
. (11)

Taking into account Equations (8) and (9) the gradient of the APF can be expressed with respect
to the local coordinate frame fixed to the i-th robot:⎡⎣ ∂Vaij

∂eix
∂Vaij
∂eiy

⎤⎦ =

[
cos θi sin θi
− sin θi cos θi

] ⎡⎣ ∂Vaij
∂pix
∂Vaij
∂piy

⎤⎦ . (12)

Equation (12) can be verified easily by taking partial derivatives of Vaij(dix − pix, diy − piy) =

Vaij(dix − pix(eix, eiy), diy − piy(eix, eiy)) with respect to eix, eiy and taking into account the inverse
transformation of the first two equations of Equation (6).

Using Equation (11), the above equation can be written as follows:⎡⎣ ∂Vaij
∂eix
∂Vaij
∂eiy

⎤⎦ =

[
− cos θi − sin θi

sin θi − cos θi

] ⎡⎣ ∂Vaij
∂xi

∂Vaij
∂yi

⎤⎦ . (13)
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Equations (9) and (12) can be transformed to the following form:

Eix = pix cos(θi) + piy sin(θi) +
N

∑
j=1,j �=i

∂Vaij

∂eix

Eiy = −pix sin(θi) + piy cos(θi) +
N

∑
j=1,j �=i

∂Vaij

∂eiy

eiθ = piθ , (14)

where each derivative of the APF is transformed from the global coordinate frame to the local
coordinate frame fixed to the robot. Finally, the correction variables expressed with respect to the local
coordinate frame (Figure 2) are as follows:

Eix = eix +
N

∑
j=1,j �=i

∂Vaij

∂eix

Eiy = eiy +
N

∑
j=1,j �=i

∂Vaij

∂eiy
. (15)

Figure 2. Robot in the environment with an obstacle.

Note the similarity of the structure of Equations (8) (updated by Equations (11)) and (15).
The trajectory tracking algorithm from [4] was chosen based on the author’s experience. It is

simple, easy to implement, and, above all, it is effective. Tracking control with persistent excitation [24]
and the vector-field-orientation method [25] were also taken into account. The former gives much
worse convergence time, the latter gives even better convergence but it is more difficult to implement
on a real robot.

The control for N robots extended by the collision avoidance is as follows:

vi = vl cos eiθ + k1Eix
ωi = ωl + k2sgn(vl)Eiy + k3eiθ ,

(16)
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where k1, k2 and k3 are positive constant design parameters.

Assumption 3. If the value of the linear control signal is less than considered threshold value vt, i.e., |v| < vt

(vt-positive constant), it is replaced with a new value ṽ = S(v)vt, where

S(v) =

{
−1 for v < 0
1 for v ≥ 0

, (17)

(indexes omitted for simplicity).

Substituting Equation (16) for (7) error dynamics is given by the following equations:

ėix = eiyωi − k1Eix
ėiy = −eixωi + vl sin eiθ

ėiθ = −k2sgn(vl)Eiy − k3eiθ

. (18)

Transforming (18) using (16) and taking into account Assumption 2 (when the robot gets into the
collision avoidance region, in the collision avoidance state, velocities vl and ωl are replaced with 0
value) error dynamics can be expressed in the following form:

ėix = k3eiyeiθ − k1Eix
ėiy = −k3eiθeix

ėiθ = −k3eiθ

. (19)

Orientation error eiθ decreases exponentially to zero (refer to the last equation in (19)).
In Figure 3 a schematic diagram of the control system is presented. The following signal vectors

are marked: [x y]T = [x1 . . . xN y1 . . . yN ]
T , θ = [θ1 . . . θN ]

T , [xd yd]
T = [x1d . . . xNd y1d . . . yNd]

T ,
[v ω]T = [v1 . . . vN ω1 . . . ωN ]

T , [px py]T = [p1x . . . pNx p1y . . . pNy]
T , [ex ey]T =

[e1x . . . eNx e1y . . . eNy]
T , [Ex Ey]T = [E1x . . . ENx E1y . . . ENy]

T .

Figure 3. Control system.

3. Stability of the System

In this section stability analysis of the closed-loop system is presented. When the i-th robot is out
of the collision regions of the other robots (APF takes the value zero) the analysis given in [4] is actual
and will not be repeated here. Further the analysis for the situation in which the i-th robot is in the
collision region of other robot is presented.

For further analysis a new variable is introduced: θiE = Atan2(−Eiy,−Eix) (Atan2(•, •) is
a version of the Atan(•) function covering all four quarters of the Euclidean plane)—auxiliary
orientation variable.
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Proposition 1. The system (1) with controls (16) is stable if the desired trajectories fulfil the condition
θiE /∈

〈
π
2 ± θEΔ ± πd

〉
(d = 0,±1,±2, ...), where θEΔ is a small constant.

As stated in [7], if θiE ∈
〈

π
2 ± θEΔ ± πd

〉
(the combination of obstacle position and reference

trajectory drive the robot into the neighbourhood of a singular configuration where the condition in
Proposition 1 does not hold) one solution is to add perturbation to the desired signal. The system
can also leave the neighbourhood of the singularity easily since the robot can reorient itself in place if
the condition is not satisfied. This requires a special procedure to be implemented, which will not be
discussed here.

Proof. Consider the following Lyapunov-like function:

V =
N

∑
i=1

[
1
2
(e2

ix + e2
iy + e2

iθ) +
N

∑
j=1,j �=i

Vaij

]
. (20)

When the robot is outside of the collision avoidance region, i.e., lij ≥ Rj, the system is equivalent
to the one presented in [4] (robot moving in a free space) and stability analysis presented in this paper
still holds.

If the robot is in the collision avoidance region of the other robot time derivative of the
Lyapunov-like function is calculated as follows:

dV
dt

=
N

∑
i=1

[
eixėix + eiyėiy + eiθ ėiθ +

N

∑
j=1,j �=i

(
∂Vaij

∂eix
ėix +

∂Vaij

∂eiy
ėiy

)]
. (21)

Taking into account Equation (15) the above formula can be transformed to the following form:

dV
dt

=
N

∑
i=1

[
Eixėix + Eiyėiy + eiθ ėiθ

]
. (22)

Next, using Equation (19) one obtains:

V̇ =
N

∑
i=1

[
k3Eixeiyeiθ − k3Eiyeixeiθ − k3e2

iθ − k1E2
ix

]
. (23)

Substituting Eix = Di cos θiE and Eiy = Di sin θiE, Di =
√

E2
ix + E2

iy in the above equation
one obtains:

V̇ =
N

∑
i=1

[
k3Di cos θiEeiyeiθ − k3D sin θiEeixeiθ − k3e2

iθ − k1D2
i cos2 θiE

]
=

N

∑
i=1

[
−1

2
k3e2

iθ + k3Di cos θiEeiyeiθ −
1
2

k3e2
iθ + k3Di sin θiEeixeiθ − k1D2

i cos2 θiE

]

=
N

∑
i=1

{
−k3

[
(

eiθ√
2
− 1√

2
Di cos θiEeiy)

2 − 1
2

D2
i cos2 θiEe2

iy

]
−k3

[
(

eiθ√
2
+

1√
2

Di sin θiEeix)
2 − 1

2
D2

i sin2 θiEe2
ix

]
− k1D2

i cos2 θiE

}
.
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To simplify further calculations, new scalar functions are introduced:

ai =
eiθ√

2
− 1√

2
Di cos θiEeiy, bi =

eiθ√
2
+

1√
2

Di sin θiEeix. (24)

Taking into account (24) V̇ can be written as follows:

V̇ =
N

∑
i=1

[
−k3a2

i − k3b2
i − k1D2

i cos2 θiE +
1
2

k3D2
i cos2 θiEe2

iy +
1
2

k3D2
i sin2 θiEe2

ix

]
(25)

V̇ ≤
N

∑
i=1

[
−k3a2

i − k3b2
i − k1D2

i cos2 θiE +
1
2

k3D2
i e2

iy +
1
2

k3D2
i e2

ix

]
. (26)

The closed-loop system is stable (V̇ ≤ 0) if the following condition is fulfilled:

N

∑
i=1

[
k1 cos2 θiE −

1
2

k3(e2
ix + e2

iy)

]
> 0. (27)

As cos2 θiE > 0 because of the assumption in Proposition 1 it cannot be arbitrarily small, the
condition (27) can be met by setting a sufficiently high value of k1 or by reducing k3.

Note that the error dynamics (19) with frozen reference velocities can be decomposed into
two subsystems (Figure 4). The origin of the system Σ2 is exponentially stable if k3 > 0. Each of
the subsystems is input to state stable (ISS). Stability of the origin may be concluded invoking the
small-gain theorem for ISS systems [26].

Figure 4. Diagram of the control system in the collision avoidance mode.

The boundedness of the output of the collision avoidance subsystem is necessary to prove stability.

Taking the first equation in (19), one can state that if
∂Vaij
∂eix

is sufficiently high (that happens if the
robot is very close to the obstacle; there is no problem of boundedness in the other cases (refer to the

properties of the APF, Figure 1)), i.e.,
∂Vaij
∂eix
� eix,

∂Vaij
∂eix
� eiy, and

∂Vaij
∂eix
� eiθ the error dynamics can be

approximated as follows:

ėix
∼= −k1

∂Vaij

∂eix
. (28)
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From the Equation (28) it is clear that ėix and
∂Vaij
∂eix

have different signs and as a result
∂Vaij
∂eix

ėix < 0.

To fulfil the condition that V̇aij =
∂Vaij
∂eix

ėix +
∂Vaij
∂eiy

ėiy is less than zero the second term on the right hand
side must be less than the first one taking their absolute values. This can be obtained by reducing k3

parameter (refer to Equation (16)). The property V̇aij ≤ 0 guarantees boundedness of both Vaij and
∂Vaij
∂eix

.
Finally one can state that the collision avoidance block that is input to the system shown in Figure 4
also has bounded output and both error components eix and eiy in Σ1 are bounded.

The above is true if the robot is not located close to the boundary of more than one robot at a time.
This situation is unlikely because it leads to high controls that increase the distance between the robots
quickly and therefore this will not be considered further.

As shown in [7] collision avoidance is guaranteed if V̇aij ≤ 0 and lim||[xi yi ]�−[xj yj ]�||→r+ Vaij =

+∞, i �= j.
Each robot needs information about positions of other robots in its neighbourhood to avoid

collision (their orientations are not needed). It can be obtained using on-board sensors with the range
equal to or greater than R. In addition, robots need to know their position and orientation errors
to calculate the tracking component of the control. This requirement imposes the use of a system
allowing localization with respect to the global coordinate frame, because usually, the motion task is
defined with respect to it. The author plans to conduct experiments on real robots in the near future.
The OptiTrack motion capture system will be used to obtain coordinates of robots (positions and
orientations) which is enough for control purposes.

4. Simulation Results

In this section a numerical simulation for a group of N = 48 mobile robots is presented. The initial
coordinates (both positions and orientations) were random. The goal of the formation was to follow a
circular reference trajectory at the same time avoiding collisions between agents. The formation had a
shape of a circle. The assignments of robots to particular goal points were also random.

The following settings of the algorithm were used: k1 = 0.5, k2 = 0.5, k3 = 1.0, tu = 1 s, r = 0.3 m,
R = 1.2 m.

Figure 5a shows paths of robots on the (x, y) plane. To make the presentation clearer in Figure 5a–g
signals of 45 robots are grey while the 3 selected ones are highlighted in black. In Figure 5h the three
selected inter-agent distances are highlighted in black. Figure 5b,c present graphs of x and y coordinates
as a function of time. The robots converged to the desired values in 115 s. Figure 5d shows a time graph
of the orientations. In Figure 5e,f linear and angular controls, respectively, are shown. Initially and in
the transient state, their values were high, exceeding the maximum values of a typical mobile platform.
In practical implementation, they should be scaled down to realizable values. Figure 5g presents a
time graph of the freeze procedure (refer to Assumption 2) of all robots. Although the drawings are
not easily readable (because they include the ‘freeze’ signal of all robots), one can interpret that the
last collision avoidance interaction ends in 108 s. In Figure 5h relative distances between robots are
shown. Important information that can be read from this drawing is that no pair of robots reaches
the inter-agent distance lower than or equal to r = 0.3 m (dashed line). This means that no collision
has occurred.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5. Numerical simulation 1: trajectory tracking for N = 48 robots. (a) locations of robots in
xy-plane, (b) x coordinates as a function of time, (c) y coordinates as a function of time, (d) robot
orientations as a function of time, (e) linear velocity controls, (f) angular velocity controls, (g) ‘freeze’
signals, (h) distances between robots. 84
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5. Goal Exchange

This section presents a new control that introduces the ability to exchange goal between agents.
The block diagram of the new control is shown in Figure 6. Two new blocks are included: goal

switching and permutation block.

Figure 6. Control system with goal switching.

In the method proposed here Equation (2) is replaced as follows:

x̄id = xl + dix ȳid = yl + diy. (29)

The new variables x̄id and ȳid are not representing the goal position of robot i, but the goal that
can be assigned to any robot in the formation.

One can introduce the following aggregated goal coordinate vectors: x̄d = [x̄1d . . . x̄Nd]
T and

ȳd = [ȳ1d . . . ȳNd]
T (numbers in lower index represent the numbers of the goals). The assignment of

goals to particular robots is computed using N × N permutation matrix P(t):

xd = P(t)x̄d yd = P(t)ȳd. (30)

Resulting vectors contained goal coordinates assigned to particular robots xd = [x1d . . . xNd]
T

and yd = [y1d . . . yNd]
T (number in lower index represents the number of the robot).

An additional control loop is introduced that acts asynchronously to the main control loop
(Figure 6).

Let’s assume that at some instant of time t1 an arbitrary goal m is assigned to the robot k and
another goal n is assigned to the robot l. This can be written as:

[xkd ykd]
T = [x̄md ȳmd]

T

[xld yld]
T = [x̄nd ȳnd]

T .
(31)

There are ones in permutation matrix P(t1) at element (m, k) and (n, l) and all other elements in
rows m, n and columns k, l were zero.

At some discrete instant in time ts >= t1 for the pair of robots k and l and their goals m and n the
following switching function was computed:

σ =

{
1 if ||pmk||2 + ||pnl ||2 > ||pnk||2 + ||pml ||2
0 otherwise

, (32)

where pij = [x̄id − xj ȳid − yj]
T .

If the switching function σ takes the value of 1 matrix P is changed as follows:

P(t) = SmnP(t−s ), (33)
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where P(t−s ) is the permutation matrix before switching.
The elementary matrix Smn is a row-switching transformation. It swaps row m with row n and it

takes the following form:

Smn =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 . . . 0 . . . 0 . . . 0 0
0 1 . . . 0 . . . 0 . . . 0 0
...

...
...

...
...

...
0 0 . . . 0 . . . 1 . . . 0 0
...

...
...

...
...

...
0 0 . . . 1 . . . 0 . . . 0 0
...

...
...

...
...

...
0 0 . . . 0 . . . 0 . . . 1 0
0 0 . . . 0 . . . 0 . . . 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
↑ ↑

m-th n-th
col. col.

← m-th row

← n-th row
. (34)

Transformation (33) describes a process of the goal exchange between agents k and l at time ts.
After that goal m, was assigned to robot l and goal n was assigned to robot k that is equivalent to the
following equalities:

[xkd ykd]
T = [x̄nd ȳnd]

T

[xld yld]
T = [x̄md ȳmd]

T .
(35)

Note that the process of goal exchange is asynchronous with the main control loop. It operated at
lower frequency because it required communication between remote agents, which is time consuming.
The low frequency subsystem is highlighted in grey in Figure 6.

6. Stability of the System with Target Assignment

The goal exchange procedure significantly improves system convergence and reduces the number
of collision avoidance interactions between agents. On the other hand, its execution time was not
critical for the control of the system.

Stability analysis of the control system with goal switching was conducted using the same
Lyapunov-like function (20) as in Section 3.

Proposition 2. The procedure given by Equation (33) results in a decrease of the Lyapunov-like function
Equation (20).

Proof. A hypothetical position error pij can be expressed in a local coordinate frame by the
following transformation

eij =

[
cos(θj) sin(θj)

− sin(θj) cos(θj)

]
pij. (36)

that is invariant under scaling, and thus, the following equality holds true:

||eij|| = ||pij|| (37)

(notice that index i is the number of the goal and index j is the number of the robot).
Using Equation (37) the switching function (32) can be rewritten as follows:

σ =

{
1 if ||emk||2 + ||enl ||2 > ||enk||2 + ||eml ||2
0 otherwise

. (38)
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To carry out further analysis the Lyapunov-like function (20) will be rewritten as follows:

V =

Vθ︷ ︸︸ ︷
N

∑
i=1

1
2

e2
iθ +

Va︷ ︸︸ ︷
N

∑
i=1

N

∑
j=1,j �=i

Vaij +
1
2
(e2

1x + e2
1y) + . . . (39)

+
1
2
(e2

kx + e2
ky)︸ ︷︷ ︸

Vpk

+ . . . +
1
2
(e2

lx + e2
ly)︸ ︷︷ ︸

Vpl

+ . . . +
1
2
(e2

Nx + e2
Ny).

Terms Vpk and Vpl are related to the position errors of robot k and l, respectively. Notice that other
terms of the Lyapunov-like function V are invariant under goal assignment as Va depends only on
the distances between agents and Vθ remains constant because all agents share the same reference
orientation θl . The position error terms related to robots that were not involved in goal exchange were
also invariant under goal exchange.

Two cases will be considered further: case 1 at t−s , and case 2 at ts.
In case 1 the sum of position terms of robots k and l can be transformed using (36) and (31)

as follows:

Vp1 = Vpk + Vpl =
1
2
(e2

kx + e2
ky) +

1
2
(e2

lx + e2
ly)

=
1
2
||[ekx eky]

T ||2 + 1
2
||[elx ely]

T ||2

=
1
2
||[pkx pky]

T ||2 + 1
2
||[plx ply]

T ||2

=
1
2
(p2

kx + p2
ky) +

1
2
(p2

lx + p2
ly)

=
1
2
([xkd − xk ykd − yk])

2 +
1
2
([xld − xl yld − yl ])

2

=
1
2
([x̄md − xk ȳmd − yk])

2 +
1
2
([x̄nd − xl ȳnd − yl ])

2

=
1
2
(||pmk||2 + ||pnl ||2).

In case 2 the sum of position terms of robot k and l, repeating the initial steps above and taking
into account (35) is given by:

Vp2 = Vpk + Vpl =

=
1
2
([xkd − xk ykd − yk])

2 +
1
2
([xld − xl yld − yl ])

2

=
1
2
([x̄nd − xk ȳnd − yk])

2 +
1
2
([x̄md − xl ȳmd − yl ])

2

=
1
2
(||pnk||2 + ||pml ||2).

Note that Vp1 (omitting the constant multiplier 1
2 ) is the left hand side of the inequality in the

first condition of the switching function (32) while Vp2 is the right hand side of this condition (also
omitting the multiplier). This leads to the conclusion that as Vp1 > Vp2, goal exchange results in a
rapid decrease (discontinuous) of the Lyapunov-like function.

All other properties of the V still hold including V̇ ≤ 0 if the condition given by Equation (27)
is fulfilled.

Proposition 3. The procedure given by Equation (33) results in a decrease of the sum of the position
errors squared.
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Proof. As Va and Vθ in Equation (39) are invariant under the goal assignment and the sum of all other
terms represent the sum of the position errors squared (omitting the constant multiplier 1

2 ), the proof
of Proposition 3 comes directly from Proposition 2.

Notice that the sum of the position errors squared can be easily expressed in the global coordinate
frame using equality e2

ix + e2
iy = ||[eix eiy]

T ||2 = ||[pix piy]
T ||2 = p2

ix + p2
iy (refer to Equation (6)) to

transform the position error of each robot in (39).
The tracking algorithm presented in Section 2 together with the goal exchange procedure resulted

in time intervals continuous algorithm with discrete optimization that uses the Lyapunov-like function
as a criterion to be minimized. The discontinuities occur in two situations: when the robot is in the
collision avoidance region (the reference trajectory is temporarily frozen and then unfrozen) and when
a pair of agents exchange the goals. The set of these discontinuity points was of zero measure. Note
that including goal exchange in the control reinforces fulfilling condition (27) because it supports
reduction of the component ∑N

i=1
1
2 k3(e2

ix + e2
iy).

The presented algorithm does not guarantee optimal solutions but each goal exchange improves
the quality of the resulting motion. The total improvement depends significantly on the initial state of
the system. In extreme cases, there is a situation in which the initial coordinates are close to optimal.
The procedure may lead to no goal exchange, and thus no improvement, even though communication
costs have been incurred. On the other hand, if the initial coordinates are not special, benefits of using
the procedure are usually considerable.

7. Distributed Goal Exchange

The procedure described in Section 5 can be implemented in a distributed manner. Both
key components of the goal switching algorithm; computation of the switching function (32) and
permutation matrix transformation (33), involve only two agents. Reliable connection between them
was needed as the process was conducted in a sequence of steps. After the agents establish the
connection one of them (i-th) sends its position coordinates (xi, yi) and goal location to the other (j-th).
The second robot computes switching function (32) which is the verdict on the goal exchange. If it is
negative the robots disconnect and continue motion to their goals, otherwise robot j sends its position
coordinates (xj, yj) and goal location to robot i. This part is critical in the process and must be designed
carefully to ensure correct task execution.

To make distributed goal exchange possible, the robots must be equipped with the on-board
radio modules allowing inter-agent communication. Even if not all pairs of agents were capable of
communicating, the goal exchange algorithm improved the result. On the other hand, without
communication between all pairs of agents the algorithm did not fail. In the vast majority of
environments there was no problem with the communication range (current technology allows
communication through many routers, base stations and peers). The exceptions may be space and
oceanic applications. They will not be considered here. The author plans to conduct laboratory
experiments where there are no restrictions on communication. From the practical point of view, robots
need to know the network addresses of other robots and sequentially attempt to establish connection
and, if successful, exchange the goals.

8. On Some Generalization

The condition (32) can be rewritten in more general form as follows:

σ =

{
1 if ||pmk||n + ||pnl ||n > ||pnk||n + ||pml ||n
0 otherwise

(40)

Taking n = 1 leads to the shortest path criterion that seems to be natural in many cases because
the shortest path induces lower motion cost. Unfortunately this observation may not be true in a
cluttered case. This will be shown later in this section. Note that in the cases for n �= 2 the Lyapunov
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analysis is much more complex. In [23] the similar method that results in the shortest total distance to
the goals is presented.

Several specific scenarios for the simple case of two robots are analysed further. These scenarios
should be treated as an approximation of a real case because typically paths of real robots are not
straight lines in the case of the platforms that are not fully actuated (like the differentially driven
mobile platform considered here).

In Figure 7 two robots are the same distance away from their goals. Initially the goals were
assigned as marked with dashed arrows. The goal exchange procedure led to the assignment marked
with continuous arrows. The resulting paths were less collisional or even non-collisional (as they are
parallel). The new assignment was optimal using both the shortest path criterion (n = 1) and quadratic
criterion (n = 2).

Figure 7. Two robot-goal assignment—case 1.

Figure 8 shows a case in which two robots and their goals lie on a straight line. Initially goal 2
is assigned to robot 1 and goal 1 is assigned to robot 2. This situation caused a saddle point because
during the motion to the goal R1 stays on the path of R2. One can observe that the shortest path
criterion (n = 1) produces exactly the same result for both possible goal assignments, while quadratic
one (n = 2) produces the result marked by continuous arrows. By the assignment R1−G1 and R2−G2

the goals can be reached by the robots without bypass manoeuvre. This is one of the examples showing
the significant advantage of the quadratic criterion over the shortest path criterion proposed in [23].

Figure 8. Two robot-goal assignment—case 2.

In Figure 9 R1 is exactly at the goal G2 assigned to it. G1 was assigned to R2. The quadratic
criterion resulted in the opposite assignment (continuous arrows). Notice that for the shortest path
criterion the collision avoidance interaction between R1 and R2 was possible. For this type of situation
the quadratic criterion resulted in goal exchange for all locations in the hatched circle. The opposite
situation is presented in Figure 10. Fields of squares shown in the figures represent values of cost
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functions for two possible goal assignments (compare two left-hand side squares with right-hand
square). The quadratic criterion resulted (in comparison to the shortest path) in a higher cost function
for assigning far goals to the robots. It favoured a larger number of short assignments instead of the
lower number of farther ones. This promoted the reduction of collision interaction situations.

Figure 9. Two robot-goal assignment—case 3.

Figure 10. Two robot-goal assignment—case 4.

In Figure 11 certain positions of the robot R1 and goals G1 and G2 have been assumed. If robot
R2 is located in the hatched area the quadratic criterion assigns it to G2, otherwise it is assigned to G1.
Some initial configuration may have led to temporary collision interaction states (i.e., when R2 initially
is located to the left of the R1) but the saddle point occurrence was not possible. Dashed circles on the
sides represent examples of boundary locations (for goal exchange) of the robot R2.
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Figure 11. Two robot-goal assignment—case 5.

The considered cases do not cover all possible scenarios, but since there is no formal guarantee
that the number of collision avoidance interactions between agents is reduced, they illustrate, together
with simulation results, that in typical situations goal exchange procedure leads to the simplification
of the control task.

9. Ensuring Integrity

As the goal exchange process involves two agents that are physically separated machines and
they communicate through a wireless link the goal exchange process is at the risk of failure. Using a
reliable communication protocol like Transmission Control Protocol (TCP) and dividing the process
into a sequence of stages acknowledged by the remote host the fault-tolerance of the system can be
increased. Assuming that the transmitted packets are encrypted (which is standard nowadays) and the
implementation is relatively simple (the author believes that software bugs can be corrected) byzantine
fault tolerance (BFT) [27] is not considered here.

The first stage of the goal exchange process is establishing the connection between agents. It is
proposed to use the TCP connection because this protocol uses sequence numbers, acknowledgements,
checksums and it is the most reliable, widely used communication protocol. Agents know network
addresses of the other agents. They can be given in advance, provided by the higher-level system or
obtained using a dedicated network broadcasting service. The attempt to connect to the agent that is
already involved in the goal exchange process should be rejected. This can be easily and effectively
implemented using TCP.

The second stage is transmission of the robot location coordinates and the goal from agent one to
another. The receiver computes σ (Equation (32)) and sends back the obtained value. If σ = 0 agent
closes the connection, otherwise they go to the third step.

The third step is a goal exchange that is the most critical part of the process. It must be guaranteed
that no goal stays unassigned and no goal can be assigned to more than one robot in the case of
agent/communication failure. To fulfil this condition the goal exchange must have all properties of
database transaction: it must be atomic, consistent, isolated and durable. In practice this idealistic
solution can be approximated by applying one of the widely used algorithms: two-phase commit
protocol [28], three-phase commit protocol [29], or Paxos [30]. All of them introduce a coordinator
block that is the central point of the algorithm. It can be run (for example as a separate process) on
the one of the machines involved in the goal exchange procedure. Notice that in the case of failure
(communication error, agent failure, etc.) the operation of goal exchange is aborted. This leads to
slower convergence of robots to their desired values but is not critical for the task execution.
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10. Simulation Results for Goal Exchange

This section presents numerical simulation of the algorithm extended with goal exchange
procedure. The initial conditions are exactly the same as in Section 4 (results for the algorithm
without goal exchange). The parameters of the controllers were also the same. The initial value of the
permutation matrix was the identity matrix P(0) = I.

Figure 12a shows paths of robots on the (x, y) plane. As in the previous experiment signals of
3 robots (out of 48) are highlighted in black. Figure 12b,c present graphs of x and y coordinates as a
function of time. The robots converge to the desired values in less than 20 s, a significantly better result
than 115 s (without goal exchange). This experiment was completed at 28 s due to faster convergence.
Figure 12d shows a time graph of the orientations. In Figure 12e,f linear and angular controls are
plotted. They reach constant values in less than 20 s. Figure 12g presents a time graph of the freeze
procedure (refer to Assumption 2). It can be seen that the last collision avoidance interaction ends at
13 s. In Figure 12h relative distances between robots are shown. No pair of robots reaches inter-agent
distance lower than or equal to r = 0.3 m (dashed line). It means that no collision has occurred.

(a) (b)

(c) (d)

Figure 12. Cont.
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(e) (f)

(g) (h)

Figure 12. Numerical simulation 2: trajectory tracking for N = 48 robots with goal exchange.
(a) locations of robots in xy-plane, (b) x coordinates as a function of time, (c) y coordinates as a
function of time, (d) robot orientations as a function of time, (e) linear velocity controls, (f) angular
velocity controls, (g) ‘freeze’ signals, (h) distances between robots.

Notice that in the presented simulation no communication delay of the goal exchange procedure
was taken into account. Depending on the quality of the network single goal exchange may take
even hundreds of milliseconds. On the other hand, as the procedure involves only a pair of agents,
many of such pairs can execute goal exchange at the same time. Of course another limitation was the
bandwidth of the communication network. These issues will be investigated by the author in the near
future. In the presented numerical simulations the number of goal switchings was 238, which is a
significant number.

Visualizations of the exemplary experiments are available on the website http://wojciech.
kowalczyk.pracownik.put.poznan.pl/research/target-assignment/ts.html.

11. Simulation Results for Saturated Wheel Controls

As the APFs used to avoid collisions are unbounded, the algorithm should be tested for the
limited wheel velocities (resulting from the motor velocity limits). This section presents a numerical
simulation for the mobile robots with the wheel diameter of 0.0245 m, the distance between wheels
amounting to 0.148 m and the maximum angular velocity of 48.6 rd/s.

A special scaling procedure was applied to the wheel controls. The desired wheel velocities were
scaled down when at least one of the wheels exceeds the assumed limitation. The scaled control signal
uiws is calculated as follows:

uiws = siuiw, (41)

where

si =

{
ωmax
ωio

if ωio > ωmax

1 otherwise
, (42)
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and
ωio = max{|ωiR|, |ωiL|}, (43)

where ωiR, ωiL denote right and left wheel angular velocity, ωmax is the predefined maximum allowed
angular velocity for each wheel.

Figure 13a,b show time graphs of the right and left wheels of the platforms. As in the previous
experiments, signals of three robots (out of 48) are highlighted in black. It can be clearly observed that
both of them were limited to ±48.6 rd/s. Linear and angular velocities of the platform are shown in
Figure 13c,d. Their velocities are lower in comparison to the non-limited case (refer to Figure 12e,f).
Figure 13e presents relative distances between the robots. The area below dashed line represents the
collision region. It can be seen that no pair of robots has reached it—no collision occurred during
this experiment.

(a) (b)

(c) (d)

(e)

Figure 13. Numerical simulation 3: trajectory tracking for N = 48 robots with goal exchange and
saturated wheel controls. (a) right wheel velocities, (b) left wheel velocities, (c) linear velocity controls,
(d) angular velocity controls, (e) distances between robots.
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12. Conclusions

This paper presents a new control algorithm for the formation of non-holonomic mobile robots.
Inter-agent communication is used to check if exchange of goals between robots reduces the system’s
overall Lyapunov-like function and the sum of position errors squared. The procedure is verified
by numerical simulations for large group of non-holonomic mobile robots moving in the formation.
The simulations also include the case in which wheel velocity controls are limited. A significant
improvement of system convergence is shown. The author plans to conduct extensive tests of the
presented algorithm on real two-wheeled mobile robots in the near future.
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11. Hatanaka, T.; Fujita, M.; Bullo, F. Vision-based cooperative estimation via multi-agent optimization.
In Proceedings of the 49th IEEE Conference on Decision and Control (CDC), Atlanta, GA, USA, 15–17
December 2010; pp. 2492–2497. doi:10.1109/CDC.2010.5717384. [CrossRef]

12. Millan, P.; Orihuela, L.; Jurado, I.; Rubio, F. Formation Control of Autonomous Underwater Vehicles Subject
to Communication Delays. IEEE Trans. Control Syst. Technol. 2014, 22, 770–777. [CrossRef]

13. Yoshioka, C.; Namerikawa, T. Formation Control of Nonholonomic Multi-Vehicle Systems based on Virtual
Structure. IFAC Proc. Vol. 2008, 41, 5149–5154. [CrossRef]

14. Borrmann, U.; Wang, L.; Ames, A.D.; Egerstedt, M. Control Barrier Certificates for Safe Swarm Behavior.
IFAC-PapersOnLine 2015, 48, 68–73. [CrossRef]

15. Ames, A.D.; Xu, X.; Grizzle, J.W.; Tabuada, P. Control Barrier Function Based Quadratic Programs for Safety
Critical Systems. IEEE Trans. Autom. Control 2017, 62, 3861–3876. [CrossRef]

16. Srinivasan, M.; Coogan, S.; Egerstedt, M. Control of Multi-Agent Systems with Finite Time Control Barrier
Certificates and Temporal Logic. In Proceedings of the 2018 IEEE Conference on Decision and Control (CDC),
Miami Beach, FL, USA, 17–19 December 2018; pp. 1991–1996. doi:10.1109/CDC.2018.8619113. [CrossRef]

17. Akella, S. Assignment Algorithms for Variable Robot Formations. In Proceedings of the 12th International
Workshop on the Algorithmic Foundations of Robotics, San Francisco, CA, USA, 18–20 December 2016.

95



Appl. Sci. 2019, 9, 1311

18. Caldeira, A.; Paiva, L.; Fontes, D.; Fontes, F. Optimal Reorganization of a Formation of Nonholonomic
Agents Using Shortest Paths. In Proceedings of the 2018 13th APCA International Conference on Automatic
Control and Soft Computing (CONTROLO), Ponta Delgada, Azores, Portugal, 4–6 June 2018.

19. Alonso-Mora, J.; Baker, S.; Rus, D. Multi-robot formation control and object transport in dynamic
environments via constrained optimization. Int. J. Robot. Res. 2017, 36, 1000–10217. [CrossRef]

20. Alonso-Mora, J.; Breitenmoser, A.; Rufli, M.; Siegwart, R.; Beardsley, P. Image and Animation Display with
Multiple Mobile Robots. Int. J. Robot. Res. 2012, 31, 753–773. [CrossRef]

21. Desai, A.; Cappo, E.; Michael, N. Dynamically feasible and safe shape transitions for teams of aerial robots.
In Proceedings of the 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
Daejeon Convention Center, Daejeon, Korea, 9–14 October 2016; pp. 5489–5494.

22. Turpin, M.; Michael, N.; Kumar, V. Capt: Concurrent Assignment and Planning of Trajectories for Multiple
Robots. Int. J. Robot. Res. 2014, 33, 98–112. [CrossRef]

23. Panagou, D.; Turpin, M.; Kumar, V. Decentralized goal assignment and trajectory generation in multi-robot
networks: A multiple Lyapunov functions approach. In Proceedings of the 2014 IEEE International
Conference on Robotics and Automation (ICRA), Hong Kong, China, 31 May–5 June 2014; pp. 6757–6762.
[CrossRef]

24. Loria, A.; Dasdemir, J.; Alvarez Jarquin, N. Leader—Follower Formation and Tracking Control of Mobile
Robots Along Straight Paths. IEEE Trans. Control Syst. Technol. 2016, 24, 727–732. [CrossRef]

25. Michałek, M.; Kozłowski, K. Vector-Field-Orientation Feedback Control Method for a Differentially Driven
Vehicle. IEEE Trans. Control Syst. Technol. 2010, 18, 45–65. [CrossRef]

26. Khalil, H.K. Nonlinear Systems, 3rd ed.; Prentice-Hall: New York, NY, USA, 2002.
27. Castro, M.; Liskov, B. Practical Byzantine Fault Tolerance. In Proceedings of the Third Symposium on

Operating Systems Design and Implementation, New Orleans, LA, USA, 22–25 February 1999.
28. Bernstein, P.; Hadzilacos, V.; Goodman, N. Concurrency Control and Recovery in Database Systems; Addison

Wesley Publishing Company: Boston, MA, USA, 1987; ISBN 0-201-10715-5.
29. Skeen, D.; Stonebraker, M. A Formal Model of Crash Recovery in a Distributed System. IEEE Trans. Softw.

Eng. 1983, 9, 219–228. [CrossRef]
30. Lamport, L. The Part-Time Parliament. ACM Trans. Comput. Syst. 1998, 16, 133–169. [CrossRef]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

96



applied  
sciences

Article

Biologically-Inspired Learning and Adaptation of
Self-Evolving Control for Networked Mobile Robots

Sendren Sheng-Dong Xu 1, Hsu-Chih Huang 2,*, Tai-Chun Chiu 1 and Shao-Kang Lin 2

1 Graduate Institute of Automation and Control, National Taiwan University of Science and Technology,
Taipei City 10607, Taiwan; sdxu@mail.ntust.edu.tw (S.S.-D.X.); ifuzzy2015@gmail.com (T.-C.C.)

2 Department of Electrical Engineering, National Ilan University, Yilan City 26047, Taiwan;
cacs2015@gmail.com

* Correspondence: hchuang@niu.edu.tw

Received: 16 January 2019; Accepted: 5 March 2019; Published: 12 March 2019

Abstract: This paper presents a biologically-inspired learning and adaptation method for
self-evolving control of networked mobile robots. A Kalman filter (KF) algorithm is employed
to develop a self-learning RBFNN (Radial Basis Function Neural Network), called the KF-RBFNN.
The structure of the KF-RBFNN is optimally initialized by means of a modified genetic algorithm
(GA) in which a Lévy flight strategy is applied. By using the derived mathematical kinematic model
of the mobile robots, the proposed GA-KF-RBFNN is utilized to design a self-evolving motion control
law. The control parameters of the mobile robots are self-learned and adapted via the proposed
GA-KF-RBFNN. This approach is extended to address the formation control problem of networked
mobile robots by using a broadcast leader-follower control strategy. The proposed pragmatic approach
circumvents the communication delay problem found in traditional networked mobile robot systems
where consensus graph theory and directed topology are applied. The simulation results and
numerical analysis are provided to demonstrate the merits and effectiveness of the developed
GA-KF-RBFNN to achieve self-evolving formation control of networked mobile robots.

Keywords: biologically-inspired; self-learning; formation control; mobile robots

1. Introduction

Networked mobile robots that are capable of self-learning have received growing attention in the
mobile robotics research community [1–3]. This emerging technology has surpassed the conventional
robotic system by taking advantage of robot collaboration, system robustness, scalability, and greater
flexibility. This modern robotic system has been commonly applied in manufacturing, military
applications, surveillance, etc. to perform complex tasks [4–6]. Some self-learning strategies have
been proposed to develop motion controllers for networked mobile robots [6,7]. Among them, an
RBFNN incorporating the gradient descent method is regarded as a powerful tool for designing the
self-learning controllers of networked mobile robots [7,8].

The RBFNN introduced by Broomhead and Lowe is a three-layer feedforward artificial neural
network in which radial basis functions are used as activation functions [9,10]. This methodology
takes advantage of fast learning capability and universal approximation. To date, it is a useful
neural network architecture for addressing many engineering problems [11,12]. However, traditional
RBFNNs adopt a gradient descent approach for training the neural network that is not capable of noise
reduction [10–12]. In other words, these studies did not consider the uncertainty and noise induced
in the process and measurement phases. This paper presents a Kalman filter based RBFNN and its
application to self-learning control of networked mobile robots.

The Kalman filter is a state estimation technique introduced by R.E. Kalman [13]. It is a classic
state estimation technique used widely in engineering applications, including spacecraft navigation,
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motion planning in robotics, signal processing and wireless sensor networks [14–16] because of its
ability to extract useful information from noisy data. It is an optimal estimator for evaluating the
internal state of a dynamic system under certain process patterns and/or measurement disturbances
in the physical environment [13,17,18]. The objective of the Kalman filter is to minimize the mean
squared error between the actual and estimated data. Although the proposed KF-RBFNN is useful for
designing learning control schemes with noise reduction, the initial network parameters influences the
system performance, namely that the selection of centers, widths and output weights for the Gaussian
functions is an important consideration.

Parameter-tuning of an RBFNN is challenging when using this neural network to solve
multidimensional optimization problems. Over the years, several methods have been developed
for addressing this RBFNN optimization problem [19–21]. However, these traditional RBFNN
methods may cause the output to converge to local optimum when the dimensionality of the problem
increases [22]. Since RBFNN optimization can be formulated as a search problem, biologically,
algorithms are new paths for optimizing RBFNNs. This is a successful hybridization of RBFNNs
and evolutionary algorithms. Although there are some metaheuristic algorithms used to develop
evolutionary RBFNNs [23–26], there has been no attempt to present an evolutionary KF-RBFNN using
a GA to achieve learning control of networked mobile robotic systems.

The GA is one of the most popular evolutionary algorithms for solving optimization
problems [27–29]. Although GAs have been widely applied to various optimization problems, these
biologically inspired algorithms suffer from premature convergence. In other words, these traditional
computing paradigms may converge to local optimum. This paper contributes to the development of
a modified GA to improve the search diversity by including the Lévy flight approach. An adaptive
determination of crossover and mutation probabilities in the GA is proposed via the Lévy flights.
This random walk is very efficient in exploring the search space of the optimization problem. The
proposed modified GA metaheuristics is then applied to the design of an optimal GA-KF-RBFNN for
self-tuning motion control of networked mobile robots.

Of the increasing demands on networked mobile robot systems, formation using a leader-follower
control strategy is one of the most important and is becoming increasing crucial [30–32]. It is a
coordinated control in which the leader robot follows a desired trajectory while the follower robots
maintain a specified geometrical pattern [32]. Although some studies have addressed this control
problem by considering graph theory and consensus control approaches [33–35], these networked
mobile robot systems suffer from communication delay problem. This paper presents a pragmatic
self-learning optimal GA-KF-RBFNN formation control method for networked mobile robot systems
that avoids the communication delay problem.

This paper is structured as follows: a biologically-inspired Kalman filter based RBFNN control
technique, called GA-FA-RBFNN control is introduced in Section 2. Section 3 employs the proposed
GA-FA-RBFNN to develop a networked mobile robot system to achieve self-evolving formation control.
In Section 4, several simulation results are reported to demonstrate the effectiveness of the proposed
methods. Finally, Section 5 concludes this paper.

2. Biologically-Inspired Kalman Filter Based RBFNN Control

2.1. Kalman Filter Algorithm

This section aims to describe the Kalman filter algorithm by which measurements are taken,
and the state is estimated at discrete time points. The Kalman filter deals with the general problems
encountered in estimating the state of a discrete-time controlled process, which is governed by the
following state-space Equation (1) at time index k:

x(k) = Ax(k− 1) + BU(k− 1) + w(k)
y(k) = Cx(k)
z(k) = Hy(k) + v(k)

(1)

98



Appl. Sci. 2019, 9, 1034

where A, B, and C are matrices in the state-space Equation (2). w(k) is the process noise and v(k) is
the measurement noise. z(k) is the measured signal and H is the sensor matrix. The probability of the
process noise w(k) is p(w) and the probability of measurement noise v(k) is p(v). The process noise
covariance of p(w) is Q and the measured noise covariance of p(v) is R. In Kalman filtering, p(w) and
p(v) are independent white noises with normal probability distributions, expressed by:

p(w) ∼ N(0, Q)

p(v) ∼ N(0, R)
(2)

Figure 1 presents the structure of Kalman filter algorithm in which the estimated state x̂(k− 1)
and the error covariance P(k − 1) are included [13]. As shown in Figure 1, The Kalman filter algorithm
consists of two phases: time update phase (predictor) and measurement update phase (corrector). The
following summarizes the two important phases in classical Kalman filter algorithm.

1. Time update phase:

a. At time step k − 1, calculate x̂(k− 1) and P(k− 1).
b. Update the estimation of state vector x̂−(k) and the estimation of error covariance matrix

P̂−(k).

2. Measurement update phase:

a. Update the optimal gain K(k) of Kalman filter.
b. Update the estimation of state vector x̂(k) using z(k), x̂−(k) and K(k).
c. Update the estimation of error covariance matrix p(k) by utilizing K(k) and P−(k) for next

iteration in the Kalman filter algorithm process.

ˆ, , ( 1), ( 1)Q R x k P k− −
ˆ ˆ( ) ( 1) ( 1)x k Ax k BU k− = − + −

( ) ( 1) TP k AP k A Q− = − +
( )z k

1( ) ( ) ( ( ) )T TK k P k H HP k H R− − −= +

ˆ ˆ ˆ( ) ( ) ( )( ( ) ( ))x k x k K k z k Hx k− −= + −

( ) ( ( ) ) ( )P k I K k H P k−= −

Figure 1. Structure of the classical Kalman filter.

2.2. Classical RBFNN

Figure 2 presents the structure of a classical RBFNN. This feed forward multilayer neural network
has three layers, comprising the input layer, hidden layer and output layer. As shown in Figure 2,
the inputs of the hidden layer in the RBFNN structure are the linear combinations of the weights and
the input vector [x1 x2, x3, . . . . . . , xn]

T . These vectors are then mapped by means of a radial basis
functions in each node. Finally, the output layer of RBFNN generates a vector yp for m outputs by
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linear combination of the outputs of the hidden nodes. This kind of artificial neural network has
been regarded as a powerful tool that can approximate any continuous function with satisfactory
accuracy [11]. In Figure 2, the output of the RBFNN is expressed by:

ym =
m

∑
j=1

wjhj (3)

where hj is the radial basis vector. This vector is described by using the following Gaussian function:

hj = exp(
−‖X− Cj‖2

2b2
j

), j = 1, 2, . . . , m (4)

where ‖•‖ is the Euclidean norm operation, Cj = [cj1, cj2, . . . , cjm]
T is the center vector of the jth

node, B = [b1, b2, . . . , bm]
T is the basis width vector. W = [w1, w2, . . . , wm]

T is the weight vector
in the RBFNN. Typically, this neural network is initialized with a randomly determined of RBFNN
parameters, including Cj, B, and W.

1x
1h

2h

3h

mh

2x

3x

nx

my

Figure 2. Structure of the classical RBFNN (Radial Basis Function Neural Network).

Gradient descent is an effective method for training RBFNN networks compared with other
conventional training approaches [9,10]. In gradient descent training with one neuron in the output
layer, the weights are updated at each time step by using the following rules:

wj(k + 1) = wj(k) + ηe(k)hj(k), (5)

Cji(k + 1) = Cji(k) + ηe(k)wjhj
xi(k)− Cji(k)

b2
j (k)

, (6)

bj(k + 1) = bj(k) + ηe(k)wjhj
‖X(k)− Cj(k)‖2

b3
j (k)

, (7)

where e(k) represents the error at the kth time step and η denotes the learning rate. Since the initial
parameters for an RBFNN using the gradient descent method are determined either by a trial-and-error
approach or randomly set, convergence to a local optimum solution is inevitable [10]. To improve the
learning performance of the RBFNN, this paper has developed a Kalman filter to train the RBFNN

100



Appl. Sci. 2019, 9, 1034

network structure based on a gradient descent approach. The proposed KF-RBFNN is applied to the
self-learning control of networked mobile robots.

2.3. Kalman Filter Based RBFNN Control

Figure 3 depicts the block diagram of the RBFNN-based control. In Figure 3, the error between
the real output y(k) and the estimated output of the neural network ym(k) are considered to
develop a self-learning RBFNN. The cost function or performance index is defined by the squared
estimation error:

J(k) =
1
2
[y(k)− ym(k)]

2. (8)

  

   

  

( )y k

( )my k

( ) ( )my k y k−

Figure 3. Block diagram of the RBFNN control scheme.

Considering the gradient descent method in Equations (5)–(7), the structure parameters: wj, Cji,
and bj are updated online at every sampling point, expressed by:

Δwj = [y(k)− ym(k)]hj
wj(k) = wj(k− 1) + ηΔwj + ς

[
wj(k− 1)− wj(k− 2)

]
Δbj = [y(k)− ym(k)]wjhj

‖X−Cj‖2

b3
j

bj(k) = bj(k− 1) + ηΔbj + ς
[
bj(k− 1)− bj(k− 2)

]
Δcji = [y(k)− ym(k)]wj

xj−cji

b2
j

cji(k) = cji(k− 1) + ηΔcji + ς
[
cji(k− 1)− cji(k− 2)

]
, (9)

where ς denotes the momentum factor and η is the learning rate of the neural network.
Based on Figure 3, the proposed KF-RBFNN control scheme depicted in Figure 4 considers the

process noise w(k) and measurement noise v(k). In the proposed intelligent KF-RBFNN control scheme,
the KF-RBFNN serves as an on-line learning and adapting mechanism in the intelligent controller.
As shown in Figure 4, the effects of the process uncertainty w(k) and the measurement noise v(k) in the
control scheme can be reduced via the implementation of the Kalman filter. To retrain the uncertainty
and noise, the measured output z(k) is employed to derive an estimation ŷ(k) of the output y(k) in the
proposed KF-RBFNN. Both the control signal u(k) and output ym(k) of the RBFNN are fed into the
neural network for on-line learning. Moreover, the estimated output value ym(k) of the RBFNN is then
utilized to update the control parameters to achieve self-learning control using the Kalman filter.
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Figure 4. Block diagram of the KF-RBFNN control scheme.

2.4. Evolutionary KF-RBFNN Control

2.4.1. Modified GA with Lévy Flight

The GA developed by John Holland is a search algorithm that is inspired by Charles Darwin’s
theory of natural evolution. This evolutionary algorithm reflects the process of natural selection where
the fittest individuals are selected for reproduction, thereby producing offspring of the next generation.
This stochastic optimization technique starts with a set of solutions (chromosomes), called a population.
This paradigm employs probabilistic rules to evolve a population from one generation to the next via
the genetic operators: reproduction, crossover, and mutation. This paradigm is widely used to solve
multidimensional optimization problems. When applying a GA to deal with optimization problems, an
initial population of feasible solutions is generated. Each feasible solution is encoded as a chromosome
string. These chromosomes are evaluated using a predefined fitness function or objective function
based on the optimization problems. Figure 5 presents the flowchart of a GA. The initial population is
randomly generated and the fitness function is defined before the GA evolutionary process begins.
This study employs tournament selection, single-point crossover and single-point mutation strategies
to develop a modified GA paradigm.

 
Figure 5. Flowchart of evolutionary GA.

Crossover and mutation are important operations for generating new individuals in the GAs.
The performance of a GA is sensitive to the control parameter setting. The probabilities of crossover
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and mutation are significant parameters that influence the convergence performance of a GA. The
use of unsuitable probability for crossover and mutation can result in poor convergence performance.
More precisely, choosing suitable parameter values is a problem dependent task and requires previous
experiences. Most studies adopt fixed crossover and mutation probabilities; this paper employs the
Lévy flight which is a specialized random walk to increase the search diversity, expressed by:

Levy(β) =

∣∣∣∣∣∣
Γ(β + 1)× sin

(
πβ
2

)
Γ
(

1+β
2

)
× β× 2(

β−1
2 )

∣∣∣∣∣∣
1
β

, (10)

where Γ denotes the gamma function and β is a constant (1 < β ≤ 3). The proposed modified GA is
then applied to optimally set the initial parameters of the KF-RBFNN.

2.4.2. GA-Based KF-RBFNN

In the proposed KF-RBFNN, the accuracy and performance are influenced by the selections of the
radial functions that are defined by a center vector B, width vector Cj, and weight vector W. In other
words, proper tuning of these parameters is an important part of the optimal KF-RBFNN designs. This
study employs the modified GA to develop a parameter tuning process that optimizes the KF-RBFNN.
When applying the GA to address this issue, a chromosome is defined by the RBFNN parameter
sequence Chromosome =

{
Cj,B, W

}
and the optimal RBFNN structure can be evolved via the GA

process with Lévy flight. The following fitness function (root mean square error, RMSE) for the Ns

sample is used to evaluate the GA chromosomes.

Fitness =

√√√√ 1
Ns

Ns

∑
k=1

(
yp∗(k)− yp(k)

)2 (11)

where yp(k) is the output and yp
∗(k) is the predicted output at the kth sampling time. The following

describes the GA process for KF-RBFNN optimization.

Step 1: Initialize the GA computing with Lévy flight.
Step 2: Each GA chromosome in the population contains genes to represent the KF-RBFNN parameters,

meaning that Chromosome =
{

Cj,B, W
}

.

Step 3: Construct the KF-RBFNN using Chromosome =
{

Cj,B, W
}

and evaluate the performance using
the fitness function (11).

Step 4: Perform GA crossover and mutation with the probabilities set by Lévy flight.
Step 5: Update the GA population.
Step 6: Check the termination criterion. Go to Step 3 or output the optimized GA individual

Chromosome∗ =
{

C∗j , B∗, W∗
}

for the proposed GA-KF-RBFNN.

3. Application to Self-Evolving Control of Networked Mobile Robots

3.1. Modeling and Lyapunov-Based Control

Figure 6 depicts the geometrical structure of a mobile robot with four Swedish wheels for
the proposed networked mobile robot system. Compared to the conventional differential-drive
(non-holonomic) mobile robots, this kind of mobile robot with omnidirectional capability has superior
mobility. The kinematic model of the four-wheeled Swedish mobile robot is expressed by:
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⎡⎢⎢⎢⎣
v1(t)
v2(t)
v3(t)
v4(t)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
rω1(t)
rω2(t)
rω3(t)
rω4(t)

⎤⎥⎥⎥⎦ = T(θ(t))

⎡⎢⎣
.
x(t)
.
y(t)
.
θ(t)

⎤⎥⎦, (12)

where:

T(θ(t)) =

⎡⎢⎢⎢⎣
− sin(δ + θ)

− cos(δ + θ)

sin(δ + θ)

cos(δ + θ)

cos(δ + θ)

− sin(δ + θ)

− cos(δ + θ)

sin(δ + θ)

L
L
L
L

⎤⎥⎥⎥⎦,

δ is π/4; r represents the radius of the Swedish wheel; L denotes the distance from the Swedish wheel’s
center to the geometric center of the mobile robot; vi(t) and ωi(t), i = 1, 2, 3, 4 respectively denote the
linear and angular velocities of each omnidirectional wheel. [x(t) y(t) θ(t)]T is the pose vector that
includes the position and orientation of the mobile robot measured at time t.

In mobile robotic research, robots with over three degrees-of-freedom (DOFs) are classified as
redundant robots because they provide redundancy. Note that T(θ(t)) in Equation (12) is singular for
any θ in this redundant mobile robot system. This study adopts the pseudo inverse matrix approach to
address the redundant control problem of mobile robots. Considering the left pseudo-inverse matrix
T#(θ(t)) of T(θ(t)) by using T#(θ(t))P(θ(t)) = I, the matrix T#(θ(t)) is expressed by:

T#(θ(t)) =

⎡⎢⎣
− sin(δ+θ)

2
cos(δ+θ)

2
1

4L

− cos(δ+θ)
2

− sin(δ+θ)
2
1

4L

sin(δ+θ)
2

− cos(δ+θ)
2
1

4L

cos(δ+θ)
2

sin(δ+θ)
2
1

4L

⎤⎥⎦. (13)

Figure 6. Geometry of the omnidirectional mobile robot with four Swedish wheels.

Combining Equations (12) and (13), the kinematics of the four-wheeled omnidirectional mobile
robot is derived as follows: ⎡⎢⎣

.
x(t)
.
y(t)
.
θ(t)

⎤⎥⎦ = T#(θ(t))

⎡⎢⎢⎢⎣
v1(t)
v2(t)
v3(t)
v4(t)

⎤⎥⎥⎥⎦. (14)
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After the kinematics analysis of the Swedish mobile robots, the next step is to design a motion
control law and prove its stability using Lyapunov theory. The current pose of the omnidirectional

Swedish mobile robot at time t is defined as S =
[

x(t) y(t) θ(t)
]T

, and the desired reference

trajectory of the Swedish mobile robot is expressed as Sr =
[

xr(t) yr(t) θr(t)
]T

. With the two
pre-defined vectors, the tracking error of the mobile robot is given by:

Se =

⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦ =

⎡⎢⎣ x(t)
y(t)
θ(t)

⎤⎥⎦−
⎡⎢⎣ xr(t)

yr(t)
θr(t)

⎤⎥⎦ = S− Sr, (15)

which gives:

.
Se =

⎡⎢⎣
.
xe(t)
.
ye(t).
θe(t)

⎤⎥⎦ =

⎡⎢⎣
.
x(t)
.
y(t)
.
θ(t)

⎤⎥⎦−
⎡⎢⎣

.
xr(t)
.
yr(t).
θr(t)

⎤⎥⎦ = T#(θ(t))

⎡⎢⎢⎢⎣
rω1(t)
rω2(t)
rω3(t)
rω4(t)

⎤⎥⎥⎥⎦−
⎡⎢⎣

.
xr(t)
.
yr(t).
θr(t)

⎤⎥⎦. (16)

The goal of control law design is to derive the angular velocity vector[
ω1(t) ω2(t) ω3(t) ω4(t)

]T
for tracking the desired differentiable trajectory[

xr(t) yr(t) θr(t)
]T

with asymptotical stability. Based on the PID (Proportional-Integral-Derivative)
control strategy, the following redundant control law is proposed:⎡⎢⎢⎢⎣

v1(t)
v2(t)
v3(t)
v4(t)

⎤⎥⎥⎥⎦ = T(θ(t))

⎛⎜⎝−KP

⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦− KI

⎡⎢⎣
∫ t

0 xe(τ)dτ∫ t
0 ye(τ)dτ∫ t
0 θe(τ)dτ

⎤⎥⎦− KD

⎡⎢⎣
.
xe(t)
.
ye(t).
θe(t)

⎤⎥⎦+

⎡⎢⎣
.
xr(t)
.
yr(t).
θr(t)

⎤⎥⎦
⎞⎟⎠, (17)

where KP, KI and KD are the control matrices. They are diagonal and positive, thus KP =

diag[kxp kyp kθp], KI = diag[kxi kyi kθi], and KD = diag[kxd kyd kθd]. By substituting Equations (17) into
(16), the closed-loop error system is obtained:

.
Se =

⎡⎢⎣
.
xe(t)
.
ye(t).
θe(t)

⎤⎥⎦ =

⎛⎜⎝−KP

⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦− KI

⎡⎢⎣
∫ t

0 xe(τ)dτ∫ t
0 ye(τ)dτ∫ t
0 θe(τ)dτ

⎤⎥⎦− KD

⎡⎢⎣
.
xe(t)
.
ye(t).
θe(t)

⎤⎥⎦
⎞⎟⎠. (18)

To prove the asymptotical stability of the closed-loop error system in (18) via Lyapunov theory,
the following Lyapunov function is selected:

V(t) = 1
2

[
xe(t) ye(t) θe(t)

]⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦+ 1
2

[ ∫ t
0 xe(τ)dτ

∫ t
0 ye(τ)dτ

∫ t
0 θe(τ)dτ

]
KI

⎡⎢⎣
∫ t

0 xe(τ)dτ∫ t
0 ye(τ)dτ∫ t
0 θe(τ)dτ

⎤⎥⎦+ 1
2

[
xe(t) ye(t) θe(t)

]
KD

⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦ > 0

one obtains:

.
V(t) = −

[
xe(t) ye(t) θe(t)

]
KP

⎡⎢⎣ xe(t)
ye(t)
θe(t)

⎤⎥⎦ < 0.

Since
.

V is negative definite, the asymptotical stability is therefore proven. The proposed motion
control law can steer the mobile robot to achieve S → Sr as t → ∞ .
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3.2. GA-KF-RBFNN Self-Learning Control

Figure 7 depicts the GA-KF-RBFNN self-learning control scheme, in which the noise from the
process and measurement phases are included. As shown in Figure 7, the proposed GA-KF-RBFNN
is employed to online adjust the parameters KP = diag[kxp kyp kθp], KI = diag[kxi kyi kθi], and
KD = diag[kxd kyd kθd] of the mobile robot. It is worthy to mention that the control matrices in Equation
(17) are online adjusted at every sampling point to achieve tracking control. This GA-KF-RBFNN
evolutionary online tuning method with noise reduction outperforms the traditional off-line and
hand-tuning approaches.

 

   

  ˆ( ) ( )my k y k−

( )my k

PK IK DK

( )w k ( )v k

1 2 3 4( ) [ , , , ]Tu k v v v v=

Figure 7. Block diagram of the GA-KF-RBFNN redundant control scheme for mobile robot.

In Figure 7, the control law u(k) = [v1, v2, v3, v4]
T and the output ym(k) of the RBFNN are fed

into the network for on-line learning. Moreover, the estimated output value ym(k) of the RBFNN
is then employed to update the control matrices KP = diag[kxp kyp kθp], KI = diag[kxi kyi kθi], and
KD = diag[kxd kyd kθd] of the four-wheeled omnidirectional mobile robot to achieve the auto-tuning
control with a Kalman filter.

3.3. Leader-Follower Formation Control of Networked Mobile Robots

The leader-follower model is the main trend of networked mobile robotics, where a leader robot
and several follower robots are included in a multi-robot system [32]. For networked mobile robots,
formation control is an important topic that the leader robot tracks the desired trajectory while the
follower robots maintain the formation shape. Figure 8 depicts a leader-follower networked mobile
robotic system to achieve triangular formation control with three robots.

In this paper, all mobile robots are independently controlled by using Equation (17) to accomplish
leader-follower formation control, and the control parameters are self-tuned via the GA-KF-RBFNN
paradigm. Compared to traditional consensus multiple robot systems with directed graph topology,
the proposed broadcast leader-follower networked mobile robot system circumvents the delay problem.
The position and orientation of the robots are broadcasted via the network. To maintain the desired
formation shape, the geometrical relationship of the leader robot and follower robots in Figure 7 is
calculated. Since the data flow is broadcasted online to every robot, the communication delay issues
that occur in the consensus multiple robot system are therefore avoided. The proposed GA-KF-RBFNN
self-evolving formation control for networked mobile robots not only reduces the system noises, but
also avoids the communication delay.
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Figure 8. Leader-follower formation control with three mobile robots.

4. Simulations, Comparative Analysis, and Discussion

This section aims to conduct several simulations to examine the effectiveness of the proposed
methods. The proposed networked mobile robot system consists of three four-wheeled Swedish
omnidirectional mobile robots, including one leader and two follower mobile robots in a broadcast
communication environment. The desired formation shape is triangular as shown in Figure 8.
The system parameters in the proposed networked mobile robot system are L = 0.25 m and r = 5.08 cm.

The first simulation is conducted to demonstrate the performance of the circular formation
control using the proposed GA-KF-RBFNN control approach. The number of iterations for the
modified GA is 150, and the probabilities of crossover and mutation are determined by the Lévy

flight. The circular trajectory for the leader robot is expressed as
[

xr(t) yr(t) θr(t)
]T

=[
1.75 cos(ωit) m 1.75 sin(ωit) m π/4 rad

]T
, ωi = 0.35 rad/ sec. Figure 9 depicts the simulation

result of the circular formation control. The three omnidirectional mobile robots are initially placed at
different poses in the workspace. The desired trajectory for leader robot is a circular trajectory and the
two follower robots aim to maintain a triangular formation. The tracking error of the leader mobile
robot is presented in Figure 10. As shown in Figure 10, the leader mobile robot successfully tracks
the desired circular trajectory in 4 s. Figure 11 depicts the formation error of follower robot #1 and
Figure 12 depicts the formation error of follower robot #2. These simulation results demonstrate that
the proposed GA-KF-RBFNN optimization is capable of accomplishing the self-learning formation
control of networked mobile robotic systems.
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Figure 9. Simulation result of circular formation control.

Figure 10. Tracking error of the leader mobile robot for circular formation control.

Figure 11. Formation error of follower robot #1 for circular formation control.
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Figure 12. Formation error of follower mobile robot #2 for circular formation control.

The second simulation is provided to show the effectiveness of the proposed GA-KF-RBFNN
formation control for daisy curve tracking. The desired trajectory of the leader robot

is a special daisy curve with three petals, expressed by
[

xr(t) yr(t) θr(t)
]T

=[
1
2 + b(a + r′ cos(pωit)) cos(ωit) m 1

2 + b(a + r′ cos(pωit)) sin(ωit) m π/4 rad
]T

, b = 0.2 m,

a = 0.6 m, r′ = 0.42 m, p = 3, and ωi = 0.35 rad/ sec. To illustrate the noise reduction capability
of the proposed GA-KF-RBFNN self-learning controller, a Gaussian noise is added into the process
and measurement phases. Figure 13 presents the simulation result of daisy curve formation control
using the proposed GA-KF-RBFNN and Figure 14 depicts the tracking error of the leader robot.
Moreover, Figures 15 and 16 present the formation error of follower robot #1 and follower robot
#2, respectively, for daisy curve formation control. Both the tracking performance and formation
behavior are guaranteed. These simulation results clearly indicate that the proposed metaheuristic
GA-KF-RBFNN self-evolving control scheme with noise reduction achieves the formation control task
for networked mobile robots. This approach outperforms the traditional consensus control methods
where the uncertainty and self-adaptation are not considered.

Figure 13. Simulation result for the daisy curve formation control.

109



Appl. Sci. 2019, 9, 1034

Figure 14. Tracking error of the leader mobile robot for daisy curve formation control.

Figure 15. Formation error of follower robot #1 for daisy curve formation control.

Figure 16. Formation error of follower robot #2 for daisy curve formation control.

In order to provide a comparative analysis to illustrate the merits of the proposed methods
over other existing approaches, Table 1 lists the comparison of the proposed GA-KF-RBFNN
formation control and traditional controllers. As shown in Table 1, the proposed biologically-inspired
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GA-KF-RBFNN learning and adaptation for self-evolving of networked mobile robots is superior to the
traditional formation control methods. With the modified GA metaheuristics and Kalman filter, both
the noise and delay problem are avoided. The proposed GA-KF-RBFNN formation control strategy
is applicable to all kinds of mobile robots, including different-drive [36] and three-wheeled mobile
robotic systems.

Table 1. A comparative analysis of the formation controllers for networked robots.

Evolutionary
Strategy

Noise
Reduction

Distributed
Formation

Leader-Follower
Approach

Consensus
Delayed

Formation

Omnidirectional
Capability

[1,2] No No Yes Yes Yes No
[3–6] No No Yes Yes Yes No
[7–9] No No Yes Yes Yes No

[10–13] No No Yes Yes Yes No
[31–34] No No Yes Yes Yes No

This Study Yes Yes Yes Yes No Yes

5. Conclusions

This paper has presented a biologically-inspired GA-KF-RBFNN learning and adaptation method
for the self-evolving control of networked mobile robots. The Kalman filter algorithm is employed
to develop a self-learning RBFNN by considering uncertainty and noises. Moreover, the structure
of the proposed KF-RBFNN is optimally initialized by means of the modified GA in which a Lévy
flight strategy is applied. With the derived kinematic model of a four-wheeled omnidirectional mobile
robot and broadcast leader-follower model, the GA-KF-RBFNN is utilized to design a self-evolving
motion control law for a networked mobile robotic system. This approach overcomes the problem
of communication delay found in conventional consensus networked robotic systems. Simulation
results illustrate the merits of the proposed intelligent networked mobile robot system which uses a
GA-KF-RBFNN to achieve self-learning formation control and consider the uncertainty and noise.
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Abstract: Cooperative behaviors in multi-robot systems emerge as an excellent alternative for
collaboration in search and rescue tasks to accelerate the finding survivors process and avoid risking
additional lives. Although there are still several challenges to be solved, such as communication between
agents, power autonomy, navigation strategies, and detection and classification of survivors, among
others. The research work presented by this paper focuses on the navigation of the robot swarm and
the consensus of the agents applied to the victims detection. The navigation strategy is based on the
application of particle swarm theory, where the robots are the agents of the swarm. The attraction and
repulsion forces that are typical in swarm particle systems are used by the multi-robot system to avoid
obstacles, keep group compact and navigate to a target location. The victims are detected by each agent
separately, however, once the agents agree on the existence of a possible victim, these agents separate
from the general swarm by creating a sub-swarm. The sub-swarm agents use a modified rendezvous
consensus algorithm to perform a formation control around the possible victims and then carry out a
consensus of the information acquired by the sensors with the aim to determine the victim existence.
Several experiments were conducted to test navigation, obstacle avoidance, and search for victims.
Additionally, different situations were simulated with the consensus algorithm. The results show how
swarm theory allows the multi-robot system navigates avoiding obstacles, finding possible victims, and
settling down their possible use in search and rescue operations.

Keywords: swarm-robotics; rendezvous consensus; robot navigation; victim-detection

1. Introduction

Natural disasters and wars are some of the worst events that humanity has had and will have to face,
since in these kinds of situations it is almost impossible to evacuate people in the affected area, causing
many more deaths and having a devasting impact. However, the catastrophe is not the only problem,
considering that after a catastrophe, the area is still dangerous due to issues such as landslides, debris,
damage to the electrical system, and gases, among others. This is a reason rescue teams should be cautious
because their lives are still at risk. It causes the survivor search to take longer losing valuable time, which
is the most important resource in order to keep survivors alive. It opens the door to some researchers
that have taken action in the matter. They involve robotics to help paramedics and rescuers in some
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tasks, improving their performance. For instance, in [1] they show some advantages, disadvantages, and
difficulties that were observed in the use of different robotic platforms that performed SAR (Search And
Rescue) tasks on the World Trade Center terrorist attack. This is a good benchmark for research related to
this matter that is being developed in recent years and it is present in the robotics road-map.

Robotics is presented as a viable alternative thanks to the use of sensors and actuators which allow
to minimize human failures. Taking this into account, some works [2–4] explore the idea of robotics
platforms with a hybrid mechanics design. The proposed mechanism allows the robot to navigate on
land and air avoiding get stuck in complex environments. Additionally, it is worth highlighting the
amount of information that is required to be processed by a single robot in order to satisfying all tasks.
Consequently, some researchers focus on the design of semi-autonomous robots as presented in [5,6].
On the other hand, multi-robot research has shown a different alternative to solve the aforementioned task,
for instance, the advantages of using robotic swarms in exploration tasks is mentioned in [7,8]. Advantages
such as coverage of a larger area in less time in contrast to the use of a single platform. In the same way,
the robustness and flexibility of the robotic swarm is higher than a single robot, considering that if a robot
from the swarm fails or get stuck, the operation and the success of a mission will not be compromised.

As was previously mentioned, robotics has become important in SAR operations. Taking into account
that by using multi-robot systems some tasks such as exploration, mapping, search and location of victims
and classification, among others can be optimized. Tasks related to the exploration of an unknown area
become the first important step in wanting to save lives as well as mapping the area to locate victims.
The work shown in [9,10] uses robot network to accomplish navigation and exploration tasks, making
use of Voronoi tessellation, and graph theory. On the other hand, it is necessary to take into account the
control law that allows a swarm to create attraction towards the victims and repulsion towards obstacles
and robots in order to avoid collisions. This approach is achieved using attractive and repulsive potential
functions as shown in [11], among other works that have been made to solve the different challenges that
entail the exploration task.

Taking into account that it is difficult to have access to a real disaster scenario, it is worth mentioning
that the present work is carried out by simulation. In robotics, simulation has become an essential tool for
research, due to the fact that in recent years simulators have reached a high realistic level in comparison
with the real environment as shown in [12]. On the other hand, simulators allow testing algorithms
without putting people or equipment at risk. In addition, without losing performance if simulator keeps
the necessary characteristics of the real world as shown in [13]. As previously mentioned, is difficult to be
able of performing the algorithm in a real environment, in addition to this, having available a high number
of drones with all the necessary sensors require a huge investment. Reasons why the present algorithm is
carried out in V-Rep, which has a good performance in this kind of tasks that involve the search an rescue.

The main contributions of the present paper are threefold. First, the development of a navigation
swarm system based on the artificial potential approach, which uses attraction and repulsion forces to keep
swarm communication between agents and avoiding collisions, respectively. Additionally, an attraction
force pointing to the location of a possible victim is added to the navigation system in the same way as
proposed in our previous projects [14–16]. Second, the policy of sub-swarm generation when some robots
detect a possible victim, through creating a weighted graph based on the distance in order to perform
a k-nearest algorithm and then break the agents’ links to the main swarm. Finally, with the generated
sub-swarm is performed a control formation algorithm to put all of the agents close to the possible survivor
and then apply a sensor network estimation consensus. The existence of a victim is determined by the
sensor network consensus modeling each sensor with least-squares theory.

The other sections that complete this paper are organized as follows: Section 2, Related Work, in which
the benchmark in robotics search and rescue is exposed. Section 3, Navigation Process, explains how the
navigation algorithm is carried out using artificial potential functions and how the sub-swarm is generated.
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Section 4, Victim Detection, shows how the formation control around the victim is implemented and then
the consensus applied in the sensor network estimation. Section 5, Simulation and Results, shows how the
theory was applied in a swarm of drones through V-rep simulator and finally, Section 6 corresponds to the
document conclusions and some future work alternatives.

2. Related Work

Robotic swarms face a variety of challenges such as navigation, communication and collective decision
making. These challenges generate in the swarm characteristics robustness and reliability to the system
allowing to perform tasks such as exploration and location of targets. In navigation task, there is a great
variety of algorithms such as presented in [17] which addresses the characteristics of different algorithms
based on swarm intelligence found in nature, such as ant colony, swarm of bees, and wolf pack, among
others. The characteristics of the different algorithms generate a great variety of possibilities to choose
according to the needs of the challenge. In [18] they use two bio-inspired algorithms; The first algorithm is
the particle swarm optimization algorithm, which has good results in exploration work, but sometimes
the swarm stagnates in local minima. The second algorithm is the Darwinian particle swarm optimization
algorithm, where the swarm is divided into small sub-swarms which share the best solution with the other
sub-swarms avoiding being trapped in local minima.

As mentioned before, the communication in robotic swarm systems is a research topic that tries
to solve problems such as noise due to interference in the environment, loss of information and
limitations in the transmission distance and bandwidth of the system. In [19] a low resource consumption
communication protocol called RRTLAN is presented which can be implemented in an 8-bit micro
controller. An asynchronous communication protocol is shown in [20]; this protocol was tested on robotic
platforms that search for a moving target using a multi-robot cooperation strategy. In [21] they use
the electrical networks of a collapsed building as a communication channel for a cooperative robotic
system that is performing exploration tasks. In [22] a communication protocol called Chopin is proposed
and implemented, this protocol was implemented using Robotics Operating System (ROS) in real time.
The communication process in a swarm system can be a problem depending on the algorithm implemented,
considering that they are systems that manage a great amount of information.

Given that a robotic swarm system has a large amount of information coming from each agent of
the swarm, a method is required to calculate a consensus value of the acquired information and then
a decision is made collectively. In [23] they present a security system for the detection of the intruders
which makes a consensus among the sensors located in common areas. In image sensors such as thermal
cameras, wireless cameras and security cameras present a large amount of noise due to the environment
and lighting, in [24] they use different data fusion techniques implemented in the pixels of the image
captured from different cameras. This allows giving greater reliability of the information given by the
image resulting from the fusion of the data. On the other hand, platforms designed for search and rescue
work need portable energy sources such as batteries or renewable systems. Energy management is very
important to allow the platform operates as long as possible without interruptions. In [25] an algorithm
is proposed to find an optimal path between two points and using a cross-layer algorithm to improve
energy performance. In [26] they propose a system where the transmission of information is not carried
out without first reaching a consensus among the different agents. The preliminary consensus is made to
eliminate noise faults or malfunction of some sensors and thus achieve energy savings since no redundant
information is transmitted.

Finally, the victim’s detection is the aim of this robotics application. The detection of survivors
trapped under debris is a problem in which robotics can help search and rescue teams, unfortunately,
there are scenarios that are not allowed to perform frequently tests to evaluate the performance of robotic
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systems. In [27] they present a model of the respiratory signal resulting from an ultra-wideband radar,
which allows the detection of this signal through obstacles. In [28] they perform mathematical methods
to separate the signals given by the ultra-wideband radar, allowing the identification of a person’s vital
signs. In [29] they present an app which uses the mobile phones of the rescue teams, allowing to record
the sounds and estimate the victim’s location through the use of a central processing system. Some of the
applications of robotic swarms and cooperative robotics in search and rescue are presented in [30]. Some
of the mentioned applications stand out; the creation of communication networks as in [31] where a swarm
of drones equipped with WIFI and GPS modules is used to create a network, allowing the rescue team
to coordinate the search of survivors in case the local communication system is out of service. Another
application is the recognition of fire zones without compromising the integrity of firefighters. An example
of terrain recognition is exposed in [32] where a 3-dimensional map is created by exchanging information
between the platforms that perform the exploration of the environment.

In consequence of the nature of disasters, it is difficult to test robotics platforms that provide support
to search and rescue tasks. In [33] they use V-REP for the creation of simulation environments, in addition
to this, sensors and actuators can be integrated into predefined or user-created platforms. In [7] present an
analysis of programs that allow the simulation of multi-robot systems for the development of bio-inspired
algorithms. After carrying out the tests in simulation programs, it is necessary to test the prototypes in an
environment with characteristics similar to those found in a disaster. In [34], the Department of National
Security and the National Institute of Standards and Technology are coordinated to design three tests
that will allow the evaluation of requirements identified by rescuers. In [35] they give standards for the
elaboration of a scale scenario and thus be able to analyze the performance of the platforms using sensors
and performance matrices. In [36] they develop a test scenario that emulates a disaster zone in which they
carry out performance tests of a navigation algorithm in multi-robot systems.

As shown previously, Assistance in disaster areas is a fairly large and necessary field of research.
The robots for search and rescue of victims have emerged as a part of the solution to several challenges
that must be solved. When we look at the large number of researches that have been done on the
subject, it seems that everything is done. However, our approach shows that are still details that can be
improved such as, other works use the concept of swarm navigation but almost all of them focuses on
the connectivity maintenance. In this work we allow the system to disconnect agents from the swarm
depending on possible victim detection. In this way, once a possible victim is detected, a group of robots
disconnects from the main swarm that keeps navigating. This sub-swarm determines if there is or not
a victim based on a consensus algorithm. Additionally, other authors consider the detection of a victim
based only on the performance of a sophisticated type of sensor. In this work, after applying a formation
control to sub-swarm, we proposed a classification between victim or false positive based on consensus
approach over a modeled sensor network using minimum least squares theory.

Finally, as a method to test the proposed swarm navigation system, an environment with obstacles,
victims and aerial robotics were simulated using V-Rep [33]. This is virtual robotics environment tool that
allows to proximate to the real implementation approach.

3. Navigation Process

In nature, there are several species that display swarm behavior, such as bacteria, insects, birds, fish,
lions, hyenas, and horses among others. As can be expected, these groups are composed of individuals,
who possess specific distinct capabilities and behaviors, but when they all get together as one group
and operate as such, they will behave differently in order to work as a group. One of the more notable
examples of this group behavior is a swarm of honey bees choosing a place to build a new honeycomb, this
phenomenon was presented by Seeley et. al. in [37], whose paper showed that this swarm behavior, which
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takes place during the spring and summer, it is best exemplified when the colony outgrows its honeycomb
and then proceeds to divide itself to find new grounds and then gets back together as a swarm once it
finds the correct location to build a bigger hive. To be more specific, The new site selection begins with
several hundred scout bees, who leave the colony in search of potential new sites, once the scouts find an
appropriate candidate, they return to the hive in order to report with a wiggle dance where the potential
new place is located. Once the scouts select the correct location from the pre-selected sites, they will steer
the rest of the swarm to the new location by chemical stimulation. After the selection step is completed,
the division process of the hive begins, and the old queen with nearly half of the colony leaves the hive to
build the new one, while a younger queen stays with the other half of the colony in the old honeycomb.

It is also important to highlight that the ability of the swarm to navigate can be affected by a
set of critical factors, such as collisions between themselves, large obstacles in the route, pheromone
communication errors, erroneous scout indications and even poor sense of direction.

We can represent the swarm of bees using graph theory with the application of the concepts worked
on by Mesbahi in [38]. One can describe the system by defining N agents representing each member of the
bee swarm, or in the case of our application a robot, and a connection representing the communication and
transmission of information between the agents, either bees or robots. As mentioned by Mesbahi, we first
need to define the agents of the system (V, E), where V is the set of nodes in the system and E stands for
the topology of the system, we also need to define N(i) as the neighborhood or adjacent nodes to node i.
Regarding the links between the agents, we can describe them as a dynamic system.

It is advantageous to apply graph theory to control swarm behavior, because it allows us to apply
concepts such as the Laplacian matrix, which represents the system and allows the consensus analysis,
connectivity grade calculation, and applying a control law for the whole system. In addition to that,
we assume that the system has moderated sensor noise, links are bidirectional given the capability for any
robot to share and receive information with the agents within own communication range. The design of the
swarm navigation algorithm focuses on the generation of simple navigation rules that are applied to each
of the agents individually. However, the sum of the individual decisions of the agents generates a collective
behavior typical of a swarm. The applied criteria to the simple navigation algorithm of the swarm agents
are based on Reynolds rules [39]. These rules settle down the base conduct for the generation of swarm
behavior, such as (1) avoid collisions with neighbors, (2) match speed and direction with neighbors, and (3)
stay close to neighbors.

Before establishing the interaction policy to fit the Reynolds’ rules, it is necessary to define the
agent concept and the kinematic model of the robotics agent used in the current work. Each agent is
described as a point in the space with position and velocity. We assumed that each agent can detect the
position and velocity of the rest of the swarm agents. The swarm agents interaction is represented by
graphs (V, E) where V = {1, 2, . . . , N} is a set of nodes and E = {(vi, vj) : i, j ∈ V, i �= j} represents the
communication and sensing topology between the ith agent and each of the other jth swarm agents as
depicted in Appendix A.

The dynamic model employed for the robot is a simple integrator model. Without loss of generality,
since as exposed in [40] it is possible to impose integrator dynamics for multiple robot structures employing
kinematic control

ẋi = ui, (1)

where ẋi represents the linear speed of a robot and u is the control signal applied to the system in order to
impose the desired behavior. The navigation approach in this work consists of the displacement of a robot
swarm through an environment S ∈ R2, in which, on the one hand, we have areas clear to move composed
by the set Sc and on the other hand, So the areas with presence of obstacles that forbid the robots to move
in it (Note that (S = Sc ∪ So).

118



Appl. Sci. 2019, 9, 1702

Interaction between swarm agents: The interaction of the swarm agents is defined by the attraction and
repulsion strategy allowing the navigation into the environment. This strategy allows the agents to keep
a comfortable distance over the other swarm agents. The attraction parameter tries to maintain in close
proximity every element of the swarm and thus gives the group a mechanism to remain grouped together.
The attraction parameter is defined by (2)

− kaxij (2)

where ka is the attraction force and xij is the distance between the agent i to j, this mechanism can be local
(with a restriction by the sensing range) or global (agents can move other agents from the group regardless
of how far they are).

The repulsion parameter allows the agent to keep a comfortable distance from the other members of
the swarm. This avoids collision between agents when the swarm is moving. The repulsion mechanism
can respond in two different ways. First one, when a comfortable distance is reached and its parameter is
expressed by (3)

[−k(‖xij‖ − d)](xij) (3)

where ‖xij‖ = 2
√
(xi − xj)T(xi − xj), k > 0 is the repulsion magnitude and d is the comfortable distance

between ith agent and the jth agent. On the other hand, if two agents are two close to each other, the
parameter is represented by (4).

krexp(
− 1

2‖xij‖2

r2
s

)(xij) (4)

where kr > 0, represents the repulsion magnitude and rs > 0, is the repulsion range.
Interaction between agents and obstacles: The obstacles produce a repulsion force over the agents.

This repulsion is modeled using (4) where kr > 0, and rs is related to the size of the obstacle.
Interaction between agents and victims: The victims exert an attraction force, where kr < 0 and rs is

proportional to the victims density in the near area.
Sub-Swarm Generation: Every agent is exposed to different attraction and repulsion forces, which

help to keep the swarm coherent and at the same time pushes the swarm towards the goal. The victims
generate an attraction force over close agents and this force can disturb the normal behavior of the swarm
and reduce the velocity of the agents in proximity to the victims. The kr magnitude was put in place so that
it can stop the closest agents to the victims. When agents are navigating close to the victims, at least one
agent must stop near the victims. Once at least one agent has stopped close to the victim and generated
the alarm about victim detection, there is a relevant variation in the process that has to be exposed, which
is the generation of a sub-swarm due to the localization of possible victim. The creation of a sub-swarm its
generated by K-nearest neighbors approach. The K-nearest algorithm behaves as a classifier by selecting
as his name indicates the k closest robots j to robot i. When the neighborhood has been selected we create
a graph Gss = (Vss, Ess) where Vss is composed by the neighbors of robot i and Ess is constructed taking
into account a weighted function Wss : Ess → R in the following way Wss =

1
xij

. Allowing in this way, that
the closer robots have more relevance to the classification of robot i between take itself to the sub-swarm
or remain in the principal.

As can be seen from Figure 1 the sub-swarm process is given when some robots in the network detect
a possible victim. In the instant when a victim is detected the main inconvenience is to decide which
robots will remain at the swarm and which of them will generate a new one. Consequently with the
K-nearest algorithm in Figure 1 is possible to appreciate when a non-filled dot representing the robot that
will be classified as a member of the sub-swarm blue dots or not green dots. It is possible to note that he is
assigned to the sub-swarm becoming to a blue dot and breaking communication links with the rest of the
main swarm.
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Figure 1. Sub-swarm generation.

4. Victim Detection

One of the most investigated approaches in robotics applied to the search and rescue missions is
non-convex environment navigation including collision avoidance, as was shown in the previous section.
Although navigation is really important in search and rescue operations, detection of a victim is the main
task in the mission. This is the reason some techniques for the improvement of victims’ detection using
a mobile robot network have been addressed. Which are formation control and distributed estimation
consensus, with the aim of improving the measurements reliability of victims’ detection coming from
the sensors, based on assigning a better sub-swarm location around the victim and classifying between
victims and false positive carrying out a sensor network consensus, respectively. It is worth mentioning
that each robot has a sensor capable of sensing if somewhere there is a possible victim, giving place to a
sensor network system. In this way, it is not important for the purposes of this project to specify the type
of sensor used in the model.

4.1. Formation Control

Taking into account, that sub-swarms were generated in the navigation process due to some robots
from the robot network detect a possible victim through their sensors and decide to leave the main
swarm to create a new sub-swarm. Consequently, an algorithm capable of relocating all the robots in the
sub-swarm around to the possible victim location is carried out in order to improve measurements from
the sensor network on the detection of a victim. Giving to the sensor network the ability to increase their
probability of well-classifying and avoid that a far robot introduces noise in the consensus. The algorithm
has the capability to bring robots closer to the victims using the rendezvous algorithm and then take agents
to the perimeter of a circle making certain modifications to the rendezvous consensus algorithm exposed
in [38]. In which the Laplacian matrix and the state vector are used, giving rise to the consensus equation
that models the dynamics of the system, expressed in (5), and explained with more detail in Appendix A.
Where the state vector contains the dynamical information of the agents.

ẋ = −Lx (5)

According to [38] the consensus equation shown above will have a space of agreement A ={
X ∈ Rn | xi = xj∀i, j

}
in which, when ẋi = 0 there will be a consensus. On the other hand, in the

time domain, we have x(t) = e−Ltx0 in which, when the limit when t tends to infinity is evaluated and
performing an expansion in Taylor Series is possible to note that except for the first term all the others are
zero. The first term turns out to be x(t) = e−λ1t((u1)

Tx0)u1 letting that the first eigenvalue is zero because
the whole exponential part tends to 1 which causes the following expression ((u1)

Tx0)u1. Extending it to
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all the agents in the graph, we have that the consensus of a non-directed graph is the average of the initial
conditions of the system, this means that the consensus can be written as follows

consensus = ∑
x0i
n

. (6)

Taking into account that this rendezvous consensus allows all agents to reach the same position in the
space, the next step is to guarantee the connection between the agents while the signal control is modified
to reach the goal position for each agent based on the approach shown in [11] which in order to solve the
problem of maintenance communication, artificial potential functions was performed used to guarantee
connectivity and keeping a distance among agents with the aim to avoid collisions. The artificial potential
functions are of the form,

ψij =
1

ρ2
2 − ||xij||2

− 1
||xij||2 − ρ2

1
, (7)

where ψij is the artificial potential function between the agents i and j, ρ2 corresponds to the radius of
connectivity of the agents and xij corresponds to the distance between the agents i and j. From these
functions, the dynamics of the agents is imposed by ẋi = −∑j∈Nσ

i
∇xi ψij, note that this function

tends to infinite when the distance between the agents tends to ρ2. In fact, the more the distance
between agents increases, the more the intensity of the attraction among the robots increments to avoid
communication breaks.

The artificial potential functions approach demonstrates connectivity maintenance by evaluating the
total energy of the graph connections given by

ψ =
1
2

n

∑
i=1

ψi =
1
2

n

∑
i=1

∑
j∈Nσ

i

ψij, (8)

where ψ is the total energy of all the links and ψi corresponds to the energy of all the links concerning the
agent i. From this total energy, it is ascertained whether it is growing, maintaining or reducing with time
from its derivative with respect to time according to

ψ̇ =
1
2

n

∑
i=1

∑
j∈Nσ

i

ẋT
ij∇xi ψij, (9)

demonstrating that the total energy of the links tends to decrease over time and since the energy of the links
grows due to the loss of connectivity, it is also demonstrated that the links are maintained. As expected the
cooperative behavior of agents in a sub swarm converges to the desired location and then they spread out
around the target in a circle formation as shown as follow in Figure 2.

Consequently, as can be seen in Figure 11 agents that have been chosen from the main swarm to
generate a sub-swarm do not have an order in space and some of them can be far from the possible victim.
The fact that some robots could be far from the victim can cause misdetection due to a possible error
in measurements from the sensors produced by noise. As a result of possible errors coming from long
distances between robots and the victim, a formation control is proposed to resolve this inconvenient by
performing a position consensus in the sub-swarm, setting the possible victim as a target point. Once
consensus has been reached, avoiding collisions among robots through a repulsion effect between each
robot to the others, the next step is to perform a consensus in a circle shape around the victim, allowing in
this way that each robot has approximately the same probability to well classifying. Taking into account
that each robot from the sub-swarm has his own sensor to determine if there is or not detecting a victim,
the next step is concerning to a distributed consensus in the sensor network that will be shown in the
next subsection.
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Figure 2. Consensus around a circle.

4.2. Distributed Estimation Consensus

Sensors are one of the most relevant parts for successful a victim detection process, due to that they
are in charge of capturing all information from the environment. It is relevant to note that real sensors also
capture noise in the measurements, which can come from electromagnetic noise, poor conditioning or even
external factors depending on the type of sensors. This is the reason that in the present work, sensors are
modeled using distributed linear least square with the presence of additive zero-mean Gaussian noise as
shown in Figure 3 the sensing of a Gaussian signal without noise and in the presence of noise, respectively,
based on the work presented in [38]. The underlying model involves the estimation of a linear function of
a variable β ∈ Rq which is additively affected by noise εi in each of the n sensors on the network, how was
previously mentioned,

σi = Hiβ + εi, (10)
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where σi, εi ∈ Rpi×1 and Hi ∈ Rpixq in which each value of the vector σi is a measurement channel of ith
sensor, on the other hand, H is assumed to be of rank q which assures that the measurements are not
entirely redundant.
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(a) Sensing without noise in the signal.
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(b) Sensing with noise in the signal.

Figure 3. Additive Gaussian noise applied to a measurements in sensors.

Taking into account that the aim of the Least Squares is to minimize the error, in the centralized case,
we have by isolating it ε = σ− Hβ and then applying the square error ε2 = εε′ = (σ− Hβ)′(σ− Hβ) the
result of which is ε′ε = σ′σ− 2σ′Hβ + β′H′Hβwhich is a function f (β) that depends only on β. In order to
find the local or global minimums it is necessary to find the error gradient and the Hessian matrix, which
in this case are f (β) = d f

dβ = −2H′σ + 2H′Hβ, by isolating β it is found a minimum when,

β̂ = (H′H)
−1H′σ, (11)

additionally to verify that is a minimum function, it must satisfy d2 f
d2β

= 2H′H > 0 taking as u a non-null

vector by multiplying u′H′Hu > 0 → (Hu)′(Hu) → ‖Hu‖2 > 0. It is possible to conclude that due to
the Hessian matrix it is always positive because the function is convex, and the critical point is not just a
minimum is the optimum.

Coming back to the distributed sensor network, it can be written as β̂ =
(
∑n

i=1 Hi
′Hi

)−1 (
∑n

i=1 Hi
′σi

)
by solving the follow distributed optimization function

min ∑n
i=1 fi(β)

s.t. β ∈ Rq , as was shown previously each

fi :: Rq → R are convex function as a result the target function is given by the average of the gradient
functions of each node as f ∗ = 1

n ∑n
j=1( fi), taking this into account, it can be evidenced that Equation (6)

has the same form of the following

β̂ =
1
n

n

∑
j=1

σi, (12)

concluding in this way that a consensus among the sensors can be achieved if some condition are satisfied,
considering the iteration of a sensor as β̂i(k + 1) = β̂i(k) + Δ ∑j∈Ni

wij(β̂ j(k) − β̂i(k)) in which β̂i(k)
illustrate the estimation of sensor i of variable β at time k,

lim
k→∞

β̂i(k) =

(
1
n

n

∑
i=1

σi

)
1, (13)
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if and only if the sensor network is connected and ρ(Lw(G)) < 2
Δ where ρ(Lw(G)) correspond to the

maximum eigenvalue of the graph in absolute values, then the agents on the network will converge to the
average of its initial conditions as shown below in Figure 4.
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(a) Sensor consensus with three agents.
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(b) Sensor consensus with six agents.

Figure 4. Sensor network converging due to the consensus applied.

5. Simulation Results

In order to perform experiments for swarm navigation, sub-swarm generation, and victim detection,
the multi-agent model previously explained was implemented using Matlab and VRep. The Matlab
implementation was performed with the aim to evaluate the proposed mathematical model in different
scenarios and behavioral cases as previously named. VRep was used to perform simulations of the
proposed swarm behavior model over 3D environments with a virtual model of real robots as Drones.
The principal objective of the VRep simulations is to validate the proposed system using a more realistic
environment as shown in Figure 5.

Figure 5. Simulation in a realistic environment and robot platforms using V-Rep.

Six different types of experiments were developed to verify the proposed model in several situations
of navigation, sub-swarm generation, and victim detection. Every experiment is shown in both simulation
environments as named previously (Matlab and VRep). Both types of simulations were performed using
23 agents or Drones respectively. The trace left by the agent is shown as a solid line behind every agent or
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Drone according to the case. The idea of those lines is to show the path followed by every swarm’s robot
and depict the collective behavior generated by the swarm computational model. In Matlab simulations,
the green circles represent the initial locations of the swarm’s agents, the red filled circle is the current
position of the agent, and the red empty circles are a sample location in the agent path through the
simulation time. Next, every experiment is explained in detail and the results are analyzed.

5.1. Obstacle Avoidance

The first version of this experiment is performed using 23 agents and two cases of a single obstacle
avoidance are performed. The first case is a small obstacle as shown in Figure 6. This part of the experiment
depicts how the swarm goes around the obstacle in order to avoid it. In VRep simulation, the small obstacle
is represented by a bunch of trees. This simulation shows how the obstacle is avoided by the swarm’s
drones flying around the trees. This is possible because the obstacle is relatively small and the agents
are able to tolerate the obstacle between the attraction forces. The second version uses a big obstacle as
depicted in Figure 7. In the second case, the agents avoid the obstacle by taking a side path. The big
obstacle is represented by a building in VRep-simulation, where the swarm of drones navigates describing
a side path to the building. This avoiding obstacle strategy occurs because there is not enough space
between the attraction forces to allow broad obstacles to stay in between the agents.
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(a) Small-obstacle avoidance in Matlab. (b) Small-obstacle avoidance in a virtual
environment.

Figure 6. Simulation of robots avoiding small obstacle.

70

65

60

55

50

45

40

35100

90

80

70

60

50

40

30

20

10

0

1000

500

0

(a) Large-obstacle avoidance in Matlab. (b) Large-obstacle avoidance in a virtual
environment.

Figure 7. Simulation of robots avoiding large obstacle.
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5.2. Multiple Obstacles

This part of the experiment depicts how the swarm goes around several obstacles in order to avoid
them. This is possible because the obstacles are relatively small and the agents are able to tolerate obstacles
between the attraction forces, as depicted by Figure 8. This case uses nine obstacles distributed throughout
the area between the start point and the goal point. For the virtual environment, obstacles are represented
by nine trees distributed along the search area. It forces the swarm to navigate through obstacles while
avoiding them and moving towards to the goal point. Figure 8 shows the agents navigating and exploring
the zone. At the same time, the path described by every agent is drawn and it depicts the explored area.
VRep Video simulation of the multiple obstacle avoidance in Ref. [41].
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(a) Multi-obstacle avoidance in Matlab. (b) Multi-obstacle avoidance in a virtual
environment.

Figure 8. Simulation of robots avoiding multi-obstacle scenario.

5.3. Victim Localization

This test uses a flat terrain to show how the swarm localizes victims. This process is accomplished
with the use of the sub-swarm generation process. Once an agent has localized a victim, it stops near
the potential victim. At the same time, the swarm stops, because of the attraction force between the
agents. At that moment the process called “Sub-Swarm Generation” detaches the agents that found
victims. The detached agents create a new swarm surrounding the victims. The original swarm restarts its
movement towards the target point and leaves behind the swarm agents that are in charge of the victims.
Figure 9 shows both simulation styles, where the agents stop near the victims and surround them, while
the swarm leaves them behind.
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(a) Victim localization in Matlab. (b) Victim localization in a virtual environment.

Figure 9. Victim localization in convex space.
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5.4. Navigation and Victim Localization

This is a complete case where the swarm navigates through the area full of obstacles and some places
with potential victims. The experiment uses 23 agents and 6 victims distributed in 5 victim places, given
there are 2 victims in the same place as shown by Figure 10 this case depict how the swarm covered the
area navigating through obstacles and localizing potential victims at the same time. The simulation shows
how the proposed model generates sub-swarms with more drones in places where there are more victims
or where the probability of finding victims is greater. This case is represented in the virtual environment
simulation, where there is a place with two victims and the model assigns a sub-swarm with 6 drones.
This victims place has more assigned drones that the other places. VRep Video simulation of Navigation
and Victim Localization in Ref. [42].
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(a) Navigation and victim localization in Matlab. (b) Navigation and victim localization in a
virtual environment.

Figure 10. Navigation and victims localization in environment with presence of obstacles.

5.5. Sub-Swarm Formation for Distributed Estimation Consensus

This experiment shows two cases of possible victims with different detection probability. The first
case presents two victims in an open field with a high probability to be detected by the drone sensors as
shown in Figure 11. Given the victim detection is easy for this case, the swarm is made up of 6 agents
located in the vicinity of the victims. After sub-swarm creation, the consensus and control formation
algorithm is performed as shown in Figure 11 as explained previously in this paper the consensus looks
for to approach every drone to the victim, reducing the uncertainty of sensing factor over the possible
victim. Additionally, the formation control redistributes the drones in a circle around the victim with the
aim to provide better assistance to the victims and balance the sensor measurements. The second case
presents a victim with the body partially covered and a sub-swarm of three agents. The number of agents
for this case is lower than the first case given the difficulty of the victim detection. Once the victim is
detected, the sub-swarm executes the processes of consensus and control formation as shown by Figure 12.
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Figure 11. Formation control applied to 6 agents sub-swarm generated by localization of a victim.

Figure 12. Formation control applied to the 3 agents sub-swarm generated by localization of a victim.
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5.6. Convergence Analysis of the Distributed Estimation Consensus

In order to perform a convergence analysis, it is worth mentioning that the estimation algorithm
was carried out in a computer with the following specs: 7-th generation core-i7 microprocessor, 32 GB
installed memory (RAM) and NVIDIA GEFORCE 940MX. Several simulations were performed with
the aim to know the algorithm performance under different parameter values. The principal parameter
taken into account is the number of agents able to take a measurement, which in this case vary from 3
to 10. Additionally, in the interest to prove the robustness of the estimation algorithm, the measurement
values are settled in a random way. In this way, the convergence of the algorithm depending on the
number of agents is shown in Figure 13. Where it is appreciable how the convergence is affected by the
number of agents. The greater number of agents giving measurements the more time it takes the algorithm
to converge.
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(a) Measurements convergence with 3 agents.
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(b) Measurements convergence with 5 agents.
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(c) Measurements convergence with 7 agents.
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(d) Measurements convergence with 10 agents.

Figure 13. Convergence analysis with variation in the number of agents and random initial values.

As previously mentioned, several simulation scenarios were performed with the purpose of knowing
how the variation of parameters can affect the algorithm convergence. In fact, 30 simulations were carried
out for each variation in the number of agents (3, 5, 7 and 10). The results are summarized in Table 1, where
is appreciable that by increasing the number of agents also increase the iterations number to converge in
the same way the convergence time do. Taking this into account, the mean value μ and standard deviation
σ for each case were calculated. In which, the largest number of experiments converge between the mean
value and the standard deviation, this corresponds to the approximately the 68 percent of the experiments
converge within the interval [μ− σ, μ + σ]. The fact that the standard deviation are not large numbers
shows that the algorithm is kind of robust under changes in its parameters.
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Table 1. Convergence data depending on the number of agents.

Agents Number Average Convergence Iteration Standard Deviation Average Convergence Time

3 176.6 8.3 90.6 (mS)
5 404.9 22.4 103.9 (mS)
7 602.6 39.4 144.5 (mS)

10 1162.4 102.3 226.6 (mS)

5.7. Effective Coverage Area

An important parameter that should be taken into account is the effective coverage area.
This parameter is extremely important due to developed tasks that are related to the search and localization
of human beings in a disaster zone. The idea of swarm drone exploration is supported by the aim to
inspect every small space into the disaster zone at least once by at least one drone. The most insignificant
failure in the exploration can be translated into the loss of human life, so it is preferable that the same area
within the disaster zone be inspected by more than one drone. Generating in this way more robustness to
the task of search and localization, this search and rescue approach gives great importance to the use of a
drone swarm, which seeks to increase the probability of finding victims. The effective coverage area is
defined as a corridor through which the swarm travels. This corridor is as long as the area to explore and
the width depends on the number of drones since the width of the area depends on the number of drones
that are located across the width of the swarm. The width of the coverage area is directly related to factors
such as the number of drones, comfortable distance between drones (d) previously defined in (3), and the
radius of sensors coverage (r) used to perform the inspection and search tasks. In order to analyze the
exploration degree of the covered zone, several experiments were carried out in which the parameter r
was varied in relation to d as shown in Table 2.

The experiment aim is the percentage calculation of the unexplored and explored area by at least one,
two, three, or more drones. Figure 14 shows the simulation of the experiment and the representation of
different degrees of exploration for the areas covered by the drone in its trajectory towards the endpoint.

The Figure 15 shows different experimental cases where the covered area by the swarm is depicted by
several gray color levels through the path to the endpoint. Figure 15 shows how explored area changes
according to the relationship between r and d. In Figure 15 from (a) to (d) is showed the covered area
using a swarm of 23 agents. The covered area increases according to r value approaches to d. Figure 15e,f
shows how the explored area is affected by the swarm agent number. The covered area percentage in
relation to the values of r and d is depicted by Table 2, which describes seven experiments where the rate
between r and d is studied from r = d/15 to r = d. From Table 2 it is concluded that explored area increase
significantly through the increase of the r factor. The equilibrium point is reached when r = d/4 because is
in this point, where 100% and 80% of the entire area is explored by at least two drones.
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Figure 14. Formation control applied to the 3 agents sub-swarm generated by localization of a victim.

(a) Covered Area by 32 Drones with r = d/15 (b) Covered Area by 32 Drones with r = d/7.

(c) Covered Area by 32 Drones with r = d/4. (d) Covered Area by 32 Drones with r = d/2

(e) Covered Area by 7 Drones with r = d/4. (f) Covered Area by 15 Drones with r = d/4.

Figure 15. The covered area by a different number of drones with several relation values between r and d.

Table 2. Percentage of the covered area according to different rate values between r and d.

r Uncovered Covered +2 Drones +3 Drones +4 Drones +5 Drones

d/15 43.10% 56.89% 9.55% 0.0014% 0.0% 0.0%
d/8 13.51% 86.48% 42.01% 4.35% 0.0069% 0.0%
d/5 1.73% 98.26% 73.28% 24.57% 3.06% 0.0%
d/4 0.0% 100% 87.77% 54.55% 20.53% 0.20%
d/3 0.0% 100% 94.34% 80.14% 52.72% 14.56%
d/2 0.0% 100% 98.17% 94.04% 85.42% 71.26%

d 0.0% 100% 100% 100% 97.57% 96.11%
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Table 3 shows how the areas explored by more than one drone increases as the number of drones
increases. This result is quite logical, taking into account that increasing the number of drones also
increases the number of rows in the swarm. In this case, more drones will follow roads similar to the path
taken by the drones of the first rows and they will explore similar disaster zones. The relation between r
and d was selected as r = d/4 with the aim to ensure the covered area close is to 100% and focuses the
results on the percentage of areas explored by more than one drone.

Table 3. Percentage of the covered area according to different swarm size and r = d/4.

Drone Number Uncovered Covered +2 Drones +3 Drones +4 Drones +5 Drones

7 0.0% 100% 93.14% 16.63% 0.01% 0.0%
12 1.02% 98.87% 83.88% 29.8% 5.03% 0.0%
17 0.0% 100% 89.10% 48.48% 11.87% 0.0%
23 0.0% 100% 87.77% 54.55% 20.53% 0.20%

6. Conclusions and Future Work

An algorithm capable of performing some of the main tasks in search and rescue missions using aerial
robotics has been proposed, based on swarm concepts. The algorithm uses the attraction and repulsion
forces approach in order to keep the swarm as compact as possible or to be attracted by victims and at the
same time avoid collisions or keep a minimum distance between agents, respectively. The algorithm uses
the graph theory as the main tool to model and work with the robots’ swarm. On this approach, the nodes
represent the robots or sensor estimations and links are the distance between them or the weighted distance
assigned to their location respect to the victim. Once that behaviors of navigation are achieved in the
swarm, the next step is to create the policy that allows the swarm to generate a sub-swarm and disconnect
the agents in the sub-swarm from the main one. As explained before, the generation of sub-swarm allows
this algorithm to perform two tasks at the same time, which are the classification and assistance to a victim
with the sub-swarm and continue the navigation seeking for more victims using the rest of the swarm.

As expected, the navigation process in a non-convex environment using artificial potential functions
was successful as well as the implementation of sub-swarm generation in order to classify victims. The use
of the k-nearest approach to a weighted graph has a good performance in the generation of sub-swarms
close to a target location which could be a possible victim. The sub-swarm allows the system to perform a
consensus algorithm at the same time that the other agents from the main swarm can still be navigating
looking for more victims. This consensus in order to get closer to the victim and then through formation
control surround it, improving in this way the probability of well victim detection. Once the robots get
better location around the victim, they accomplish an estimator distributed consensus modeling the sensor
by least square approach allowing sub-swarm to evaluate if they are sensing a victim or not.

Several experiments were carried out by using a robot simulator. This system allows using virtual
models of real robots and the creation of environments with obstacles and people as victims whit-in.
The simulation exposes how the algorithm generates a swarm behavior by allocating each robot behavior.
The robots’ swarm were capable of navigating without colliding with obstacles in the environment or with
themselves and generates sub-swarms when they find a victim. Additionally, when a sub-swarm found a
victim is showed how the formation control allows the robots to locate around the victims which is crucial
in order to estimate if there is or not a victim in the place.

As future work, we intend to give more attention to the time-varying dynamical graphs in order to
model extra behaviors concerning to the sub-swarm generation and the inclusion of heterogeneous agents.
On the other hand, it is important to develop an algorithm that allows the system to get information from
the detection of a victim, for instance, use of visual information to determine if the robot is in front of a
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victim. Taking this into account, the next step is to apply this information coming from the sensors in each
robot close to the victim in the distributed estimation consensus algorithm exposed in this work. Finally,
create an algorithm in charge of the global victim localization that allows the system to inform rescuers the
exact localization of a victim.
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Appendix A. Basic Concepts of Graph Theory

The graph theory is a tool that allows working in distributed systems. This means it can help to
model the multi-agent system dynamics, the reason is important to clarify some concepts used through
this work. First of all, let us explain what a graph G = (V, E) could be, It is a representation of agents
that is composed of nodes and links, which represent the agents V = {v1, v2 . . . vi} and the connection or
capability of communication among agents E =

{
v1v1, v1v2 . . . v1vj, v2vj . . . vivj

}
respectively. In the same

way, it is worth to explain concepts as Laplacian of a graph, adjacency and degree matrix. The Laplacian
is composed by the operation between the adjacency matrix and the degree matrix how is shown in
Equation (A1)

L(G) = D(G)− A(G), (A1)

where the adjacency matrix, as its name indicates describes which nodes have a way of connection.
for this case bidirectional, in the case of an undirected graph the way to fill this matrix is shown in
Equation (A2) where ViVj Represents a link among nodes Vi and Vj respectively. On the other hand, the
degree matrix expresses in its main diagonal the number of connections that each node has, how is shown
in Equation (A3).

[A(G)]ij =

{
1 if ViVj ∈ E
0 otherwise

(A2)

D(G) =

⎡⎢⎣din(1)
. . .

dink

⎤⎥⎦ (A3)

Finally another way to represent the laplacian matrix of a directed weighted graph Lw(G) =

dlk(G)W(G)(dlk(G))′ is using the concept of incidence matrix defined as Equation (A4) an the weighted
matrix W(G) = diag([w1, . . . , Wn]

′) where Wi > 0 is the weight on the ith edge from the graph, indexed
consistenly with the column ordering in the corresponding incidence matrix.

dlk(G) :=

⎧⎪⎨⎪⎩
+1 if k ∈+i
−1 if k ∈−i
0 otherwise

(A4)
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Abstract: In this paper, the trajectory planning and position/force coordination control of multi-robot
systems during the welding process are discussed. Trajectory planning is the basis of the position/
force cooperative control, an object-oriented hierarchical planning control strategy is adopted firstly,
which has the ability to solve the problem of complex coordinate transformation, welding process
requirement and constraints, etc. Furthermore, a new symmetrical internal and external adaptive
variable impedance control is proposed for position/force tracking of multi-robot cooperative
manipulators. Based on this control approach, the multi-robot cooperative manipulator is able
to track a dynamic desired force and compensate for the unknown trajectory deviations, which
result from external disturbances and calibration errors. In the end, the developed control scheme
is experimentally tested on a multi-robot setup which is composed of three ESTUN industrial
manipulators by welding a pipe-contact-pipe object. The simulations and experimental results are
strongly proved that the proposed approach can finish the welding task smoothly and achieve a good
position/force tracking performance.

Keywords: trajectory planning; position/force cooperative control; hierarchical planning;
object-oriented; symmetrical adaptive variable impedance

1. Introduction

With the complication and diversification of industrial production tasks, multi-robot cooperative
systems have demonstrated stronger operational capabilities, more flexible system structures, and
stronger collaboration capabilities. Therefore, multi-robot collaboration has become an important
challenge for robot control.

Multi-robot collaboration has been applied in many fields such as handing, assembly, welding,
etc. The application of this paper is focused on the welding field. In arc welding, the traditional
welding workstation consisting of “welding robot + positioner” is not able to meet the current demand
for small-volume, customized, flexible, and automated production. Multi-robot cooperative welding
adopts a universal and high-degree of freedom handing robot instead of a low-degree of freedom
positioner, which can effectively improve the flexibility of welding tasks and welding automation.

Arc welding is a complex system that contains both pose constraints and wrench constraints,
the use of multi-robot systems for arc welding has many advantages, but it also brings more complex
control problems. Two of the most critical issues are the trajectory planning in the multi-robot
collaboration process and the coordinated control of position/force among multi-robot.

For the trajectory planning of multi-robot systems, the current research issues include
motion constraints, control methods for cooperative motion, and implementation of multi-robot
cooperative systems.
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(1) For the motion constraint problem of multi-robot systems, the main task is to derive the
end-effector of robot pose, velocity and acceleration constraints. For example, the idea is first pointed
out in [1] that when two or more robots grab a common object, the robot end-effector is subject to
kinematic constraints, and gives the speed constraint relationship of the multi-robot end-effector when
the multi-robot is holding an object and rotates around its center. The pose, speed and acceleration
constraints of the end-effector in the case of two robots grasp the common object, operate a pair of
pliers and grab an object with a ball joint are deduced in [2,3]. The concept of absolute motion when the
two robots cooperatively clamp the workpiece is proposed in [4]. The multi-robot cooperated trajectory
planning approach based on the closed kinematic chain model is proposed in [5]; (2) For the control
methods of collaborative movements, a method of establishing a constraint model with differential
algebraic equations which using feedback linearization is addressed in [6]. The common control
methods of general differential algebraic systems is summarized base on the above idea in [7]; (3) The
realization for multi-robot collaboration system, the problem of trajectory planning and programming
of general multi-robot cooperative system are analyzed. Such as ABB MultiMove function, KUKA
RoboTeam function, Yaskawa independence/collaboration function, FANUC cooperative action
function, etc.

Although the above research has given a certain impetus to the kinematics constraints and
trajectory planning, the current multi-robot coordination tasks are relatively simple and most of
them are focus on the coordination of dual robots. The above trajectory planning method is not
scalable and feasible for multi-robot collaboration to accomplish specific tasks in a more complex and
unstructured environment.

Multi-robot trajectory planning is the basis for completing the welding tasks, there are not only
pose constraints, but also the wrench constraints in the process of welding displacement. Therefore,
multi-robot position/force coordination control is another key issue in the cooperative welding process.
Research methods for multi-robot position/force coordination control include master/slave control,
hybrid motion/force control, synchronization control and impedance control. (1) Master/slave control.
The control idea is to define one of the robotic arms as the master arm and the other as the salve arm.
The master and the slave arm should’ve meet the certain constraints. The master arm is controlled
by the position control mode, and the slave arm follows the motion trend of the master arm detected
by the force/torque sensor mounted at the wrist of the slave arm. The master/slave force control
approach for the coordination of two arms which carries a common object cooperatively was proposed
in [8,9], and the necessity of force control for cooperative multiple robots is also pointed out. However,
the slave arm needs to have a fast following response [10], otherwise it will lead to system instability.
Force/torque sensor and position controller are difficult to achieve high-speed response in actual
control systems. Therefore, the master-slave control strategy is only suitable for low-speed applications;
(2) Hybrid motion/force control. The basic idea is that two arms work equally and coordinated by
the centralized control. The position control is used in the free space, and the force control is used in
the constrained space, such as [11–14]. A difficulty in implementing the hybrid control law in rigid
environment is knowing the form of the constraints active at any time. And it also needs to sacrifice
some performance by choosing low feedback gains, which makes the motion controller “soft” and
the force controller more tolerant of force error; (3) Synchronization control. The basic idea is to track
the desired trajectory which is generated by the desired force based on the dynamic model of the
manipulators. The control problem is formulated in terms of suitably defined errors accounting for
the motion synchronization between the manipulators involved in the cooperative task. The concept
of motion synchronization was used in [15,16]. An adaptive control strategy was adopted to track
the desired trajectory, ensuring the synchronization position errors converged to zero. In addition,
intelligent control strategies were also used in the coordination control of nonlinear cooperative
manipulator systems [17–19]. However, the synchronization control is based on the dynamic model.
Although the synchronization error at the end effector of the manipulator was considered, due to the
difficulties in dynamic modeling, over-complexity control model, strong coupling and nonlinearity,
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it has not been applied in most actual control systems; (4) Impedance control. The basic idea is to
achieve the adjustment of the position based on the force error. Impedance control is a stable and
effective method widely used in many fields including coordination. The coordination strategy of
the object based on impedance control was studied in [20–24]. The force acting on the object was
decomposed into the external force that contributes to the object’s motion and the internal force by the
end-effector of both arms. Following the guidelines in above references, the external impedance and
the internal impedance were combined in a unique control framework [25]. Compared with the first
three control strategies, impedance control overcomes the shortcomings of the above control methods,
and can effectively control the internal and external force.

In contrast, impedance control has been widely used in multi-robot position/force coordination
control. However, a closed-chain system is often subject to external dynamic disturbances and
calibration errors in the actual industrial system. These factors can cause time-varying trajectory
deviations at the end-effector, and time-varying trajectory deviations can cause unknowns and
dynamically changing external forces and internal forces between multi-robot and the operated
object. Most of the current impedance control methods that used in the above studies are constant, and
the presented control strategies are not feasible for the unknown and dynamically changing trajectory
errors. To the best of our knowledge, no research has been reported to solve the trajectory deviation
problem during the multi-robot coordination with actual industrial robotic systems.

This paper uses multi-robot systems to complete the pipe-contact-pipe welding task as the research
object. A study on the trajectory planning and position/force coordination control in the welding
process is conducted.

The remaining of this paper is organized as follows. The system overview of multi-robot
cooperative welding system is introduced in Section 2. The object-oriented Multi-robot trajectory
planning based on “hierarchical scheme” is proposed in Section 3. The Coordination Strategy based on
Symmetrical Adaptive Variable Impedance Control is given in Section 4. A series of experiments are
carried out in Section 5, followed by conclusions in Section 6.

2. Problem Description

2.1. System Description

A multi-robot cooperative welding system refers to the collaboration of many sets of industrial
robots on a welding task. In general, three or more robots are necessary. The cooperative system
includes at least one welding robot, two or more robots are required which are used to splice the
different pieces together. To discuss the key issue in welding process, the multi-robot systems cooperate
welding a pipe-connect-pipe are given as an example in this paper. The typical multi-robot cooperation
welding system schematic diagram is shown in Figure 1.

Figure 1 shows that the multi-robot welding system that includes three industrial robots, one
welding robot, and two transfer robots. When the controller receives the specified task, two transfer
robots grasp different welding workpieces, respectively in the initial welding position of relocating
and splicing, at the same time, the welding robot begins to welding. After the two transfer robots
cooperate with the workpiece, they will change the pose in the whole welding process, and then
complete welding with the welding robot.
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Figure 1. The diagram of multi-robot cooperation welding system.

2.2. Problem Description

The multi-robot cooperative welding system is shown in Figure 1. To solve the constraint pose and
wrench at the same time in welding process, it is difficulty to plan the cooperative motion trajectory
and achieve the desired position/force cooperative effect during the transportation.

In order to satisfy the welding process requirements in the continuous welding process,
the transfer robots must continuously change the posture of the clamping workpiece to ensure that
the welding spot is always in the preset welding position. The welding robot must constantly adjust
the position of the welding torch to ensure the welding torch meets the welding requirements. It is
required that both the transfer robots and welding robot should satisfy a certain position and posture
constraints during the whole welding process.

With the process of welding, the workpiece held by transfer robot is gradually welded, then the
transfer robots and the workpiece will be formed as a closed-chain system. In the actual control system,
the external disturbance and calibration errors are often existing. These disturbances and calibration
errors will cause the time-varying trajectory deviations in the robot end-effector during cooperation,
and the dynamic time-varying trajectory deviations can cause a huge internal forces between the robot
and the workpiece. Improper control may lead a damage to the workpiece or robot.

From the above analysis, the two key issues in the control of multi-robot cooperative welding
system are:

• How to achieve the coordinated motion of multi-robot, which is the problem of planing the
multi-robot trajectory;

• How to effectively control the internal force between the robot and the workpiece, which is the
problem of position/force cooperation.

3. Task-Oriented Multi-Robot Trajectory Planning

3.1. Problem Formulation

The schematic diagram of the multi-robot cooperating to complete the welding task is shown in
Figure 2.

Where robot_1 and robot_2 are used for transfer robots, robot_3 is used for a welding robot.
The transfer robots grab the workpiece Ra and Rb, respectively. The welding robot is equipped with
a welding torch at the end-effector, and the workpiece Ra and Rb are saddle-shaped after splicing.

The relevant coordinate system shown in Figure 2 is defined as follows. Tw represents the world
coordinated system, To represents the reference coordinate system of the object. Tbi denotes the base
coordinate of the i-th robot, Ti denotes the coordinate system of the i-th robot end-effector. Tweld is
the weld coordinate system of the workpiece, and Tobject is the coordinate system of the workpiece.
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To facilitate the coordinate conversion, it is usually assumed that the world coordinate system coincides
with the base coordinate system of robot_1.

The requirements for the multi-robot cooperation to complete the welding task of the tube include:

• The welding torch should meet the requirements of the ship-type welding posture;
• The configuration of each robot is reachable, and the configuration has no singularity in the

welding process;
• The motion planning results of each robot are in a common collaborative space;
• There is no collision between the robot itself and another robots in the welding process.

Figure 2. The system coordinates of multi-robot pipe-connect-pipe welding task.

3.2. Trajectory Planning Strategy

As shown in Figure 2, the coordinate systems involved in the multi-robot cooperative welding
process are numerous, and the transformation between coordinate systems is complicated. At the same
time, the welding requirements as described above must also be met in order to finish the welding
task smoothly. We can conduct that the initial welding position affects whether the entire welding
task can proceed smoothly or not. Based on the above constraints and requirements, a multi-robot
trajectory planning based on “hierarchical scheme”, which considered the optimal initial welding
position, is proposed in this paper.

The basic idea of the above scheme is to first determine the optimal initial welding position, that is
to determine the position of the reference coordinate system of the object in the world coordinate system.
Then according to the welding task, the trajectory of the object in its reference coordinate system is
planned. Finally, the robot end-effector trajectory is planned through the constraint relationship
between the robot and the object.

The following steps are used to obtain the trajectory of multi-robot.
The first step is to determine the layout of the optimal welding position in the initial state, it is

same to determine the position p (x,y,z) which To is related to the world coordinate Tw.
In combination with the requirements of the multi-robot cooperative welding process,

the following indicators are considered to affect the layout selection of initial welding position.

1. The dual-arm task-based directional manipulability measure (DATBDMM) is mainly aimed at
the transfer robots.

2. Flexible measure (FM) is mainly for the welding robot.
3. Global joint exercise (GJE) is used for the transfer robots and the welding robot.
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According to the above performance indicators, the mathematical model for establishing the
optimal initial welding position layout is shown in Equation (1).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

DATBDMMcv = max
(
pTJvcp

)−1

FM = max

a
∑

m−1

b
∑

n−1
DP(α, β)

a
∑

m−1

b
∑

n−1
1

GJE = min
3
∑

j=1

n
∑

i=1

jwi(
jθi(k)− jθi(k− 1))2

, (1)

where p ∈ R3×1 represents the velocity unit vector at the point of mass center of the workpiece.
Jvc =

(
J1cvJ1cv

T)−1
+

(
J2cvJ2cv

T)−1
, Jicv represents the speed Jacobian matrix of the robot at the center

of operated object. α, β indicate the rotation angle of welding torch around the y-axis and z-axis,
respectively. After rotation, it can meet the welding requirements (shipping welding requirements).
DP(α, β) denotes a pose reachable function. If there is an inverse solution, it is denoted as DP(α, β) = 1.
Otherwise, it is denoted as DP(α, β) = 0. jwi represents the influence factor of each joint. jθi(k)−
jθi(k− 1) indicates the amount of joint change at a certain moment.

The optimal initial welding position p (x,y,z) is determined according to the above performance
index, and the mathematical model of the optimal initial welding position for multi-robot cooperative
welding is shown in Equation (2), then the optimal solution can be solved.

max f (x, y, z) =
kdm ·DATBDMMcv + k f m · FM

kgje ·GJE
, (2)

where f represents a multi-objective optimal function, kdm,k f m,kgje represent the influence factors
corresponding to the degree of dual-directional operation of the task, the flexibility, and the amount
of joint change, respectively. According to the importance of each parameter and our preliminary
experience, the value of kdm is set to 0.5, k f m is set to 0.3 and kgje is set to 0.2.

In the second step, the trajectory of the operated object in the reference coordinate system is
planned according to the welding task. The workpiece coordinate system which formed by the pipe
connection is shown in Figure 3, the weld formed by the pipe is a saddle-shaped curve.

Figure 3. The schematic diagram of the object coordinate system and welding coordinate system.

The principle of establishing the reference coordinate system of the operated object is,
the intersection point of the pipe center-line is set as the origin of the coordinate system, the z-axis
is along the center-line of the upper tube and the x-axis is along the center-line of the lower tube.
In Figure 3, C is a point on the saddle-shaped curve, and the coordinate in the reference coordinate
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system of the operated object is C(x, y, z). It can use the parametric equation to represent the equation
of the saddle-shaped curve in the reference coordinate system as shown in Equation (3).⎧⎪⎨⎪⎩

x = r · cos θ

y = r · sin θ

z =
√

R2 − r2 · sin2θ

, (3)

where r is the radius of the upper tube Rb, R is the radius of the lower tube Ra, and θ is the rotation
angle parameter.

The solder point C can be adjusted to the ship-type welding posture by two-step, the weld
coordinate system rotates α around the zobject, and rotates β around the xobject. Where β ∈ (0, 2π), α is
the angle between zweld and the reference coordinate system zo of the operated object. The formula is
shown in Equation (4).

α = cos−1

√
R2 − r2 · sin2θ

R ·
√

2 + 2 · r
R · sin2θ

. (4)

Based on the above analysis, the trajectory of the operated object in its reference coordinate system
can be obtained as shown in Equation (5).⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

x = 0
y = 0
z = 0
R = f (2π · i · t/T)
P = 0
Y = 2π · i · t/T

, (5)

where i denotes the i-th communication cycle, t denotes the total time which is required for the welding
task, and T denotes the interpolation period. f (·) is a variable attitude function, it can be expressed as
Equation (6).

f (θ) = cos−1

√
R2 − r2sin2θ

R
√

2 + 2 r
R sin2θ

. (6)

In the third step, the trajectory of each robot is planned according to the constraint relationship
between the robot’s end-effector and the operated object. The movement of the operated object m
(assumed coincident with the Tobject) in To can be described as To

m(t). To
m(t) is obtained according to

the welding task (Equation (5)), and it can be expressed as Equation (7).

To
m(t) =

[
Ro

m(t) po
m(t)

0 1

]
, (7)

where Ro
m(t) represents the (3 × 3) rotation matrix of the centroid with respect to the reference

coordinate system of the operated object, and po
m(t) represents the (3× 1) position matrix of the

centroid with respect to the reference coordinate system of the operated object.
According to the closed-chain constraint formed by the transfer robot and the operated object,

the pose constraint relationship of the following Equation (8) can be obtained.{
Tw

bi · Tbi
i (qi) · T i

m = Tw
m

Tw
o · To

m(t) = Tw
m

, (8)
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where Tw
bi is homogeneous transform representing the robot base frame Tbi with respect to the world

frame Tw. Tbi
i (qi) is homogeneous transform representing the end-effector frame of robot Ti with

respect to its base frame Tbi. Ti
m is homogeneous transform representing the mass frame of object Tm

with respect to the end-effector frame of robot Ti. Tw
m is homogeneous transform representing the mass

frame of object Tm with respect to the world frame Tw. Tw
o is homogeneous transform representing the

object frame To with respect to the world frame Tw.
From Equation (8), the kinematics of the i-th manipulator can be obtained as

Tbi
i (qi) = (Tw

bi)
−1 · Tw

o · To
m(t) · (Ti

m)
−1

= Tbi
w · Tw

o · To
m(t) · Tm

i ,
(9)

where Tbi
w , Tw

o and Tm
i are constant matrix.

In the entire cooperative welding task, the transfer robots coordinate the workpiece to meet the
requirements of the ship-type welding. The welding robot doesn’t need to adjust the posture during
the whole welding process, only the position of the welding torch in the operated object coordinate
system needs to adjust. The position transformation matrix po

3 of the tip of the welding torch which
relative to the reference coordinate system of the operated object can be expressed as Equation (10).

po
3 =

⎛⎜⎝ r · cos α · cos β · cos θ − r · cos α · cos β · sin θ + sin α ·
√

R2 − r2 · sin2θ

r · sin β · cos θ + r · cos α · cos θ

−r · sin α · cos β · cos θ + r · sin α · sin β · sin θ + cos α ·
√

R2 − r2 · sin2θ

⎞⎟⎠ . (10)

According to the conversion relationship between the welding robot and the operated object, and
the coordinate transform between the welding robot and the world coordinate system, Equation (11)
can be obtained.

{
Tw

b3 · Tb3
3 (qi) = Tw

3
Tw

o · To
3(t) = Tw

3
(11)

According to the Equation (11), the motion of the welding robot relative to its own coordinate
system can be obtained as in Equation (12).

Tb3
3 (qi) = Tb3

w · Tw
o · To

3(t). (12)

According to Equations (9) and (11), the trajectory of the transfer robot and the welding robot in
their own coordinate system can be obtained. Based on the solution formula of inverse kinematics,
the trajectory of each robot’s joint angles can be obtained.

4. Symmetrical Adaptive Variable Impedance Control for Multi-Robot Coordination

Multi-robot trajectory planning is the foundation for the cooperative welding process, because
there is no generalized wrench constraint between the welding robot and the transfer robot, so the
multi-robot position/force coordination control problems can be converted to the coordination between
the transfer robots.

4.1. Problem Formulation

When the transfer robots are operating with a common object, the system becomes a closed-chain
system. The closed-chain system which is constitute by the robots and the operated object is shown in
Figure 4.
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Figure 4. The diagram of the closed-chain system.

In Figure 4, pi(i = 1, 2), pm denote the position vector of the robot end-effector with respect to the
world coordinate system and the position vector of the operated object centroid with respect to the
world coordinate system, respectively. ri(i = 1, 2) represents the position vector of the center of mass
which is relative to the coordinate system of the robot. The movement of the operated object can be
described by the center of mass m. And the Newton–Euler equation is shown as Equation (13).

{
fm = Mc̈−Mg
nm = Iω̇+ω× Iω

, (13)

where M and I are the mass and inertia matrices of the object, c and ω are the position and the angular
velocity vector of the object, g is the acceleration of gravity, respectively.

If the movement of the operated object is known (as shown in Equation (5)). According to
Equation (13), the wrench which the transfer robots need to exert on the center of operated object can
be obtained. The wrench diagram of the force exerting on the operated object is shown in Figure 5.

Figure 5. The wrench diagram of force exerting on the operated object.

The force formula of the transfer robots exerting on the operated object is shown in Equation (14).⎧⎪⎪⎨⎪⎪⎩
f m =

2
∑

i=1
f i

nm =
2
∑

i=1
ni +

2
∑

i=1
ri × f i

(14)

where f i and ni represent the force and moment of the i-th robot end-effector exerting on the operated
object, respectively.

According to the concept of “virtual chain”, Equation (13) can be expressed in the form of
Equation (15).
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hm = Wh (15)

where hm =

[
f m
nm

]
, h = [f 1

T , n1
T , f 2

T , n2
T ]T , W =

[
I3 03 I3 03

S(r1) I3 S(r2) I3

]
, S(ri) =⎡⎢⎣ 0 −riz riy

riz 0 −rix
−riy rix 0

⎤⎥⎦, ri = [rixriyriz]
T .

In Equation (15), W denotes the grip matrix and h denotes the wrench matrix which is exerting
on the contact point of the operated object. If the wrench is known, the wrench which is exerting on
the centroid point of the operated object can be obtained according to the Equation (15). But the actual
situation is the inverse problem of Equation (15), it can be attributed to the load distribution problem.

From Equation (15), we can see that once the wrench hm at the center of the operated object is
known, the wrench h which the transfer robots need to exert on the contact point can be obtained by
solving the pseudo-inverse matrix. Since W is a row full rank matrix, theoretically there are infinitely
many solutions for h. According to the conclusion in [20], the general form of the following equation
is obtained.

h = W†hm + (I−W†W)ε, (16)

where W† = AWT(WAWT)−1, A is a positive definite matrix and ε is an arbitrary vector.
According to the conclusion in [25], Equation (16) can be converted to the form of Equation (17).

h = W†hm + Vhi, (17)

where hi indicates the internal force at the center of mass of the operated object, which can be set
according to the actual requirements. According to [26,27], W† and V can be selected as shown in
Equations (18) and (19), respectively.

W† = 1
2

⎡⎢⎢⎢⎣
I 0
−S(r1) I
I 0
S(r2) I

⎤⎥⎥⎥⎦ , (18)

V =

⎡⎢⎢⎢⎣
I 0
−S(r1) I
−I 0
S(r2) −I

⎤⎥⎥⎥⎦ . (19)

In general, the external forces hm and the internal forces hi are given quantity. According to
Equation (17), the wrench which needs to exert on the single robot can be obtained.

Although the resultant force of the transfer robots need to exert on the contact point of the object
can be operated by the load distribution according to Equation (17). However, when there is the
trajectory deviation existing which caused by external distribution or calibration error. The trajectory
deviation will affect the motion of the operated object, but also affect the internal force between the
transfer robots. If only the resultant force is simply tracked, not only the target trajectory can’t be
tracked, but also failing to track the desired internal force.
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4.2. Symmetrical Adaptive Variable Impedance Control for Coordination Control

A symmetrical adaptive variable impedance position/force coordination strategy is proposed to
solve the influence of the unknown trajectory deviation which is caused by the external disturbance
forces. The basic idea is to first decompose the resultant forces into the internal and external force
which are exerting on the contact points of the operated object. And ideally, the desired internal
and external force can be obtained. Consider the disturbance force which is caused by the trajectory
deviation is dynamically changing, so the adaptive variable impedance is proposed to track the desired
position and force.

The first step is to decompose the internal and external force. The desired resultant force of the
transfer robots need to exert on the contact point of the operated object is given as shown Equation (17).
In order to achieve tracking the desired external force and internal force of the operated object by the
transfer robots, Equation (17) can be expressed as a form of force exerting on the contact point of the
operated object with transfer robots, it is shown as Equation (20).

h = hE + hI . (20)

where hE and hI represent the external force and internal force exerting on the contact point of the
operated object with the transfer robots, respectively. They are meet the following equation.{

hE = W†hm

hI = Vhi
. (21)

According to the Equation (21), the proposed internal and external force can be known.
In actual control, the wrench of the transfer robots exerting on the contact point of the operated

object can be detected by a six-dimensional force/torque sensor which is installed at the end-effector of
the robot, and the wrench can be denoted by hr. It is further possible to decompose hr into the external
forces and internal forces as shown in Equation (22).{

hEr = W†Whr

hIr = (I−W†W)hr
, (22)

where hEr and hIr represent the actual values of the external force and the internal force which are
resolved based on the measured values by the six-dimensional force/torque sensor.

In the second step, position/force coordination control is based on symmetrical adaptive variable
impedance. The schematic diagram of multi-robot position/force coordination control based on
a symmetrical adaptive variable impedance is shown in Figure 6.

From Figure 6, a symmetric internal and external impedance coordination strategy is used for
the transfer robots, and the position control strategy is used for the welding robot to just follow the
object’s motion. For the transfer robots, the inner impedance controller is composed of transfer robots
and the operated object, and the outer impedance controller is composed of the operated object and
the environment (external disturbance or external force caused by trajectory deviations). In the actual
control, a symmetrical coordination method is adopted to convert the internal and the external force
which is exerted on the contact point of the operated object at the end-effector of the single robot.
The purpose of the inner impedance controller is to track the desired internal force and modify the
movement trajectory of the end of the transfer robot based on the force deviation. The purpose of the
outer impedance controller is to track the desired external force and modify the movement trajectory of
the operated object according to the force deviation. Then the transfer robots and welding robot update
the respective movement trajectories according to the corrected trajectory of the operated object.

Considering that the desired internal forces, external forces, and the uncertain wrench which is
caused by external disturbances are time-varying functions, an adaptive variable impedance control
strategy is adopted. Therefore, the system is divided into an adaptive variable impedance inner loop
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controller and an adaptive variable impedance outer loop controller. The diagram of symmetrical
internal and external adaptive impedance control is shown in Figure 7.

Figure 6. The schematic diagram of multi-robot position/force coordination control.

Figure 7. The diagram of symmetrical internal and external adaptive impedance control.

As shown in Figure 7, the desired movement trajectory of the operated object which inputs by
the system is Tmd(t). In the ideal conditions, it exists Tmd(t) = Tmr(t). According to the closed-chain
constraint conditions, the trajectories (Tmr1(t), Tmr2(t), Tmr3(t)) of multi-robot can be obtained, where
Tmr1(t) = Tr1(t), Tmr2(t) = Tr2(t), Tmr3(t) = Tr3(t). When uncertainty forces caused by the trajectory
deviations exist, they can be obtained by the two six-dimensional force/torque sensor which are
denoted by hr1 and hr2. According to Equation (22), the measurement of the resultant forces can be
decomposed into external forces(hEr1, hEr2) and internal forces(hIr1, hIr2), respectively.
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When there is a force deviation between the measured external force and the desired external
force hEd, the system will obtains an error trajectory σm(t) through the adaptive variable impedance
external loop controller, then the corrected trajectory Tmr(t) of the operated object is obtained, and the
trajectory of each robot is further corrected. When there is a force deviation between the measured
internal force and the desired internal force (hId1 and hId2), the system obtains error trajectories (σ1(t)
and σ2(t)) through the adaptive variable impedance inner loop controller, and then transfer robots’s
correction trajectories (Tr1(t) and Tr1(t)) can be obtained.

The adaptive variable external impedance law is proposed as Equation (23), as shown in Figure 7.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

M[T̈mr(t)− T̈md(t)] + [B + ΔB(t)][Ṫmr(t)− Ṫmd(t)] = hEr1(t) + hEr2(t)− hEd(t)

ΔB(t) =
B

Ṫmr(t)− Ṫmd(t)
Φ(t)

Φ(t) = Φ(t− λ) + σ
hEd(t− λ)− hEr1(t− λ)− hEr2(t− λ)

B

(23)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

MI [T̈ri(t)− T̈mri(t)] + [BI + ΔBI(t)][Ṫri(t)− Ṫmri(t)] = hIri(t)− hIdi(t)

ΔBI(t) =
BI

Ṫri(t)− Ṫmri(t)
Φ(t)

Φ(t) = Φ(t− λ) + σ
hIdi(t)− hIri(t)

BI

(24)

where M is the desired inertia matrix, B is the damping matrix, λ is the sampling period of the
controller and σ is the update rate.

The adaptive variable internal impedance law showns in Equation (7) is expressed as
Equation (24).

Where MI denotes the desired inertia matrix of the internal wrench, BI denotes the damping
matrix of the internal wrench, and i denotes i-th robot.

In our previous work [28], the adaptive variable impedance control has been proven stable and
convergent and been used to track the dynamic force with unknown trajectory deviations.

5. Simulations and Experiments

5.1. Simulation

This section mainly verifies the feasibility of position/force coordination for multi-robot based on
the symmetrical adaptive variable impedance control. Matlab SimMechanics was used to simulate the
multi-robot cooperative welding. In order to verify the effectiveness of the algorithm, the simulation is
close to the actual physical experiment. During the experiment, it is assumed that there is a certain
expected pressure and external disturbances, the purpose is to test the tracking effect of external and
internal forces.

The object is composed into two rigid pipes, Ra and Rb, respectively. The radius ra = 0.051 m, rb =

0.0445 m, the length la = 0.12 m, lb = 0.08 m, respectively. The thickness of the pipe is h = 0.003 m,
and the density is 1000 kg/m3. The center of the 1st robot’s end-effector and the center of pipe Ra

coincide the center of the 2nd robot’s end-effector and the centerline of pipe Rb is coincide.
The optimal initial welding position [0.5 m −0.75 m 0.404 m] can be obtained by solving

Equation (2) through genetic algorithm, the optimization process of genetic algorithm is shown
in Figure 8. According to the requirements of the welding task, the variable pose trajectory of the
operated object is shown as Equations (5) and (6). Furthermore, the motion of each robot with respect
to its respective base coordinate system can be solved according to Equations (9) and (12). Assuming
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that the desired internal wrench is [0 N 0 N 15 N 0 N·m 0 N·m 0 N·m], the desired internal force is
among z-axis. The external disturbance is operated among x and y axis are shown in Figure 9.

The schematic diagram of the system simulation process for multi-robot completing pipe welding
is shown in Figure 10.

The desired motion trajectory of the operated object and the actual motion trajectory after the
external disturbance in x-axis and y-axis are shown in Figure 11, and the internal force tracking effect
of the transfer robots is shown in Figure 12.

Combining Figures 11 and 12, it shows that after the external disturbance exerting on the x and y
axis, the closed-chain system is flexible. From Figure 12, it shows that during the coordinated welding
process, the tracking of the desired internal force can be achieved, and the internal force is maintained
within the allowable tolerance range throughout the entire process.

Figure 8. The optimization process of genetic algorithm.
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Figure 9. The external disturbance exerting on the operated object.

Figure 10. The schematic diagram of the system simulation process for multi-robot systems.

Figure 11. The simulation result of desired trajectory and actual trajectory.
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Figure 12. The simulation result of the internal force tracking effect.

5.2. Experimental Studies

To demonstrate the performance of the proposed algorithm, experiments were conducted using
the test-bed as shown in Figure 13. And the logical scheme of the control software is shown in Figure 14.

Figure 13. Hardware architecture of the test-bed.

Figure 14. The logical scheme of the control software.

The test platform consisted of aself-developed open controller, servo drivers, two ESTUN
ER16 industrial manipulators, one ESTUN ER4 industrial manipulators, two force/torque sensors,
a collision sensor, and two pairs of gripper. The self-developed open controller used an industrial
PC with a configuration of Intel Celeron @1.2 GHz, 512 MB of RAM, VxWorks RTOS. The servo
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drivers used ESTUN ProNet series, the bandwidth of the servo driver is from 125 Hz to 1000 Hz.
Hischer CIFX communication card is used to EtherCAT communication between industrial PC
and servo drivers. The force/torque sensors use Optoforce HEX-70-XE-1000N, the collision sensor
uses ATI SR-61. The self-developed open controller was used for task coordination, position/force
control, motion planning, forward/inverse kinematics, 18-axis cycle synchronization interpolation and
human-machine interface. The force/torque sensor was mounted at the wrist of each manipulator.
An ATI collision sensor was installed between the end-effector and the gripper of the 1-st robot was
added for the protection of the whole system. The force/torque sensor provided the UDP protocol
with the fastest frequency of 1 kHz, so the force sensor and the controller communicate through UDP.
Consider the controller computing power, the bandwidth of the servo drivers and communication
frequency of the force sensor at the same time, the communication cycles of the controller and the
servo drivers, the controller and the force sensor are both set to 5 ms. Two force sensors were initialized
by gravity compensation.

The physics experiment was consistent with the simulation. The transfer robots separately grasp
a part of the workpiece to be welded, which was spliced at the initial welding point. The welding
robot started arcing at the initial welding point. Then the transfer robots coordinated the workpiece to
be displace, and the welding robot completed the welding of the weld seam. The key frames of the
whole welding task is shown in Figure 15.

Figure 15. The key frames of the whole welding task.

During the welding process, due to the presence of unknown factors such as mechanical
calibration error, base coordinate calibration error, and external disturbance, the transfer robots
produced an uncertain wrench to the welding workpiece. The internal wrench exerting on the
end-effector without force control is shown in Figure 16.

From the above results, we can see that the internal wrench without the force control is large.
In order to control the internal forces in a proper range, a symmetrical adaptive variable impedance
control is proposed in this paper. To certify the performance of the proposed algorithm, the traditional
constant impedance control and the proposed algorithm are compared as shown in Figure 17.

Figure 17 shows that the force control effect has been significantly improved. The desired trajectory
of transfer robots’ end-effector and the center of workpiece are shown in Figure 18.

From Figure 17, we can conclude that the variable adaptive impedance control can achieve a better
effect than the traditional constant impedance control. By using the proposed algorithm, the trajectory
deviations of the transfer robots are shown in Figure 19, the trajectory deviations of the welding robot
is shown in Figure 20.

Through Figures 17–20, it shows that the internal force of the transfer robots exerting on the
workpiece to be welded is within the controllable range and does not cause damage to the welding
system. The welding result has been shown in Figure 21. It indicates that a uniform smooth weld seam
without cracks has been got by our method. And the welding quality is much better compared with
novice welders.
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Figure 16. The internal wrench exerting on the end-effector without force control.
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(a) Robot1

Figure 17. Cont.
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(b) Robot2

Figure 17. Comparison of two algorithm results.

Figure 18. The desired trajectory of transfer robots’ end-effector and the center of workpiece.
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(a) The trajectory deviations of the Rotot1.
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(b) The trajectory deviations of the Rotot2.

Figure 19. The trajectory deviations of the transfer robots.
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t / 

Figure 20. The trajectory deviations of the welding robot.

Figure 21. Pipe-connect-pipe arc welding result.

In the simulations and experiments, the selection method of the design parameters of the
control system (M, B, λ and σ) can be referenced in [28]. The following parameters can obtain
the good performance in the above simulations and experiments, the inertia coefficient M =

diag{1, 1, 1, 0, 0, 0}, M I = diag{1, 1, 1, 0, 0, 0}, the initial damping coefficient B = diag{65, 65, 65, 0, 0, 0},
BI = diag{90, 90, 90, 0, 0, 0}, λ = 0.005s and σ = 0.01.

6. Conclusions

In the actual multi-robot cooperative welding system, the trajectory planning and position/force
coordination control are the two most critical issues. The trajectory planning is the basis of
position/force coordination control. The biggest difference between multi-robot cooperative welding
and other types of multi-robot cooperative tasks is that they have more constraints and the coordinate
system is more cumbersome and complicated. During the welding of the workpiece, an unknown
changing wrench can be generated between the transfer robots and the workpiece due to the external
disturbance and calibration errors.

In the face of problems such as complex changes of coordinate system and welding constraints
in the process of multi-robot cooperative welding, a planning strategy for “hierarchical planning” is
proposed in this paper. Firstly, the optimal initial welding position is determined according to the
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optimization index, and then the trajectory of the operated object in its coordinate system is planned.
Finally, the trajectory of each robot relative to its base coordinate system is obtained.

In actual control systems, due to the calibration errors and external disturbances, the trajectory of
robot end-effector is often deviated. In response to this problem, a symmetric adaptive internal and
external variable impedance control strategy is used to track the internal and external forces exerting
on the operated object. Through simulation and physical tests, it is concluded that the proposed control
strategy is applicable to multi-robot cooperative welding systems and can effectively solve the two
problems in the process of cooperative welding.
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Abstract: Programming robots to perform complex tasks is a very expensive job. Traditional path
planning and control are able to generate point to point collision free trajectories, but when the tasks
to be performed are complex, traditional planning and control become complex tasks. This study
focused on robotic operations in logistics, specifically, on picking objects in unstructured areas using
a mobile manipulator configuration. The mobile manipulator has to be able to place its base in a
correct place so the arm is able to plan a trajectory up to an object in a table. A deep reinforcement
learning (DRL) approach was selected to solve this type of complex control tasks. Using the arm
planner’s feedback, a controller for the robot base is learned, which guides the platform to such a
place where the arm is able to plan a trajectory up to the object. In addition the performance of two
DRL algorithms ((Deep Deterministic Policy Gradient (DDPG)) and (Proximal Policy Optimisation
(PPO)) is compared within the context of a concrete robotic task.

Keywords: deep reinforcement learning; mobile manipulation; robot learning

1. Introduction

Logistics applications demand the development of flexible, safe and dependable robotic solutions
for part-handling including efficient pick-and-place solutions.

Pick and place are basic operations in most robotic applications, whether in industrial setups
(e.g., machine tending, assembling or bin picking) or in service robotics domains (e.g., agriculture or
home). In some structured scenarios, picking and placing is a mature process. However, that is not
the case when it comes to manipulating parts with high variability or in less structured environments.
In this case, picking systems only exist at laboratory level, and have not reached the market due to
factors such as lack of efficiency, robustness and flexibility of currently available manipulation and
perception technologies. In fact, the manipulation of goods is still a potential bottleneck to achieve
efficiency in the industry and the logistic market.

At the same time, the market demands more flexible systems that allow for a reduction of costs in
the supply chain, increasing the competitiveness for manufacturers and bringing a cost reduction for
consumers. The introduction of robotic solutions for picking in unstructured environments requires the
development of flexible robotic configurations, robust environment perception, methods for trajectory
planning, flexible grasping strategies and human–robot collaboration.

This study focused specifically on the development of adaptive trajectory planning strategies for
pick and place operations using mobile manipulators. A mobile manipulator is a mobile platform
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carrying one or more manipulators. The typical configuration of mobile manipulators in industry
is an anthropomorphic manipulator mounted on a mobile platform complemented with sensors
(laser, vision, and ultrasonic) and tools to perform operations. The mobility of the base extends the
work-space of the manipulator, which increases the operational capacity.

Currently, mobile manipulators implementation in industry is limited. One of the main challenges
is to establish coordinated movements between the base and the arm in a unstructured environment
depending on the application.

Although navigation and manipulation are fields where much work has been done, mobile
manipulation is a less known area because it suffers from the difficulties and uncertainties of both
previously mentioned fields. We propose to solve the path planning problem using a reinforcement
learning (RL) strategy. The aim is to avoid explicit programming of hard-to-engineer behaviours,
or at least to reduce it, taking into account the difficulty of foreseeing situations in unstructured
environments. RL-based algorithms have been successfully applied to robotic applications [1] and
enable learning complex behaviours only driven by a reward signal.

Specifically, this study focused on learning to navigate to such a place that the mobile
manipulator’s arm is able to pick an object from a table. Due to the limited scope of the arm, not all
positions near the table are feasible to pick the object and to calculate those positions analytically is
not trivial. The goal of our work was to evaluate the performance of deep reinforcement learning
(DRL) [2] to acquire complex control policies such as mobile manipulator positioning by learning
only through the interaction with the environment. Specifically, we compared the performance of two
model-free DRL algorithms, namely Deep Deterministic Policy Gradient (DDPG) and Proximal Policy
Optimisation (PPO) algorithms, in two simulation tests.

The simulated robot we used is the mobile manipulator miiwa, depicted in Figure 1, which has
been used in industrial mobile manipulation tasks (e.g., [3]).

Figure 1. Kuka miiwa.
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2. Literature Review

There are different approaches to establishing coordinated movements between the base and the
arm depending on the application. Nassal et al. [4] specified three types of cooperation, which differ in
the degree of cooperation, the associated complexity and the potential for manipulation capabilities:
(1) Loose cooperation is when the mobile base and the manipulator are considered two separate
systems, and the base serves as transport. There are several very well-known methods for navigation
and trajectory planning [5]. (2) Full cooperation is when the two systems are seen as one (with nine
degrees of freedom), and both the base and the arm move simultaneously to position the tool center.
There are various approaches to solve the path planning problem [6,7], however, in these cases, the
computational cost is very high. (3) Transparent cooperation is the combination of the previous two:
the manipulator control compensates for the base and the base moves accordingly to maximise a cost
function related to the positioning of the manipulator to perform the task. In [4], an approach to this
type of control is proposed.

In general, current robotic solutions follow the loose cooperation approach. The coordination of the
two subsystems for mobile manipulation depends on the task that needs to be solved. Berntorp et al. [8]
addressed the issue of pick and place where the robotic system must take a can of a known position
and place it in another combining the movement of the arm and the base. In [9], the problem of
opening doors is considered where the movement of the arm and base are coupled by sensing the
forces generated between the arm and the door, and coordinating the forward movement of the base.

One of the principal goals of artificial intelligence (AI) is to enable agents to learn from their
experience to become fully autonomous. This experience is obtained by interacting with the
environment. Thus, the agent should continue improving its behaviour through trial and error
until it behaves optimally. Deep learning enables reinforcement learning to face decision-making
problems that were previously infeasible. The union of both of them, namely DRL, makes it possible
to learn complex policies guided by a reward signal and has been applied to learn multiple complex
decision making tasks in a wide variety of areas. For instance, in [10], the authors learn a chess player
agent by self playing that is able to defeat a world champion. In [11], DRL is used to learn an intelligent
dialogue generator agent. It also has been successfully applied to computer vision, for example to
train a 2D object tracker agent that outperforms state-of-the-art real-time trackers [12].

The field of DRL applied to robotics is becoming more and more popular, and the number of
published papers related to that topic is increasing quickly. Applications extend from manipulation [13–16]
to autonomous navigation [17,18] and locomotion [19,20].

DRL has been successfully applied in some robotic path planning and control problems.
For example, Gu et al. [16] used DRL to learn a low-level controller that is able to control a robotic
arm to perform door opening. On the one hand, 25 variables are used to represent the environment’s
state. More specifically, those variables correspond to the joint angles and their time derivatives,
the goal position and the door angle together with the handle angle. On the other hand, the action is
represented by the torque for each joint. Robot navigation is another area where DRL also has been
applied successfully; for example, in [18], DRL is applied to learn a controller to perform mapless
navigation with a mobile robot. In this work, a low dimensionality state representation is also used,
specifically 10-dimensional laser range findings, the previous action and the relative target position.
The action representation includes linear and angular velocities of the differential robot.

Alternatively, several methods use 2D or 3D images instead of low-dimensional state
representations. In [15], for example, 2D images are used with the goal of learning grasping actions.
The authors tried to map images directly with low-level control actions and, in addition, the developed
system is able to generalise and pick objects that the model has not been trained with. Moreover, other
applications (e.g., [21]) use 3D depth images as state representation, but instead of learning directly
from pixels, they encode the images to a lower dimensional space before training the model. This
encoding enables to accelerate the training process.
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Although there are multiple works about learning to control either robotic arms and mobile
bases, to the best of our knowledge, references about DRL applied to mobile manipulation are few.
The goal of this paper is to show that it is possible to use the arm path planner’s feedback to learn a
low-level controller for the base. The learned controller is able to guide the robot to a feasible pose in
the environment to do the picking trial. To do that, a low-dimensional state representation is used.

In [22], the authors proposed to learn, through interaction with the environment, which place
is the best to locate the base of a mobile manipulator, in such a way that the arm is able to pick an
object from a table. In that way, the robot takes into account its physical conditions and also the
environment’s conditions to learn which is the optimal place to perform the grasping action. In this
case, they acquire experience off-line, and, after applying some classifiers, such as support vector
machines, they are able to learn a model that maps the state of the robot with some feasible places in
the environment to do the picking trial. Then, the trained model is used on-line.

In comparison with the previous approach, the goal of the RL-based algorithms is to learn on-line,
while the agent interacts with the environment, improving its policy until it reaches to the optimal
behaviour. In addition, the goal of our work is to learn a controller, which gives a low-level control
signal in each state to drive the mobile robot, while, in [22], instead of learning a controller to drive the
robot up to the optimal pose, they tried to find directly which is the optimal pose.

3. Methodological Approach

According to Sutton and Barto [23], a reinforcement learning solution to a control problem is
defined as a finite horizon Markov Decision Process (MDP). At each discrete time-step t, the agent
observes the current state of the environment st ∈ S, takes an action at ∈ A(st), receives a reward
r:S× A → R and observes the new state of the environment st+1. At each episode of T time-steps,
the environment and the agent are reset to their initial poses. The goal of the agent is to find a policy,
deterministic πθ(s) or stochastic πθ(a|s), parameterised by θ under which the expected reward is
maximised.

Traditional reinforcement learning algorithms are able to deal with discrete state and action spaces
but, in robotic tasks, where both state and action spaces are continuous, discretising those spaces
does not work well. Nevertheless, most state-of-the-art algorithms use deep neural networks to map
observations with low-level control actions to be able to deal with continuous spaces. In our approach,
a DRL algorithm is used to learn where to place the mobile manipulator to make a correct picking
trial through the interaction with the environment. Those DRL algorithms need a huge amount of
experience to be able to learn complex robotic behaviours and, thus, it is infeasible to train them
acquiring experience in real world. In addition, the actions taken by the robot in the initial learning
iterations are nearly random and both the robot and the environment might end up damaged as a
result. Therefore, DRL algorithms are usually trained in simulation. Learning in simulation enables a
faster experience acquisition and avoids material costs. Our study used a simulation-based approach,
and we based it on open source robotic tools such as Gazebo simulator, Robot Operating System (ROS)
middleware [24], OpenAI Baselines DRL library [25] and Gym/Gym-gazebo toolboxes [26,27].

DRL algorithms follow value-based, policy search or actor–critic architectures [28]. Value
based-algorithms estimate the expected reward of an state or state–action pair and are able to deal
with discrete action spaces, typically using greedy policies. To be able to deal with continuous action
spaces, policy search methods use a parameterised policy and do not need a value function. Usually,
those methods have the difficulty of not easily being able to evaluate the policy and they have high
variance. Actor–critic architecture is the most used one in the state-of-the-art algorithms and combines
the benefits of the two previous algorithm types. On the one hand, actor–critic-based methods use
a parameterised policy (actor), and, on the other hand, use a value or action–value function that
evaluates the quality of the policy (critic).

The proposed approach follows the actor–critic architecture. On the one hand, a parameterised
policy πθ is used to be able to deal with both continuous state and action spaces in stochastic
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environments, encoded by the parameter vector θ. On the other hand, a parameterised value function
is used to estimate the expected reward at each state or state–action pair, where w is the parameter
vector that encodes the critic. The state value function Vw(s) estimates the expected average reward of
all actions in the state s. The action–value function Qw(s, a), instead, estimates the expected reward
of executing action a in state s. Then, the critic’s information is used to update both actor and critic.
In DRL algorithms, both actor and critic are parameterised by deep neural networks, and the goal is to
optimise those parameters to get the agent’s optimal behaviour.

In addition, DRL algorithms are divided into two groups, on-policy and off-policy, depending
on how they are able to acquire experience. On-policy algorithms expect that the experience used
to optimise their behaviour policy is generated by the same policy. Off-policy methods, instead,
can use experience generated by another policy to optimise its behaviour policy. Those methods
are said to be able to better explore the environment than on-policy methods because they use a
more exploratory policy to get experience. In this study, we compared an on-policy algorithm and
an off-policy algorithm, to see which type of methods adjusts better to our mobile manipulation
behaviour learning. Specifically, PPO and DDPG were used, being those on-policy and off-policy,
respectively. The first one learns stochastic policies, which maps states with actions represented by
Gaussian probability distributions. DDPG, instead, is able to deterministically map states with actions.
Both algorithms follow actor–critic architecture.

3.1. Algorithms

In this section, we describe the theoretical basis of PPO and DDPG.

3.1.1. PPO

PPO [29] follows the actor–critic architecture and it is based on the trust-region policy optimisation
(TRPO) [30] algorithm. This algorithm aims to learn a stochastic policy πθ(at|st) that maps states with
Gaussian distributions over actions. In addition, the critic is a value function Vw(st) that outputs the
mean expected reward in state st. This algorithm has the benefits of TRPO and in general of trust
region based methods but it is much simpler to implement it. The intuition behind trust-region based
algorithms is that, at each parameter update of the policy, the output distribution cannot diverge too
much from the original distribution.

To update the actor’s parameters, a clipped surrogate objective is used. Although another loss
function is also proposed, using a Kullback–Leibler (KL) divergence [31] penalty on the loss function
instead of the clipped surrogate objective, the experimental results obtained are not as good as with
the clipped one. Let rt(θ) denote the probability ratio defined in Equation (1), so that rt(θold) = 1.

rt(θ) =
πθ(at|st)

πθold(at|st)
(1)

θold is the actor’s parameter vector before the update. The objective of TRPO is to maximise
the objective function L(θ) defined in Equation (2). Here, E[...] indicates the average over a finite
batch of samples. The usage of the advantage Ât in policy gradient algorithms was popularised by
Schulman et al. [32] and indicates how good the performed action is with respect to the average actions
performed in each state. To compute the advantages, the algorithm executes a trajectory of T actions
and computes them as defined in Equation (3). Here, t denotes the time index [0, T] in the trajectory of
length T and γ is the discount factor.

L(θ) = E

[
πθ(at|st)

πθold(at|st)
Ât

]
(2)

Ât = −Vw(st) + rt + γrt+1 + ... + γT−t+1rT−1 + γT−tVw(sT) (3)
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At each policy update, if the advantage has a positive value, the policy gradient is pushed in that
direction because it means that the action performed is better than the average. Otherwise, the gradient
is pushed in the opposite direction.

Without any constraint, the maximisation of the loss function L(θ) would lead to big changes in
the policy at each training step. PPO modifies the objective function so that penalises big changes in
the policy that move rt(θ) away from 1. Maintaining rt(θ) near to 1 ensures that, at each policy update,
the new distribution does not diverge to much from the old one. The objective function is defined in
Equation (4).

LCLIP(θ) = E[min(rt(θ)Ât, clip(rt(θ), 1− ε, 1 + ε))Ât] (4)

Here, ε is a hyper-parameter that changes the clip range.
To update the value function Vw(s) (the critic), the squared-error loss function is used (Equation (5))

between the current state value and a target value. The target value is defined in Equation (6).

J(w) = (Vw(st)−Vtarg
t )2 (5)

Vtarg
t = Ât + Vw(st) (6)

The PPO algorithm is detailed in Algorithm 1. Although this algorithm is designed to be able to
have multiple parallel actors getting experience, only one actor is being used.

Algorithm 1 Proximal Policy Optimisation (PPO).

1: for e ∈ episodes do
2: for a ∈ actors do
3: Run policy πθold in environment for T time-steps
4: Compute advantage estimates Â1...ÂT
5: end for
6: Optimise actor’s loss function LCLIP with regard to θ, with K epochs and minibatch size N

≤ T · actors
7: θold ← θ
8: end for

3.1.2. DDPG

DDPG [33] combines elements of value function based and policy gradient based algorithms,
following the actor–critic architecture. This algorithm aims to learn a deterministic policy πθ(s) = a
and it is derived from the deterministic policy gradient theorem [34].

Following the actor–critic architecture, DDPG uses an action–value function Qw(s, a) as critic to
guide the learning process of the policy and it is based on the deep Q-network (DQN) [35]. Prior to
DQN, it was believed that learning value functions with large and nonlinear function approximators
was difficult. DQN is able to learn robust value functions due to two innovations: First, the network is
trained off-policy getting experience samples from a replay buffer to eliminate temporal correlations.
In addition, target networks are used, which are updated more slowly, and this gives consistent targets
during temporal difference learning.

The critic is updated according to the gradient of the objective defined in Equation (7).

L(w) = E[(Qw(st, at)− yt)
2] (7)

where
yt = r(st, at) + γQw(st+1, at+1)|at+1=πθ(st+1)

(8)
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The actor is updated following the deterministic policy gradient theorem, defined in Equation (9).
The intuition is to update the policy in the direction that improves Qw(s, a) most .

∇J(θ) = E[∇θπθ(st)∇aQw(st, at)|a=πθ(st)] (9)

As mentioned before, the target value defined in Equation (8) is calculated using the target
networks π′θ′ and Q′w′ , which are updated more slowly and this gives more consistent targets when
learning the action–value function.

As DDPG is an off-policy algorithm, the policy used to get experience is different from the
behaviour policy. Despite the behaviour policy being deterministic, typically, a stochastic policy is
used to get experience, being able to better explore the environment. This exploratory policy is usually
achieved adding noise to the behaviour policy. Although there are common noises such as normal
noise or Ornstein–Uhlenbeck noise [36], which are added directly to the action generated by the policy,
in [37], Plapperta et al. proposed adding noise to the neural network’s parameter space to improve the
exploration and to reduce the training time. The DDPG algorithm is described in Algorithm 2.

Algorithm 2 Deep Deterministic Policy Gradient (DDPG).

1: Initialise the actor πθ(s) and the critic Qw(s, a) networks.
2: Initialise the target networks Q′ y π′ with the weights θ′ ← θ, w′ ← w
3: Initialise the replay buffer
4: for e ∈ episodes do
5: Initialise noise generation process
6: Get the first observation
7: for t ∈ steps do
8: Select the action at = πθ(st) + N
9: Execute the action at, get the reward rt and the observation st+1

10: Store the transition < st, at, rt, st+1 > in replay buffer
11: Get M experience samples < si, ai, ri, si+1 > from the replay buffer
12: yi = ri + γQ′w′(si+1, π′θ′(si+1))
13: Update the critic minimising the loss :

L =
1
M ∑

i
(yi −Qw(si, ai))

2

14: Update the policy of the actor:

∇θ J ≈ 1
M ∑

i
∇aQw(s, a)|s=si ,a=πθ(si)

∇θπθ(s)|s=si

15: Update target networks:

θ′ ← τθ + (1− τ)θ′

w′ ← τw + (1− τ)w′

16: end for
17: end for

3.2. Simulated Layout

To model our world, we used the Gazebo model based simulator. The elements that are placed
in this simulated world are the robot miiwa, the table and an object, which is on top of the table,
as depicted in Figure 2.
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Figure 2. Simulated world in Gazebo.

The mobile manipulator miiwa is composed of a 7 DoF arm and a 3 DoF omnidirectional mobile
base. To be able to control the mobile base, the gazebo planar move plugin was used.

To test if our environment was modelled correctly and to know if the algorithms could learn
low-level control tasks in that environment, the learning process was divided into two simulation tests.
In both, the algorithm must learn to control the mobile base with velocity commands, such that, at each
discrete time-step, the algorithm gets the state of the environment and publishes a velocity command.
The objective of those tests was to learn a low-level controller to drive the robot to a place where the
arm can plan a trajectory up to the object on the table. To learn those controllers, the feedback of the
arm’s planner was used. The summary of the tests is listed in Table 1.

Table 1. Test setup summary.

Test Robot Initial Pose Box Initial Pose Objective

Test 1 Variable Variable The arm to be able to plan a trajectory up to the box
Test 2 Variable Constant To plan a trajectory with an obstacle in the table

4. Implementation

The application was implemented in a modular way using ROS for several reasons. On the one
hand, it enabled us to modularise the application and to parallelise processes. On the other hand,
Gazebo is perfectly integrated with ROS and offers facilities to control the simulation using topics,
services and actions.

OpenAI Gym is a toolkit to do research on DRL algorithms and to do benchmarks between
DRL algorithms. This library includes some simulated environments that are used to test the quality
of new algorithms and its use is widespread in the DRL community. Gym offers simple functions
to interact with the environments, which are mostly modelled in the Mujoco [38] simulator. Due
to the simplicity of the interface that Gym offers, it has become a standard way to interact with
environments in DRL algorithms. Gym-gazebo is an extension of Gym that enables the user to create
robotic environments in Gazebo and offers the same simple interface to the algorithm to be able to
interact with the environment. All the environments we modelled were integrated with Gym-gazebo,
which enabled us to straightforwardly use OpenAI Baselines DRL library, which is designed to
work with Gym.

Gym-gazebo wraps the used DRL algorithms in ROS nodes and enables interaction with the
environment. Nevertheless, another ROS node has been developed that is in charge with controlling all
the elements of the simulation and works as bridge between the Gym-gazebo node and the simulator.
To be able to control the simulation physic updates and to compute them as fast as possible, we
developed a Gazebo plugin, which in turn is a ROS node. Thus, using ROS communication methods,
we could control each simulated discrete time-step and we simulated those steps faster than real time.
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Specifically, this node takes care of all time-steps being of the same length, executing a fixed number of
physic updates at each step.

The tf broadcaster node uses the tf tool that ROS offers to keep track of all the transformations
between frames. We used this node to publish some transformations such as the transformation
between the object and world frames. Consequently, the robot is always aware of where the object is in
order to be able to navigate up to it. The implemented architecture is shown in Figure 3.

ROS

GYM GAZEBO

DRL ALGORITHM

SIMULATION + ARM
CONTROL 

GAZEBO

STEP CONTROL PLUGIN

TF BROADCASTER 

Figure 3. Implemented architecture. ROS: Robot Operating System.

4.1. Simulation

The learning process was carried out during a fixed number of time-steps, which were divided
into episodes of 512 time-steps. Gazebo’s max step size Tm is an important parameter that indicates
the time-step at which Gazebo computes successive states of the model. The default value is 1 ms,
but, in this case, Tm = 2 ms was used, which gave enough stability and enabled a faster simulation.
Thus, each iteration of the physic engine meant 2 ms of simulated time and those iterations could be
computed as quickly as possible to be able to accelerate the simulation. Besides, the real time update rate
Ur parameter indicates how many physic iterations will be tried in one second. The real time factor is
defined in Equation (10) and indicates how much faster the simulation goes in comparison with the
real time. Thus, rt f = 1 indicates that the simulation is running on real time.

rt f = Tm ·Ur (10)

In addition, a frame-skip NTm was defined to be able to get a reasonable control rate. In this
application, NTm = 4 was used so the discrete time-step size is defined in Equation (11) and doing that
we achieve a control rate of 125 Hz.

Ts = Tm · NTm = 8 ms (11)

Thus, the length of each discrete time-step is 8 ms and those steps are computed faster than real
time. Gazebo does not allow the control of the physics engine iterations, so a Gazebo plugin was
developed to be able to execute the simulation for some iterations and to be able to compute those
iterations as fast as possible. When the plugin was told to run a time-step, it ran NTm physics iterations
and the real time update rate was set to 0 to compute those iterations as quickly as possible. Doing
this, the real time factor increased and enabled us to run the simulation about 5–10 times faster than in
real time.
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At each step, the learning algorithm generates an action, specifically a velocity command, which is
sent to the mobile base. After executing it and at the end of the step, a reward signal is given evaluating
the quality of the action performed by the base. The action is the same for all the experiments and is
defined in Equation (12).

a = [vx vy ωz] (12)

To be able to control the mobile base, the gazebo planar move plugin was used, which enabled the
sending of velocity commands to the omnidirectional base. In addition, it published the odometry
information, which was used to know where the robot is respect to a parent coordinate frame. The
path planning and control of the arm was made using MoveIt! [39] and enabled us to plan collision
free trajectories. Besides that, MoveIt! uses an internal planning scene where objects can be added to
be taken into account when the trajectory is planned.

4.2. Network Architectures

The library of DRL algorithms used is OpenAI Baselines. This library offers high quality
implementations of many state-of-the-art DRL algorithms implemented in Tensorflow [40]. Although
the implementation offers complex networks such as convolutional neural networks (CNN) or recurrent
neural networks (RNN), we used fully connected multi-layer perceptrons (MLP) to parameterise both
policies and value functions.

4.2.1. PPO

The network architecture used in this algorithm is the one proposed by Schulman et al. [29] in
the original paper. To parameterise both the policy πθ(at|st) and the value function Vw(st), a four
layered MLP was used. In both actor and critic, the first layer’s size depends on the size of the state
encoding, which was different in each test. The actor’s input layer is followed by two hidden layers of
64 neurons each. The output layer’s size depends on the action space’s size. In this case, the action was
a vector of three elements representing the velocity command, which has to be sent to the mobile base.
Specifically, the velocity command is composed of the linear velocities in x and y axes, and the angular
velocity in z axis. As mentioned before, this algorithm uses a stochastic policy and, thus, each action
is defined by a Gaussian distribution. Each distribution is characterised by a mean and a standard
deviation. Hence, the neurons of the last hidden layer are fully connected with the mean of each action.
In addition, three variables are used to store and update the standard deviation.

The activation function applied to the output of each neuron of the hidden layers is Tanh. Instead,
no activation function is applied to the output of the neurons of the last layer.

Regarding the value function Vw(st), the first three layers have the same architecture as the
actor’s first three layers. The output layer, instead, is composed of a single neuron, which is fully
connected with each neuron of the last hidden layer and outputs the expected average reward of a
state. The activation function used in the hidden layers is Tanh as well.

4.2.2. DDPG

The network architecture used is the default implementation that the OpenAI Baselines library
offers, which is very similar to the architecture proposed by Lillicrap et al. [33]. As in PPO,
to parameterise both the policy πθ(st) and the action–value function Q(st, at), a four layered MLP was
used. This algorithm aims to learn a deterministic policy so each state will be mapped with a concrete
action. The actor’s input layer also depends on the state encoding and it is followed by two hidden
layers, composed of 64 neurons each. Concerning the output layer, it is composed of three neurons,
one per action, and each neuron is fully connected with each neuron of the last hidden layer.

With respect to the activation functions, the Rectified Linear Unit (ReLU) function is used in each
neuron of the hidden layers. In the output layer, instead, Tanh is used to bound the actions between
−1 and 1. In addition, a process called layer normalisation [41] is applied to the output of each hidden
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layer to simplify the learning process and to reduce the training time. DDPG is an off-policy algorithm,
hence it uses a more exploratory policy to get experience. As explained in the algorithm’s description
(Section 3.1.2), there are multiple types of noise but, in this application, the noise is added in the neural
network’s parameter space.

The action–value function Qw(s, a) receives as input the state and the action and outputs the
expected future reward of executing action at in state st. The input layer depends on the size of the
state codification. The input layer is followed by two hidden layers of 64 neurons each and actions
are not included until the second hidden layer. The output layer only has one neuron and outputs
the q-value. The activation function used in the critic network is ReLU for each neuron of the hidden
layers. The last layer’s neurons do not have any activation function, because the action–value does not
have to be bounded.

To minimise the complexity of the critic and to avoid over-fitting, a L2 regularisation term is added
to the critic’s loss function [42]. This penalises the model for having parameters with high values.

4.3. Test Setup

Here, we describe the simulation setup in addition to the state codification and the reward
function we used in each test. For both PPO and DDPG, the setup and reward functions were the same
in all tests.

The robot’s work-space is limited and a new episode starts when it goes out of limits. Those limits
are defined in Equation (13).

xw
r = [−1.0, 3.0] yw

r = [−1.5, 0.0] (13)

In addition, although the robot was penalised by navigating with high speed, the environment
bounds the velocities applied to the mobile base. The maximum linear velocity in x and y axes was 1
m/s and the maximum angular velocity in z axis was 1 rad/s. Thus, if the algorithm predicted velocities
higher than those, the limit velocities were applied and the agent was penalised proportionally. Besides,
high accelerations were also penalised proportionally, but in this case the environment did not bound
them.

The learning process was divided into episodes where the robot had T time-steps to complete the
task. The episode length was T = 512 time-steps, which is about 4 s, and a discrete time-step t was
terminal if:

• The robot collides with the table.
• Robot poses out of limits.
• t = T.

The tuning hyper-parameters used in each algorithm are described in Table 2 and were not
changed across tests.
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Table 2. Hyper-parameters.

PPO Setup Hyper-Parameters

Actor/Critic learning rate f (step) = step · 3× 10−4

Clip-range 0.2
Discount factor γ 0.99
Batch size 512
Mini-batch size 64

Updates
training time_steps

batch_size
Training epochs per update 10

DDPG Setup Hyper-Parameters

Actor’s learning rate 1× 10−4

Critic’s learning rate 1× 10−3

Batch size 128
Discount factor γ 0.99
Critic l2 regularisation 1× 10−2

Running epochs 500
Cycles per epoch 10
Rollouts per cycle 512
Updates epochs · cycles
Training iterations per update 100

4.3.1. Test 1

Here, the objective was to learn a controller that guides the robot to a place near the table so that
the arm could plan a trajectory up to the object. The robot and object initial poses were variable, which
are defined in Equations (14) and (15). The robot’s initial yw

r coordinate was constant so that the robot
always began at the same distance from the table. The state codification is defined in Equation (16)
and it is composed of the following 10 variables:

Robot’s position in world coordinate system: xw
r , xw

r

Robot’s rotation on z axis in world coordinate system: yaww
r

Robot’s linear velocities on x and y axes: vx, vy

Robot’s angular velocity in z axis: ωz

Object’s position in world coordinate system: xw
obj, yw

obj
Distance between the robot and the object: d(pr, pobj)

Remaining time steps to end the episode: t

xw
r = [0.0, 3.0] yw

r = −1.5 yaww
r = [−π, π] (14)

xw
obj = [0.5, 2.5] yw

obj = [0.5, 0.75] zw
obj = 1.2 (15)

s = [xw
r yw

r yaww
r vx vy ωz xw

obj yw
obj d(pr, pobj) t] ∈ R

10 (16)

The linear and the angular velocities included in the state were the velocities sent in the previous
time-step to the robot (previous action). The reward function used is defined in Equation (17).
A nonlinear function was used to give higher rewards when the robot was close to the object and high
velocities and accelerations were penalised to encourage smooth driving. Here, Δv means the velocity
difference (acceleration) between current and previous action. Instead, v_high penalised each linear
or angular velocity being higher than a threshold. As mentioned before, the maximum linear and
angular velocities were 1 m/s and 1 rad/s, respectively. In addition, in the last time-step of the episode,
an additional reward was given if the arm could plan a trajectory up to the object. The number of
remaining time-steps was included in the state for robot to be aware when this last step was coming.
The collision variable was equal to 1 when a collision occurred, and 0 otherwise.

r(st, at) =
1

d(pr, pobj)
· (1− collision)− 0.5 · Δv− 0.5 · v_high(at) + 100 · success (17)
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v_high(at) =
3

∑
i=1

ati , if ati > k (18)

4.3.2. Test 2

In this test, as in the previous one, the robot had to navigate to a place near the table such that
the arm could plan a trajectory up to the object in the table. In this case, a wall was placed near the
object to see if the algorithm could discard poses that were behind the wall. The robot’s initial pose
was variable (Equation (19)) and the object’s initial pose was constant (Equation (20)). As in the first
test, the robot’s initial yw

r coordinate was constant so that the robot always began at the same distance
from the table. The state codification defined in Equation (21) is composed of the following 8 variables:

Robot’s position in object’s coordinate system: xobj
r , xobj

r

Robot’s rotation on z axis in object’s coordinate system: yawobj
r

Robot’s linear velocities on x and y axes: vx, vy

Robot’s angular velocity in z axis: ωz

Distance between the robot and object’s coordinate system origin: d(pr,O)

Remaining time steps to end the episode: t

xw
r = [0.0, 3.0] yw

r = −1.5 yaww
r = [−π, π] (19)

xw
obj = 1.7 yw

obj = 0.75 zw
obj = 1.005 (20)

s = [xobj
r yobj

r yawobj
r vx vy ωz d(pr,O) t] ∈ R

8 (21)

The used reward function is defined in Equation (22). In this case, the distance was computed
between the robot’s position pr and object’s coordinate system origin O.

r(st, at) =
1

d(pr,O)
· (1− collision)− 0.5 · Δv− 0.5 · v_high(at) + 100 · success (22)

The environments used in the first and second tests are depicted in Figure 4a,b, respectively.

(a) Environment 1. (b) Environment 2.
Figure 4. Simulated environments.

5. Results

The learning process was carried out during a fixed number of time-steps and, to be able to
evaluate the performance of the algorithms, several evaluation periods of 10 episodes each were made.
Specifically, 500 evaluation periods were made uniformly distributed over the learning process and
the metrics used to evaluate the performance were the mean accumulated reward and the success rate,
which are the most used ones in the DRL community.
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5.1. Test 1

The goal of this test was to learn a low-level controller that could drive the mobile manipulator’s
base close to the table, so that the arm could plan a trajectory up to the object. The learning process
was carried out during 5M time-steps approximately, and an evaluation period was performed every
20 episodes. The results obtained with both PPO and DDPG algorithms are depicted in Figure 5.
Figure 5a shows the mean accumulated rewards obtained in each of the 500 evaluation periods.
The obtained success rates are depicted in Figure 5b. Due to the unstable nature of DRL algorithms,
the obtained success rates vary considerably. Thus, to better understand the results, the mean value
and the maximum/minimum values are shown per 10 test periods.

(a) Accumulated mean rewards. (b) Success rates.
Figure 5. Test 1 results.

Concerning the accumulated mean rewards, DDPG converged faster than PPO but, when the
learning process moved along, PPO obtained higher rewards. The fact that DDPG obtained higher
initial rewards is explained by two main reasons: (1) The policy bounds the actions between −1 and 1
so that it is not penalised for high velocities. (2) From the initial learning steps, this algorithm predicts
smooth velocity changes across consecutive time-steps and, thus, is not penalised for high accelerations.
Instead, PPO does not bound the actions and that is why it is penalised for high velocities and
accelerations in the initial learning steps. Nevertheless, this algorithm is able to understand that lower
velocities/accelerations are not penalised and, once learned, it obtains higher rewards than DDPG.

Regarding the success rates, it can be seen clearly that DDPG approximated the goal faster than
PPO. Although, in some evaluation periods, it succeeded 100% of the time, it presented an unstable
behaviour. As explained before, PPO takes more time to approximate the goal but, when it learns to
drive smoothly, it shows a more stable behaviour. Besides, it could get 100% success rate considerably
more times than DDPG. Off-policy algorithms are said to be able to better explore the environment than
on-policy algorithms. In our environment, due to the initial random poses and the limited work-space
of the robot, the exploration problem decreased considerably. PPO is an on-policy algorithm and
takes more time to explore the environment than DDPG and that is another reason DDPG approaches
the goal faster than PPO. Nevertheless, PPO relatively quickly improves enough for its policy to be
able to succeed.

DRL has been applied to goal reaching applications either in manipulation or in navigation.
Typically, those goals are not surrounded by obstacles and this makes the learning process easier.
In this case, the goal (the object) was on top of the table and the robot had to learn to approximate to
it without colliding with the obstacle. The reward function defined in this test encouraged the robot
approximating to the object as much as possible and the robot had to use the contact information to
learn where the table was to not collide with it. Although an additional reward was given when the
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arm’s planning succeeded, it first tried to get as close as possible to the table, sometimes colliding with
it and that is one of the reasons that caused the unstable behaviour of both algorithms.

Due to the variable pose of the object, in some episodes, if the object was near to table’s edge,
it had the possibility to get closer, scoring higher rewards. In addition, the initial poses of both the
robot and the object in every test period were totally random and thus the accumulated rewards
and/or success rates varied considerably.

5.2. Test 2

The goal of this test was to learn a low-level controller that could drive the mobile manipulator’s
base close enough to the table for the arm to be able to plan a trajectory up to the object. In this case, a
wall was placed near the object with the aim of making the decision making problem more difficult.
The learning process was carried out during 2.5M time-steps and an evaluation period aws performed
every 10 episodes. In Figure 6, the results obtained with both PPO and DDPG algorithms are depicted.

(a) Accumulated mean rewards. (b) Success rates.
Figure 6. Test 2 results.

Concerning the accumulated mean rewards (Figure 6a), DDPG’s performance was better than
PPO’s for the overall learning process. Due to the bounded actions and the smooth output of DDPG, it
could get higher rewards in the initial learning steps. Thanks to the fact that this algorithm is off-policy,
it is able to better explore the environment and, thus, it learns to locate the robot’s base much closer
to the object than PPO. In addition, the constant pose of the box simplified the exploration problem,
since the base always had to navigate to the same area of the environment and, consequently, the mean
rewards were not as irregular as in the first test.

The success rates depicted in Figure 6b indicate that DDPG’s performance was much better than
PPO’s, being the former able to score 100% success rate multiple times. DDPG could learn relatively
quickly where the grasping zone is, discarding the poses over the wall. After navigating to the grasping
zone, the learned policy stoped the robot sending near to zero velocities to the base. In addition,
the deterministic behaviour of the algorithm enabled the robot to learn a more stable behaviour near
the table, avoiding collisions. Even though PPO could learn to drive the robot near the correct grasping
zone, it could not learn to stop it and continued sending velocities high enough to get the robot out of
the grasping zone. Besides, due to the stochastic policy, the robot’s performance near the table was not
as robust as DDPG’s, sometimes colliding with it.
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6. Discussion and Future Work

In this work, we successfully implemented several DRL algorithms for learning picking operations
using a mobile manipulator. It is shown that it is possible to use the arm’s feedback to learn a low-level
controller that drives the base to such a place that the arm is able to plan a trajectory up to the object.

Two state-of-the-art DRL algorithms were applied and compared to learn a mobile manipulation
task. Specifically, the arm planner’s feedback was used to learn to locate the mobile manipulator’s
base. To the best of our knowledge, this is the first approach that uses the arm’s feedback to acquire a
controller for the base.

Although DRL enables the learning of complex policies driven only by a reward signal,
the unstable nature of those algorithms makes it difficult to obtain a robust behaviour. In addition,
the sensitivity of DRL algorithms to hyper-parameters hinders finding the best parameter combination
to get a robust and stable behaviour. Even though an optimisation over those hyper-parameters could
be made, the large training times makes this process very expensive and commonly the default values
proposed in the literature are used. Concerning the algorithms tested in this work, the results obtained
show that the behaviour of the algorithms is dependant on several properties of the environment
such as the state/action codification and the reward function definition. In addition, the network
architecture used to encode either policies and the value-function has a large effect in the learning
process. Even though the same network architecture and hyper-parameters were used in both tests,
the results obtained are very different. Therefore, each environment needs the algorithm to be tuned in
the best way to solve the problem, which is why the learned policies are not reproducible.

The reward function definition is another key point of the learning process, since it is entirely
guided by this signal. A logical approach could be to give a reward to the robot in the last step only if
the arm plans a trajectory, but, unfortunately, using only sparse rewards does not work well. In several
goal reaching applications, either with arms or mobile bases, a distance dependant reward is proposed.
In our application, this encourages the robot to navigate close to the object so the arm can plan a
trajectory. After some tests, we saw that a nonlinear distance function accelerates the learning process.

Although DRL algorithms are typically trained in simulation, the experience acquisition is still the
bottleneck of DRL based applications applied to robotics. Even though we accelerated the simulation,
the entire learning process took several hours. Nevertheless, to be able to transfer the learned policy
to a real robot and reduce the reality gap, the robot must be simulated accurately. Thus, a balance
between simulation accuracy and training time acceleration should be found.

Moreover, it is complex to tune the algorithms to get a robust performance. We intend to increase
the perception capabilities of the robot to be able to navigate in a more secure way and to be aware
of the dynamical obstacles placed in the environment, using 2D/3D vision for example. Most of
the applications in the literature map observations directly with low-level control actions and this
black-box approach is not scalable. To be able to learn multiple behaviours and to combine them,
hierarchical DRL proposes to learn a hierarchy of behaviours in different levels. In that vein, our goal
is to learn a hierarchy of behaviours and, after training them in simulation, test those behaviours in a
real robot.
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Abbreviations

The following abbreviations are used in this manuscript:

RL Reinforcement learning
DRL Deep reinforcement learning
MDP Markov Decision Process
ROS Robot Operating System
CNN Convolutional Neural Network
RNN Recurrent Neural Network
MLP Multi Layer Perceptron
DDPG Deep Deterministic Policy Gradient
PPO Proximal Policy Optimisation
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Abstract: With an increasing number of multirotor unmanned aerial vehicles (UAVs), solutions
supporting the improvement in their precision of operation and safety of autonomous flights are
gaining importance. They are particularly crucial in transportation tasks, where control systems are
required to provide a stable and controllable flight in various environmental conditions, especially
after changing the total mass of the UAV (by adding extra load). In the paper, the problem of
using only available basic sensory information for fast, locally best, iterative real-time auto-tuning of
parameters of fixed-gain altitude controllers is considered. The machine learning method proposed for
this purpose is based on a modified zero-order optimization algorithm (golden-search algorithm) and
bootstrapping technique. It has been validated in numerous simulations and real-world experiments
in terms of its effectiveness in such aspects as: the impact of environmental disturbances (wind
gusts); flight with change in mass; and change of sensory information sources in the auto-tuning
procedure. The main advantage of the proposed method is that for the trajectory primitives
repeatedly followed by an UAV (for programmed controller gains), the method effectively minimizes
the selected performance index (cost function). Such a performance index might, e.g., express
indirect requirements about tracking quality and energy expenditure. In the paper, a comprehensive
description of the method, as well as a wide discussion of the results obtained from experiments
conducted in the AeroLab for a low-cost UAV (Bebop 2), are included. The results have confirmed
high efficiency of the method at the expected, low computational complexity.

Keywords: UAV; auto-tuning; machine learning; iterative learning; extremum-seeking; altitude controller

1. Introduction

1.1. Auto-tuning of UAV Controllers—Context and Novelty

Common availability of low-cost, computationally efficient embedded systems and small size
sensors directly influence the development of the construction of unmanned aerial vehicles and their
applications, the number of which has been increasing in recent years [1–4]. In every UAV prototype,
the need to ensure reliability and flight precision, both in manual and autonomous mode, are key
aspects and depend directly on the selection of sensors [5], estimation methods [6], and the quality of
position and orientation by controllers resulting from the applied control architecture [7,8]. In addition
to the advanced control systems that often require precise models of UAV dynamics [9–12], due to their
simplicity and versality, fixed-value controllers with a small number of parameters, are commonly
and successfully used [13–16]. They determine the safety of operation, maximum flight duration and
the UAV’s in-flight behavior. That is why it is so important to learn and systematize the mechanisms
of optimal self-tuning of their parameters for various environmental disturbances and for a radical
change in the dynamics of the UAV itself due to a change in its total mass. Due to the attractive field of
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applications of such solutions in many areas (transportation and manipulation tasks performed by one
or several UAV units [17–19], precision agriculture [20,21], missions requiring the sensory equipment
to be re-armed, rescue operations [22], etc.), one is looking for fast solutions with low computational
complexity that work in real-time mode.

While the state-of-the-art analysis shows several computationally complex approaches (requiring
numerous repetitions and the use of the UAV model) to batch, optimal auto-tuning of controllers (via
heuristic bio-inspired [23,24] and deterministic methods [25]), there has been no method reported
to optimize the gains of fixed-value UAV controllers so far. No method has also been reported to
do the latter in flight, iteratively and exclusively on the basis of available, periodic, basic sensory
information (without using the UAV model)—to indirectly increase the flight duration by minimizing
the energy expenditure through shaping a smooth flight characteristic. This issue has been selected
as the core of the conducted research. The obtained result in the form of effective machine learning
method for auto-tuning of gains of UAV controllers is a novelty presented in this article and thoroughly
expands the concept of the method presented in [26] (using the weighted sum of the control error and
control signal in predefining expectations for time courses and as a measure of tracking quality in the
optimization algorithm). In addition, the most important added value also became:

• assessment and systematization (by means of simulation and experimental studies) of the
influence of several environmental factors on the process of auto-tuning of UAV controllers
during the flight by the proposed extremum-seeking method. The key issue here is the analysis
of results in terms of assessing the quality of work of tuned controllers and the work of the
optimization mechanism itself in the following test areas: presence of disturbances (wind gusts),
UAV mass change, different sensory sources, flight dynamics/optimized performance index,

• outlining the rules for conducting the auto-tuning process of controllers, so that the automatic
exploration of the gain space for individual controllers can be as safe as possible (one needs to
keep in mind that the proposed method is not based on any stability criterion, which is its main
limitation compared with numerous batch solutions based on models).

1.2. Motivation

In previous research [26], the author has drawn inspiration from the demanding problems of
mobile robotics, which the world research centers have been coping with. Examples of such problems
can be found in particular challenges of the Mohamed Bin Zayed International Robotics Challenge
(http://www.mbzirc.com) [27], where the common denominator are tasks requiring the use of one
or a group of UAV units to conduct autonomous flights with high precision in varied conditions
(outdoor and indoor) and varied UAV mass. In preparation for the MBZIRC’2020 edition, it turned
out that the only currently available auto-tuning algorithm on commercial auto-pilots (as Pixhawk,
Naze32, Open Pilot, CC3D), named AutoTune, ”(...) uses changes in flight attitude input by the pilot to learn
the key values for roll and pitch tuning. (...) While flying the pilot needs to input as many sharp attitude changes
as possible so that the autotune code can learn how the aircraft responds” [28]. Unfortunately, this solution
is problematic due to the tuning safety (especially in prototyping UAV constructions) and control
goal set: to provide the most smooth, feasible flight trajectories, which will reduce the control effort
to reasonable level, and as a result will be maximally energy efficient. Therefore, in the method
considered in this work, a gain tuning of UAV controllers based on dynamic behavior was replaced by
more energy-efficient and automatic machine learning technique.

1.3. Related Work

Among numerous approaches to machine learning, and apart techniques using neural networks,
which require many learning data sets, the mechanisms based on reward and punishment (as in the case
of reinforcement learning approaches) are becoming increasingly common. In [29], Rodriguez-Ramos
et al. have taught the control system to land autonomously on a moving vehicle, and in [30] Koch
et al. trained a flight controller attitude control of a quadrotor through reinforcement learning. Despite
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the obviously large number of classic approaches to tuning of fixed-value controllers (Panda presents
a whole array of such approaches, of which several dozen are practice-oriented [31]), the optimal
techniques of iterative learning are invariably gaining on importance [32–34]. Iterative learning
techniques have three desirable attributes, namely: automated tuning, low computational complexity
(in optimization algorithms, a decision is made only on the basis of current, cyclic information
from the selected performance index—cost function), and fast tuning speed [26,35] (in contrast to
reinforcement learning approaches, which requires numerous experiments during the learning that
makes it unpractical).

While the methods approximating the gradient of the cost function (first- and second-order
optimization algorithms) presented in [25,36] can be quite problematic for UAV auto-tuning from noisy
measurements (an aspect for careful comparisons in subsequent author’s research), the zero-order
optimization methods works efficiently because of the speed of calculations. However, it should
be remembered and accepted that the obtained solution may be a local (there is no guarantee to
obtain global solutions) or a value near it (depending on the declared level of expected accuracy of
calculations ε).

Among the zero-order optimization methods presented by Chong & Zak in [25], such as
Fibonacci-search, golden-search, equal division, and dichotomy algorithms, especially the first
two of region elimination methods—developed by Kiefer [37] are effective in optimal control
problems [38]. A broad description of the method based on Fibonacci numbers which was used for
UAV altitude controller tuning can be found in the mentioned publication [26] of the author—especially
mathematical basics and proofs for the region elimination mechanisms. Therefore, for undisturbed
presentation of the proposed new method based on the modified golden-search algorithm used in the
auto-tuning of the altitude controller during the UAV flight, only necessary mathematical description
has been presented in the remaining part of the paper. Instead, the author paid more attention to the
application aspects of the method (by placing the necessary pseudocodes) and a wide analysis of the
results obtained from the conducted research experiments.

The paper is structured as follows: in Section 2 the UAV description as a control object and
measurement system, as well as considered control system, is presented. Therein, the control
purpose is highlighted, and the optimization problem is outlined. In the same Section, the proposed
auto-tuning method is introduced, and its mathematical basics are explained. Furthermore, the
experimental platform is shown. The comprehensive description of simulation and real-world
experiments results with discussion are provided in Section 3. Finally, Section 4 presents conclusions
and further work plans.

For a better understanding of the presented content, the most important symbols used in the
paper are described in Table 1.

Table 1. Symbols used in this article.

Symbol of Variable Explanation

α, β weights (in cost function J)
θ, φ, ψ roll, pitch, yaw angles

ρ golden-search reduction factor
ε expected accuracy in GLD method
BF body frame of reference
D (k) considered range for the optimized parameter at k-th iteration
EF Earth frame of reference
e(t) tracking error (in time domain)
f (·) cost function (in GLD method)

J performance index (cost function in GLD procedure)
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Table 1. Cont.

Symbol of Variable Explanation

kP, kI , kD proportional/integral/derivative gains
N minimal number of iterations required to ensure accuracy ε
Nb number of the predefined bootstrap cycles
Nc number of sampling periods necessary to calculate J at l-th iteration of the GLD

Nmax number of sampling periods related to the length of the tuning procedure
p

d
vector of desired UAV position

p
m

vector of measured UAV position
ta time of gathering information for calculation of J in GLD methods
th flight time horizon
Tf time constant of a low-pass filter of transfer function
Tp sampling period for calculation of J
Ts sampling period in low-pass filter

u(t) control signal (in time domain)
x(k

−) lower bound for optimized parameter at k-th iteration
x(k

+) upper bound for optimized parameter at k-th iteration
x̂ candidate point in the optimization procedure
x̂∗ iterative estimate of the optimal solution

xb, yb, zb axes of the BF
xd, yd, zd desired position coordinates
xe, ye, ze axes of the EF

xm, ym, zm measured position of the UAV

2. Materials and Methods

2.1. Multirotor UAV as a Control Object and Its Measurement System

The multirotor UAV can be considered as a multidimensional control plant, being underactuated,
strongly non-linear, and highly dynamic with (in general) non-stationary parameters. These features
result from its physical structure—especially the use of several propulsion units mounted at the ends
of the frame. In addition, measuring, processing, and communication systems are also attached to
the middle of this frame—suited for a particular UAV construction. From the perspective of control,
the appropriate selection of propulsion units (composed of: brushless direct current motors, electronic
speed controllers and propellers) is a key aspect to ensure the expected flight dynamics expressed
via thrust (T) and torque (M) generated by the rotational movement of propellers [39]. By changing
the rotational speed, it is possible to obtain the expected position and orientation of the UAV in 3D
space, i.e., control of its 6 degrees of freedom (DOFs). The obtained control precision also depends on
the quality of sensory information to a large extent. Presently, even in the simplest, low-cost UAVs
(Figure 1), in order to determine current position and orientation estimates during the flight (e.g., based
on more or less advanced modifications of Kalman filters [6]), the sensory data fusion is used (from
3-axes accelerometer, 3-axes gyroscope, 3-axes magnetometer, pressure sensor, optical-flow sensor,
GPS, ultrasound sensor, etc.).

In the paper, two sources of measurements are used in the proposed auto-tuning procedure:
on-board UAV avionics (for roll and pitch angles measurements) and external motion capture
system (OptiTrack) (X, Y, Z position, and yaw angle). In the UAV autonomous control, to ensure
unambiguous description of the UAV’s position and orientation in 3D space, the North-East-Down
(NED) configuration of the reference system is used, since the on-board measurements are expressed
in local coordinate system (BF—Body Frame), and the position control, as well as motion capture
measurements are defined in the global one (EF—Earth Frame). In the paper of Xia et al. [40], one may
find a better known, basic information about the mechanisms of conversions, e.g., how the posture
of the multirotor (its rotational and translational motion) can be described by the relative orientation
between the BF and the EF with the use of the rotation matrix R ∈ SO(3).
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Figure 1. The Bebop 2 quadrotor (and its coordinate system) during one of the initial experiments with
the carrying of payload conducted in AeroLab of Poznan University of Technology.

2.2. Considered Control System and Control Purpose (Formulation of Optimization Problem)

The control system of multirotor UAV from Figure 2 considered here is based on cascaded control
loops. There is control of angles roll (θ) and pitch (φ) around the xb and yb axes, according to the set
(desired) position in the xe and ye axes in faster, internal control loops. Their control is performed in
slower external loops. The control of θ and φ angles occurs indirectly in the realization of autonomous
flight trajectory expressed using the vector of desired position trajectory p

d
= (xd, yd, zd)

T and desired
angle of rotation yaw (ψd) around the ze axis. The purpose of the autonomous control is then to ensure
the smallest tracking errors e(t) during the UAV flight, i.e., the difference in the values of the reference
signals (desired) and output signals (actual/measured) [41]:

ep = p
d
− p

m
, (1)

eψ = ψd − ψm, (2)

where the m index refers to the measured values.
Bearing in mind that in UAVs the current tracking error information from (1) and (2) is used

as the input of a given fixed-value controllers, in the commonly used proportional-derivative (PD)
controller structure or proportional-integral-derivative (PID), it is proposed to use this information (as
well as information from the output of a given type of controller with control signal u(t)) to formulate
a measure of the tracking quality during UAV flight, i.e., the cost function/performance index J(t) (see
Figure 3), defined as follows:

J (t) =
∫ ta

0
(α |e (t)|+ β |u (t)|) dt, (3)

where ta is the time of gathering information (to calculate new controller gains) in the optimization
procedure. By introducing the penalty for excessive energy expenditure (expressed in the cost function
through actual values of the control signal u(t)), it is possible to shape expectations towards transients
and the controller’s dynamics profile (providing smooth or dynamic flight trajectories). At small values

183



Appl. Sci. 2019, 9, 648

of the β, the controller works aggressively, using more energy, often at the expense of the appearance
of overshoot, which is undesirable in missions and tasks requiring high flight precision.

Figure 2. Diagram of considered control system.

Figure 3. General block diagram of the control system with optimization.

Unconstrained control signal u(t) is calculated from the controller’s equation, which in the case
of PID structure it is given by

u(t) = kPe(t) + kI

∫ th

0
e (t) dt + kD

d
dt

e(t), (4)

where th is a flight time horizon, kP is the proportional gain, kI represents the integral gain and kD the
derivative gain, respectively. Gains kP and kD are expected to be found using the proposed iterative
learning method.

Remark 1. In the article, when there is a reference to the PID controller, it should be remembered that only
the kP and kD gains are tuned automatically, whereas the value kI (used to eliminate the steady-state error) is
selected in a manual manner. The proposed auto-tuning method can be used to optimize the gains of any type of
controller with three (or even more) parameters; however, this will result in a longer tuning time. Therefore,
from the application point of view, it is better to use the procedure presented further in the article.

Recalling (4), this work deals with the search for the controller gains kP and kD, to minimize the
cost function (3). That is, the current controller design procedure can be posed as an optimization
problem where the solution to the following problem is sought:
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min
k1,k2,...,kN

J (t) =
∫ ta

0 (α |e (t)|+ β |u (t)|) dt,

s.t.

0 ≤ k1 ≤ kmax
1

0 ≤ k2 ≤ kmax
2

...
0 ≤ kN ≤ kmax

N

(5)

where kmax
1 , kmax

2 , ..., kmax
N are upper bounds of the predefined ranges of exploration in the optimization

procedure of N controller parameters.

Remark 2. In the numerical implementation of optimization problem from (5), to quantify the tracking quality
by using the cost function (3), its discrete-time version is used (the integration operation is replaced with the
sum of samples). Then the cost function is built from the weighted sum of the absolute values of the tracking
error samples and the absolute values of the control signal samples (for a given sampling period Tp).

2.3. Procedure for Tuning of Controllers

To increase the safety in the process of tuning UAV controller parameters during the flight, it
is proposed to use the procedure from the flowchart (Figure 4), corresponding to the pyramid of
subsequent expectations for the work of control system (Figure 5).

Figure 4. Flowchart for the proposed tuning strategy of the UAV controllers.

Figure 5. Following steps to obtain optimal gains of controllers.

Remark 3. Manual tuning of UAV control system prototype is out of scope of this work (to focus on auto-tuning
mechanisms). Some useful information regarding UAV controllers prototyping can be found at well-recognized
by the UAV community webpages [42–44].

2.4. Iterative Learning Method for In-Flight Tuning of UAV Controllers—General Idea

Bearing in mind that the search space for the Jmin for all combinations of controller gains
k = (k1, k2, ..., kN)

T in predefined intervals (ranges) of gains, in the problem outlined in (5) is huge,
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one needs a fast, effective mechanism for search space exploration. It should be characterized by low
computational complexity, and after checking the value of J(t) in a maximum of dozen or several
dozen of gain combinations, should be able to provide the value of Jmin (locally best variant) or a
significant improvement compared to the controller’s original gains (expressed using e.g., the expected
accuracy of the ε).

Recalling the publications cited in Section 1.3, iterative learning algorithms are characterized by
fast convergence towards the minimum value—especially the region elimination methods (REMs).
To be able to use them, one needs to refer to the general idea of iterative learning approaches (proposed
by Arimoto et al. in [45]), i.e., minimization of the norm of error (here: cost function) in order to
tune particular controller using the periodical repetitiveness of the trials (here: repetitions of the
same, predefined trajectory primitives—see Figure 6). Then, to find locally best gains of a particular
controller based on a given reference of xd, yd, zd or ψd primitive, and corresponding measured value,
the performance index J(t) calculated during the flight with given safe ranges of controller parameters,
enables the minimum-seeking procedure to find controller gains with respect to the preferred dynamics,
and for a given tolerance of the solution.

Figure 6. Following steps in iterative learning mechanism for altitude controller tuning.

Remark 4. Since the method is based solely on the cyclic collection of measurement data to determine J(t),
the need to use the UAV model is reduced. However, its knowledge is advantageous when in the simulation
conditions it is possible to roughly estimate/determine the maximum values of the elements of the k vector, for
which the UAV does not lose its stability.

For every single primitive being used in the optimization procedure, three phases can be
distinguished (see Figure 6):

1. Acquisition of measurement data (current, sampled values: xm, ym, zm or ψm) for set controller
gains with the assumed Tp and the assumed form of the J(t) function,

2. Determination of new controller gains based on the estimated value of the cost function from the
phase no. 1,

3. Adjusting the controller according to iteratively corrected gains and waiting for the time necessary
to stop the transient processes caused by it.

Determining the sequence of controller gains is possible by systematically narrowing the search
space. For this purpose, the use of region elimination method based on the zero-order deterministic
optimization algorithm (GLD), is proposed.
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2.5. Region Elimination Method Based on GLD Algorithm

Let us consider the problem of iterative searching for a particular controller’s gain as a problem
of reducing the set range of this gain, in which the criterion of stopping the algorithm is the proximity
of following solutions, i.e., the value of the cost function in subsequent solutions (for subsequent
controller gains), and the convergence of the algorithm ensures the use of the mechanism based on
golden-section search from [25] used in REMs.

Principles and assumptions in the GLD method are similar to those in the modified
Fibonacci-search method (FIB) proposed in [26]. The most important are: the unimodality assumption
of optimized cost function f (·), lack of knowledge about the global minimum (which gave rise to
formulation of stopping criteria in the iterative tuning algorithm, e.g., given tolerance to find the
minimizer), successively narrowing the range of values inside which the extremum is known to exist
according to the definition (2.1) of the fundamental rule for REMs.

Definition 1. Let us consider an optimization problem of a one-argument unimodal cost function f : R → R

within in the predefined range [x(0
−),x(0

+)] in initial 0th iteration, where x(0
−)<x(0

+) of a unimodal function f .
The argument x of this function can be interpreted as a gain of controller (here: kP or kD), and the value of f can
be understood as the J value (within some horizon) corresponded to it.

Now, for a pair of two arguments x(1
−) i x(1

+), which lie in the range [x(0
−),x(0

+)], and which satisfy
x(0

−)<x(1
−)<x(1

+)<x(0
+), it is true that:

• If x(1
−) > x(1

+), then the minimum x̂∗ does not lie in (x(0
−), x(1

−)),
• If x(1

−) < x(1
+), then the minimum x̂∗ does not lie in (x(1

+), x(0
+)),

• If x(1
−) = x(1

+), then the minimum x̂∗ does not lie in (x(0
−), x(1

−)) and (x(1
+), x(0

+)).

A region elimination fundamental rule is used to find the x̂∗ with the minimum value of f within
predefined range, based on repeatedly selection of two arguments from the current range according to
symmetrically reduction the range of possible arguments:

x(1
−) − x(0

−) = x(1
+) − x(0

+) = ρ(x(0
+) − x(0

−)), (6)

where ρ = 3−
√

5
2 = 0.381966 is a golden-search reduction factor.

Remark 5. An advantage of using the golden-search reduction factor (according to Algorithm 1) is the fast
exploration of the interval, because following values of x (controller gains) are selected to use one of the values
of the cost function calculated in the previous iteration. For this purpose, the interval is divided regarding
the golden ratio. As a result, of the use of the golden-search reduction factor for a given interval, two new
sub-intervals are obtained. For the new intervals, the ratio of the longer length to the shorter length is equal to
the ratio of the length of the divided interval to the length of the longer interval.

Due to this mechanism, and by using the golden-search reduction factor, the time of range exploration is
shortened (through the reduction the number of points for which f function needs to be evaluate) or alternatively
the f function values can be averaged for the same x in following iterations, i.e., x((k+1)+) and x(k

−), which is
useful in order to reduce the impact of measurement disturbances during the UAV outdoor flight.

Based on predefined initial range x ∈ D (0) =
[

x(0
−), x(0

+)
]
, the golden-search algorithm can be

implemented according to the pseudo-code presented below (Algorithm 1).
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Algorithm 1 Golden-search algorithm.
Step 1. Evaluate the minimal number N of iterations required to provide the sufficient (predefined)
value of the ε:

|x∗ − x̂∗| ≤ ε(x(0
+) − x(0

−)), (7)

where |x∗ − x̂∗| is the absolute value of the difference between the true (unknown minimum x∗) and
iterative solution x̂∗ (which is assumed to be in the center of D (N)).
Step 2. For iteration k = 1, . . . , N,

1) select a pair of intermediate points x̂(k
−) and x̂(k

+) (x̂(k
−) < x̂(k

+),
{

x̂(k
−), x̂(k

+)
}
∈ D (k−1)),

2) reduce the range to D (k) based on REM fundamental rule:

a) x(k+1) ∈ D (k) =
[

x(k−1−), x̂(k
+)

]
for f (x̂(k

−)) < f (x̂(k
+)),

b) x(k+1) ∈ D (k) =
[

x̂(k
−), x(k−1+)

]
for f (x̂(k

−)) ≥ f (x̂(k
+)),

c) start next iteration k := k + 1.

Step 3. Stop the algorithm; put x̂∗ = 1
2 (x(N+) + x(N−)).

For the given value of ε, the minimum number N of iteration in the GLD algorithm can be
calculated according to:

(1− ρ)N ≤ ε, (8)

and for k = 1, . . . , N one may find the pair of intermediate points using

x̂(k
−) = x(k−1−) + ρ(x(k−1+) − x(k−1−)) , (9)

x̂(k
+) = x(k−1−) + (1− ρ)(x(k−1+) − x(k−1−)) . (10)

2.6. Optimal Gain Tuning of a Two-Parameter Controller Based on Bootstrapping Mechanism

In a two-dimensional space of parameters, the vector of parameters x =
[

x1, x2

]T
for the cost

function f (x) (calculated from in-flight measurements) can be interpreted as controller gains (here: kP
and kD). For fast exploration of this space and to give a global character the GLD extremum-seeking
procedure, Algorithm 2 is proposed. It is based on the bootstrapping mechanism (see Table 2), for
the predefined bootstrap cycles Nb. In considered two-parameter controller tuning, in every single
bootstrap, two launch of GLD algorithm (for each of controller gains) are executed to obtain expected
value of the ε. Firstly, the gain no.1 is tuned (while the gain no. 2 is fixed), and then, the gain no. 2
(for fixed value of the no. 1).

Algorithm 2 Two-parameter controller tuning.

Step 0. Put the bootstrap cycles counter to l = 0; for initial D
(l)
i (i = 1, 2) define ε, Nb, and initial value

of the second parameter x(l)2 (take x̂(l)
∗

2 = x(l)2 ), set l := l + 1.

Step 1. Find the optimal x̂(l)
∗

1 using the GLD algorithm, with the second parameter fixed at x̂(l−1)∗

2 .

Step 2. Calculate the optimal x̂(l)
∗

2 analogously to the method from the Step 1, keeping the first

parameter fixed at x̂(l)
∗

1 .
Step 3. If l < Nb, increase the bootstrap cycles counter l := l + 1, and proceed to Step 1, otherwise stop

the algorithm—the optimal solution x̂∗ =
[

x̂(l)
∗

1 , x̂(l)
∗

2

]T
has been obtained after Nb bootstrap cycles,

as desired.
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Table 2. Steps in the bootstrapping mechanism.

Bootstrap No. Gain No.1 Gain No.2

1 Tuning (according to the GLD REM) Kept constant
1 Kept constant Tuning
2 Tuning Kept constant
2 Kept constant Tuning
... ... ...
Nb Tuning Kept constant
Nb Kept constant Tuning

To ensure high effectiveness of the proposed method of auto-tuning, one should remember about
several important aspects (in configuration and implementation):

• The proposed method requires predefining the initial, admissible ranges for x, i.e., D
(0)
i =[

x(
0−)

i , x(
0+)

i

]
for i = 1, 2. It is a crucial choice from the perspective of ensuring the safety of

autonomous flight. If there is a such a possibility, it is strongly recommended to use the expert
knowledge about the controller gains (from initial flights on the base of analysis of a rise time
and the maximum overshoot, prototyping in virtual environment, default settings of on-board
controller, detailed analysis of the UAV feedback control system, etc.),

• For the expected tolerance ε, the number N is calculated. 2N calculations of f are needed in the
tuning of a pair of controller parameters of a single bootstrap,

• The algorithm’s execution time depends on: Nb, N, and the time of a single reference primitive,
which must be correlated with the expected UAV dynamics and its natural inertia,

• Recalling the most important principles of the zero-optimization method from [26], one needs
to have in mind that the proposed method "(...) is iterative-based and collects information about the
performance index (on incremental cost function value) at sampling time instants, equally spaced every
Tp seconds" during the tuning experiments. Thus, for sampling period Tp, a single evaluation of
f value according to Step 2 of Algorithm 1 with a change of a single parameter of controller is
performed using Procedure 1 (for symbols from the Table 1).

• The performance index is calculated as

ΔJ(n) = J(n+1) + ΔJ(n), (11)

where ΔJ(n) can be obtained from the discrete-time version of Equation (3), which for n-th sample
(tracking error and control signal) at time t = nTp is given by

ΔJ(n) = α |en|+ β |un| . (12)

Algorithm 3 Evaluation of performance index (with single change of controller parameter) [26]
Recalling defined Nc, Nmax, and n for f (·). Then:

• for n = 1, . . . , Nc − 1 with the controller parameters are updated in the previous iteration,
the performance index is evaluated using (11) by adding (12); set J(0) = 0;

• for n = Nc a single iteration of GLD algorithm is initialized, cost function is stored, and if
possible—reduce the range for controller parameters or perform the bootstrap; it results
in a transient behavior of the dynamical signal;

• for n = Nc + 1, . . . , Nmax tuning is not performed; the controller parameters have been
updated; no performance index is collected; transient behavior should decay.
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2.7. Signals Acquisition and Their Filtration in the Proposed Method

Bearing in mind that in general to determine the performance index, sensory information is used
from sources with different precision of estimation of the position and orientation of an UAV, therefore
in the auto-tuning procedure it is proposed to use:

• the signals from the UAV odometry—processed using commonly used Kalman filtration. Thanks
to that, it is possible to fuse data from several standard UAV on-board sensors,

• low-pass filtration (presented and tested primarily in [26]), expressed by a transfer function of
first-order inertia type

G(s) =
k

1 + Tf s
, (13)

where k is its gain, and Tf is a chosen time constant (here: k = 1, Tf = 0.1 sec.

For the implementation of the GLD method, the discretized, recursive version of the low-pass
filter (13) for the chosen sampling period Ts, is used:

y (n) = a (n− 1) + (1− a) u (n− 1) , (14)

where
a = exp

(
−Ts/Tf

)
, (15)

and y(n) and u(n) are filtered and pure errors at sample n, respectively.
• (optional) measurement information from an external high-precision measurement system—for

example, the motion capture system (for indoor flights) or GNSS (outdoor), treated as the ground
truth in estimating the difference to UAV avionics measurements.

2.8. Experimental Platform

In the real-world experiments, the low-cost, micro quadrotor Bebop 2 from Parrot company, was
used (see Figure 1 and [46]). Since it is equipped in P7 dual-core CPU Cortex 9 processor, 1 GB RAM
memory, and 8 GB of flash memory, it is possible to perform on-board state estimation of the UAV
using Extended Kalman Filter (EKF) for the data gathered from its on-board sensors listed in Table 3.
The Bebop 2 uses the Busybox Linux operating system. Compact sizes of the UAV (33× 38× 3.6 cm
with hull) and efficient propulsion units (4 × 1280 KV BLDC Motor, 7500-12000 rpm), in combination
with 2700 mAh battery provide maximum flight time up to 25 minutes and maximum load capacity
up to 550 g (which gives a maximum takeoff mass equal to 1050 g, since the UAV weighs 500 g).

Table 3. General characteristic of Bebop 2 sensors.

Parameter Value

accelerometer & gyroscope 3-axes MPU 6050
pressure sensor (barometer) MS5607 (analyses the flight altitude beyond 4.9 m)

ultrasound sensor analyses the flight altitude up to 8 m
magnetometer 3-axes AKM 8963
geolocalization Furuno GN-87F GNSS module (GPS+GLONASS+Galileo)
Wi-Fi Aerials 2.4 and 5 GHz dual dipole

vertical stabilization camera photo every 16 ms
camera 14 Mpx 3-axis Full HD 1080p with Sunny 180 fish-eye lens: 1/2.3”

All experimental studies discussed in the article were carried out in AeroLab [47], the research
space created at the Institute of Control, Robotics and Information Engineering of Poznan University of
Technology for testing solutions in the field of UAVs flight autonomy, where ground truth is the
OptiTrack motion capture system equipped with 8 Prime 13W cameras (with markers placed on the
UAV), and a processing unit (PC) equipped with Motive—OptiTrack’s unified motion capture software
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platform. The measurement program (Robot Operating System (ROS) node) is executed with the
frequency of 100 Hz, control actions with 30 Hz, whereas the tuning methods with 5 Hz. The system
is connected to the ground station (Figure 7) to which information about the current position and
orientation of the UAV (from motion capture system and UAV) are transmitted. The ground station is
the Lenovo Legion Y520 notebook, equipped with Intel Core i7-7700HQ (2.8 GHz frequency), 32 GB
DDR4 RAM memory, SSD hard drive and GeForce GTX 1050 2048 MB under Linux Kinetic 16.04 LTS
operating system. Such a powerful computer was proposed for the autonomous control of the Bebop
2 UAV, to conduct all necessary calculations at the ground station, including: path planning, data
(measurements) processing, autonomous control, auto-tuning of controllers, safety control, etc.

The ground station was also used for tests of the proposed GLD auto-tuning method in simulation
environment. These tests were carried out under the control of the ROS, using the open-source flight
simulator Sphinx [48] and bebop_autonomy library [49] extended by models of cascade control system
enabling simulation of autonomous flights in xe and ye axes(flight for the given coordinates). In the
external position control loops, the PID-type controllers have been used.

During the flights, to ensure the safety, Bebop 2 was equipped with 4 bumpers (12.5 g each, made
in 3D printing technology) protecting propellers, and in AeroLab an additional horizontal safety net
was installed to protect it against hard crashes to the ground level. In addition, for security reasons,
the priority over the autonomous flight of the drone was allocated to the operator equipped with
SkyController 2, enabling manual flight control. Furthermore, a safety button was introduced to cut
off the UAV power supply in a situation of imminent danger. It supported initial experiments, where
additional safety rope was used.

In experiments on variable mass flights, the UAV was also equipped with a plastic bottle and a
gripper (made in 3D printing technology), or alternatively with tool accessories mounted directly on
the Bebop (see Figure 1). Additionally, in studies on the influence of environmental disturbances on
the auto-tuning process, the UT363 thermo-anometer from Uni-T company was used to measure the
air flow speed generated from the Volteno VO0667 fan.

For the simulation and experimental results presented in the next section of the article, a movie
clips (available at the webpage http:www.uav.put.poznan.pl), were prepared.

Figure 7. Simplified block diagram of measurement and control signal architecture used during the
experiments with in-flight tuning of controllers.

3. Results and Discussion

3.1. Simulation Experiments

Let us consider the problem of searching locally best gains of the altitude PID-type controller
of Bebop 2 unmanned aerial vehicle. Default gains are not made available by the Parrot company,
hence the problem of finding the best gains (summarized in Table 4) has been treated at the prototyping
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stage. After development of the 3D model of this UAV (with bumpers) in the Blender software, it was
implemented in the ROS/Gazebo environment, giving the physical dimensions, mass and moments of
inertia from the real flying robot to its virtual counterpart embedded in the virtual Aerolab scenery.
This enabled reliable preliminary experiments to be conducted in the simulator.

The research purposes were set as:

• recognizing the nature of optimized function J = f (kP, kD) for its various structures (α = var,
β = var),

• validation if given gain ranges of kP and kD (for a constant, very small value of kI = 0.0003) are
safe (i.e., if the closed-loop control system is stable),

• comparative analysis of the effectiveness of GLD and FIB methods.

Table 4. Gains of Bebop’s controllers used in experiments.

X-axis Y-axis Z-axis θ φ ψ

kP 0.69 0.69 1.32 default default 0.07
kI 0.00015 0.00015 0.0003 default default 0.00001
kD 50 50 10.2 default default 0.9

In the first phase of the research, more than 33 hours of simulation tests were conducted.
The results are presented in Figure 8. The same dynamics of the desired reference signal was set
as in [26] for the FIB method. Every 12 seconds the UAV changed periodically the flight altitude
(1.2→1.9→1.2 m). The value of J was being recorded for 10 sec repeatedly. For each combination of kP
and kD gains, the J value was averaged from 5 trials. The results of 400 combinations of (kP, kD) were
recorded for three various J functions. In none of the 2000 trials, the UAV model showed dangerous
behavior, and as expected: higher values of kP correspond to a better quality of reference signal
tracking (lower values of J).

In the second phase of the research, the effectiveness of the GLD and FIB methods was compared
for three initial values of the kD and three J function structures. The very promising results are
presented in Figure 8 and Table 5. Both methods effectively explore the gains space (kP, kD) in search
for smaller values of J, avoiding the local minima (they do not “get stuck” in there)—see Figure 8
(right column). Depending on the set kDinit gain value, both the methods yield in similar kP values, but
various kD, slowing down the expected tracking dynamics respectively (for larger values of β). It is
particularly noteworthy to compare the signals for subsequent set values of β (Figure 9). Bearing in
mind the diversity of UAV applications, it is possible to shape the “energy policy”, i.e., through
an introduction of larger values of β, one obtain a smooth, slower trajectory of the altitude signal,
with a smaller control signal amplitudes (for which the β is punishing), which is conducive to extend
the flight time.

In relation to the FIB method, an additional time of 96 sec (corresponding to 8 iterations of the
auto-tuning algorithm), allows the GLD method in subsequent iterations only to slightly improve the
value of the J performance index (respectively by 1.62%, 0.78%, and 2.10%). The introduction of the
second bootstrap is justified in the FIB method (improvement by respectively: 11.92%, 4.95%, 1.40%),
while in the case of the GLD method, just only one bootstrap provides similar results. The listings
from the altitude controller auto-tuning process are available for both methods in the supplementary
materials at the AeroLab webpage.
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Table 5. Results of simulation experiments.

FIB GLD FIB GLD FIB GLD

α 1.0 1.0 0.9 0.9 0.8 0.8
β 0.0 0.0 0.1 0.1 0.2 0.2

kDinit 2.0 2.0 10.0 10.0 18.0 18.0
kP range [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0]
kD range [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0]

No. of bootstrap cycles 2 2 2 2 2 2
No. of main iterations 48 56 48 56 48 56

Tuning time [sec] 576 672 576 672 576 672
Low-pass filtration yes yes yes yes yes yes

ε 0.05 0.05 0.05 0.05 0.05 0.05
Best kP and kD values 3.56/8.70 3.70/8.18 4.63/5.99 4.49/8.58 4.23/10.51 4.39/15.44

J1 (after the 1st bootstrap) 6.8235 5.4575 5.7596 5.4865 5.9641 5.8197
J48 (after 48 iter.) 6.0969 5.5024 5.4882 5.4492 5.8815 5.9059

Jend (after the tuning proc.) 6.0969 5.4149 5.4882 5.4068 5.8815 6.0298
Javg (average for tuning proc.) 6.7264 5.4754 5.7730 5.5643 6.0345 5.9376

Figure 8. Obtained values of the J performance index for kP and kD combinations (left column) and
J = f (kP, kD) approximations (right column) for: (a) α = 1.0, β = 0.0, (b) α = 0.9, β = 0.1, (c) α = 0.8, β = 0.2.
FIB (green) and GLD (white) tuning results for: (a) kDinit = 2, (b) kDinit = 10, (c) kDinit = 18 (marked in red).
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Figure 9. Time courses for: (a) first two iterations of the GLD method (mistuned gains), (b) last two
iterations (well-tuned gains) for ZGLD1 (α = 1.0, β = 0.0), ZGLD2 (α = 0.9, β = 0.1), ZGLD3 (α = 0.8, β = 0.2).

3.2. Experiments in Flight Conditions

The GLD method was verified in real-world experiments on the same UAV and for the same
parameter configuration as in simulation tests. The method was tested with great attention paid to the
efficiency of obtaining altitude controller gains and the tracking quality. From variety of conducted
experiments, the author decided to present and discussed, a few, which are the most representative.
Supplementary materials (video and listings) are available at: http://www.uav.put.poznan.pl.

3.2.1. Uncertainty of Altitude Measurements. Change of Sensory Information Sources

The aim of the experiment was to verify how imprecise and non-stationary the altitude
measurements of the UAV flight are in the building, based on its basic on-board avionics only.
The motion capture system was used as a ground truth. The results are shown in Figure 10. The task
for the UAV was to fly to a fixed altitude of 1 m and hover in the air.

As the average error from registered trials is only 0.80%, the range of actual/instantaneous
values ranges from 0.85 m to 1.14 m and increases with the passage of time. Such a dispersion of
measurements is a problem and major difficulty in the proposed machine learning procedure used in
real-world conditions for altitude controller tuning. Therefore, the motion capture system was used
for further estimation of the UAV flight altitude. This eliminates the measurement error as a source of
additional errors during the J calculation.

Figure 10. Tracking of the reference altitude Zset by the Bebop 2 UAV in three trials (Z1–Z3).

3.2.2. Comparison of the Tuning Effectiveness: FIB vs. GLD Method Used in Real-World Conditions

In the Figure 11, the altitude controller gains during auto-tuning procedure using GLD and FIB
methods, are presented. Based on simulation results it was decided to terminate both methods after 48
iterations. Final and average values of J (see Figure 12), are lower for the GLD method: 43.97% and
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3.39%, for which the tracking quality is better (Figure 13), e.g., lower overshoots were recorded during
the tuning time.

Furthermore, it is worth mentioning that both methods here shown convergence in the vicinity of
the two local minima of the J = f (kP, kD) function, which were estimated based on the preliminary
simulation experiments.

Figure 11. The altitude controller gains and J = f (kP, kD) values during auto-tuning process using
GLD (white color) and FIB (green) methods; kDinit = 10 (marked in red).

Figure 12. Time courses for the GLD and FIB tuning process in real-world conditions.

Figure 13. Values of J(i) in consecutive steps (i) of GLD and FIB tuning.
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3.2.3. Analysis of the Impact of Environmental Disturbances (Wind Gusts) on the Auto-Tuning Procedure

Usually in scientific world literature presented results of research on UAV flights under wind gust
conditions concern the case when the air stream is directed towards the UAV frontally. In real flight
conditions, this direction is usually random and variable in time. Thus, it was decided to verify the
effectiveness of the GLD auto-tuning method with a low-pass filtration, during the UAV flight, in the
stream of the air generated from the rotating fan (1.2 m high), at a distance of 1.8 m, behind the UAV
on the left, as in Figure 14.

In the auto-tuning procedure, the disturbances were introduced twice (see Figure 15). In the first
phase, the maximum air flow speed was 2.7 m/s, in the second—3.7 m/s. It is a severe disturbance
referring to the ratio of physical dimensions to the small weight of the UAV. A complete 56-iterative
tuning cycle was conducted. The results are summarized in Figure 16 and Table A1 (see Appendix
A), and compared with the results of the auto-tuning from the previous Subsection. Very similar,
promising final values of the J performance index were obtained—even only slightly smaller for the
case of impact of a wind gust during the GLD procedure.

Determinism of the method is illustrated by the results of 10 first iterations in both trials and
iterations no. 29-38, where for different values of J, the calculated kP gain values are identical. Similar
behavior can be observed in the presence of wind gusts (iterations no. 15–20, and 43–48). In the future
research, it is worth considering an approach in which two or several UAV units (agents) could be used
to parallel measurements and averaging computations during the auto-tuning procedure, resulting in
better tuning precision.

Figure 14. Test bed for research on wind gusts impact on the GLD method.

Figure 15. Time course for the GLD tuning process in the presence of wind gusts.
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Figure 16. The altitude controller gains and J = f (kP, kD) values during auto-tuning process using
GLD method for nominal case (white color) and at the presence of wind gusts (green); kDinit = 10
(marked in red).

3.2.4. Flights and Auto-Tuning in UAV Mass Change Conditions

The last interesting aspect of the conducted research was to provide knowledge about the quality
of the obtained gains in the context of transport tasks and the use of the GLD method to tune the gains
of the altitude controller after changing the total takeoff weight of the UAV. A series of experimental
studies was conducted for this purpose.

In the simulation experiments, the efficiency of tuning of the UAV altitude controller using the
GLD method was verified in conditions of lifting of the additional payload (jar on the gripper and tool
accessories attached to the UAV). The gains of the other controllers (for X and Y axes, and for yaw angle
control), were adopted from Table 4. In subsequent simulations, the values α and β of the J function
were changed. The results are presented in Table 6, and the search process for the controller’s gains is
illustrated in the attached video material. Based on the obtained results, it can be noticed that in the
case of both payloads tested, the values of kP were smaller than in the nominal case (flight without
payload), and kD values were larger. Increased starting mass of the UAV forces the use of more thrust
to lift the UAV and at the same time—to provide its effective balance, so as not to cause any overshoots
(exceeding the given/reference altitude). In the qualitative evaluation of the results of the auto-tuning
procedure, the obtained controller using a similar gain value of the proportional part, compensates
with a larger gain of kD the nervous behavior of the UAV (which for particular J function tries to match
the dynamics to higher UAV inertia).

Table 6. Results of simulation experiments—flying with: gripper & jar (GRIP), and tool accessories
(TOOL); for 2 bootstrap cycles, 56 iterations of the GLD method with low-pass filtration and ε = 0.05.

GRIP TOOL GRIP TOOL GRIP TOOL

α 1.0 1.0 0.9 0.9 0.8 0.8
β 0.0 0.0 0.1 0.1 0.2 0.2

kDinit 10.0 10.0 10.0 10.0 10.0 10.0
kP range [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0] [0.5,5.0]
kD range [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0] [1.0,20.0]

Best kP and kD values 2.30/15.11 2.39/18.94 2.20/17.88 1.08/18.94 0.82/15.77 0.67/13.40
J1 (after the 1st bootstrap) 7.5143 7.9741 7.6119 7.6654 7.5773 7.5454
Jend (after the tuning proc.) 7.5150 7.8334 7.5473 7.6591 7.7385 7.4198

Javg (average for tuning proc.) 7.4306 7.9191 7.7877 7.5485 7.5906 7.5454

In the first real-world experiment (Figure 17), the task of the UAV was to start the autonomous
flight from a platform with a plastic bottle attached; then, to fly to the point where the GLD auto-tuning
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procedure begins; finally, to perform 56 iterations of the algorithm in the presence of wind gusts.
The drone, using its on-board avionics (including the optical-flow and ultrasonic sensors) moved
vertically after stabilizing the position of the gripper, since it recognized its position as altitude equal
to 0, and in effect moved upwards, which created a danger. The same behavior was observed in the
second experiment, where the UAV task was to compensate its position in the X, Y, and Z axis (refer to
supplementary video material). A decision was made to change the type and manner of payload
attachment as shown in Figure 18, which played its role, both in the GLD auto-tuning experiments
with additional mass, as well as in transportation tasks at designated nominal gains (see Figure 19).
In every conducted trial (Table 7), for subsequent J functions, similar behavior was observed as in
the case of simulation tests. For example, let us consider the results obtained for α = 1.0 (Figure 20).
It can be noticed that the time courses with large overshoots (when the controller forces too hard
the UAV, wanting to overcome its increased inertia), result in an increase in the value of J and are
effectively rejected in the procedure of seeking the smallest value of this performance index. In addition,
by analyzing the subsequent values of this index (Figure 21), it can be seen that the selection of the
gain value kD directly implies the UAV vertical flight dynamics profile. This is particularly seen in the
first bootstrap (marked in Figure 20).

Auto-tuning in UAV mass change conditions will be the subject of a separate article, while it is
worth stressing that the second problem encountered—mentioned at the beginning of the article—i.e.,
lack of stability criterion based on which it would be possible to estimate safe gains ranges of kP and
kD for their exploration in the GLD method. Despite its high efficiency and safe operation in tuning of
controllers of UAVs with nominal mass or with low extra mass, in case of large payloads (see Figure 22
for the case of 282 g) one can find examples of unstable flights. Then it is strongly recommended to use
preliminary simulation tests based on the model. The introduction of the stability criterion into the
proposed GLD method is in the area of further research interest of the author [50].

Figure 17. Snapshots from one of the initial research experiments with the auto-tuning of the altitude
controller during the flight in the presence of wind gusts and with the mass attached to the UAV on a
flexible joint.
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Figure 18. The Bebop 2 with additional payload used for in-flight auto-tuning experiments.

Figure 19. Step responses for the Bebop 2 UAV tuned with GLD method—variants: with and without
addition mass (225 g tool accessories).

Table 7. Results of real-world experiments—flying with the payload (tool accessories); for 2 bootstrap
cycles, 56 iterations of the GLD method with low-pass filtration and ε = 0.05.

Exp.1 Exp.2 Exp.3

α 1.0 0.9 0.8
β 0.0 0.1 0.2

kDinit 10.0 10.0 10.0
kP range [0.5,5.0] [0.5,5.0] [0.5,5.0]
kD range [1.0,20.0] [1.0,20.0] [1.0,20.0]

Best kP and kD values 3.92/7.85 4.02/9.57 3.20/11.68
J1 (after the 1st bootstrap) 2.5070 2.4992 2.6096
Jend (after the tuning proc.) 1.7583 2.5779 2.5255

Javg (average for tuning proc.) 2.8091 2.4566 2.6553

Figure 20. Time course from the tuning experiment via GLD method—variant: tuning of the altitude
controller during the UAV flight with an additional (heavy) mass (225 g); the experiment interrupted
due to the loss of stability.
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Figure 21. Values of J(i) in consecutive steps (i) of the GLD method (Exp. no. 1)—flying with the
payload.

Figure 22. Time course from the real-world experiment (Exp. no. 1): tuning of the altitude controller
during the UAV flight with an additional (heavy) mass (225 g).

4. Conclusions and Further Work

In the paper, a new and efficient real-time auto-tuning method for fixed-parameters controllers
based on the modified golden-search (zero-order) optimization algorithm and bootstrapping technique,
has been presented. The method ensures fast, iterative behavior, and as a result—returns in the worst
case the locally best gains of controller, in the best case—globally optimal. The GLD method is
fully automated, and uses a low-pass filtration while working in a stochastic environment. It is a
model-free approach, but as it has been articulated in the paper, it is good to combine its advantages
with initial model-based prototyping, since the method does not use any stability criterion. The author
is interested and looking for the mathematical solutions, i.e., in the area of stochastic analysis and
probability, which can be easily adapted into the proposed GLD procedure—without increase of its
computational complexity. It will be useful in a context of solving mentioned transportation tasks and
problems (especially when flying near to the lifting capacity of the UAV).

Supplementary Materials: Recorded videos and data from ROS bags are available online at http://uav.put.
poznan.pl.
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Abbreviations

The following abbreviations are used in this manuscript:

BF Body Frame
CCW Counter-Clockwise
CW Clockwise
DOF Degrees of Freedom
EF Earth Frame
FIB Fibonacci-search Method
GLD Golden-search Method
GNSS Global navigation satellite system
GPS Global Positioning System
MBZIRC Mohamed Bin Zayed International Robotics Challenge
NED North-East-Down
PD Proportional-Derivative Controller
PID Proportional-Integral-Derivative Controller
REM Region Elimination Method
ROS Robot Operating System
UAV Unmanned Aerial Vehicle

Appendix A

Table A1. Comparison of the results of auto-tuning of the UAV’s altitude controller using the GLD
method—variants: nominal and at the presence of wind gusts.

Nominal Disturbed Nominal Disturbed Nominal Disturbed

No. of Iter. kP kP kD kD J J

1 2.2190 2.2190 10.0000 10.0000 3.6232 3.9781
2 3.2810 3.2810 10.0000 10.0000 2.7718 2.9733
3 3.2813 3.2813 10.0000 10.0000 2.9025 3.0650
4 3.9377 3.9377 10.0000 10.0000 2.7974 2.9231
5 3.9379 3.9379 10.0000 10.0000 2.8608 2.9099
6 4.3435 4.3435 10.0000 10.0000 2.4185 2.6717
7 4.3436 4.3436 10.0000 10.0000 2.5228 2.7708
8 4.5943 4.5943 10.0000 10.0000 2.5281 3.2745
9 4.1886 4.1886 10.0000 10.0000 2.8080 2.6899
10 4.3435 4.3435 10.0000 10.0000 2.3742 2.8161
11 4.3436 4.0928 10.0000 10.0000 2.3683 3.0077
12 4.4393 4.1886 10.0000 10.0000 2.3004 2.6560
13 4.4393 4.1886 10.0000 10.0000 2.2584 2.7008
14 4.4985 4.2478 10.0000 10.0000 2.3600 2.4583
15 4.4210 4.2661 8.2580 8.2580 2.4742 2.4305
16 4.4210 4.2661 12.7420 12.7420 2.6279 2.5428
17 4.4210 4.2661 5.4854 5.4854 2.5291 2.8694
18 4.4210 4.2661 8.2566 8.2566 2.5097 2.3611
19 4.4210 4.2661 8.2574 8.2574 2.5057 2.3465
20 4.4210 4.2661 9.9700 9.9700 2.4944 2.7500
21 4.4210 4.2661 9.9705 7.1985 2.6712 2.4564
22 4.4210 4.2661 11.0289 8.2569 2.5066 2.5012
23 4.4210 4.2661 11.0292 6.5441 2.6319 2.5666
24 4.4210 4.2661 11.6833 7.1982 2.5153 2.7464
25 4.4210 4.2661 11.6835 6.1397 2.6646 2.6194
26 4.4210 4.2661 12.0877 6.5439 2.9049 2.4165
27 4.4210 4.2661 11.4336 6.5441 2.8642 2.4360
28 4.4210 4.2661 11.6834 6.7939 2.5492 2.3116
29 2.2190 2.2190 11.7607 6.8711 4.6672 4.4838
30 3.2810 3.2810 11.7607 6.8711 3.3072 2.7008
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Table A1. Cont.

Nominal Disturbed Nominal Disturbed Nominal Disturbed

No. of Iter. kP kP kD kD J J

31 3.2813 3.2813 11.7607 6.8711 3.4729 2.9624
32 3.9377 3.9377 11.7607 6.8711 2.7758 2.4287
33 3.9379 3.9379 11.7607 6.8711 2.7904 2.5296
34 4.3435 4.3435 11.7607 6.8711 2.6357 2.3066
35 4.3436 4.3436 11.7607 6.8711 2.4105 4.4358
36 4.5943 4.5943 11.7607 6.8711 2.3535 2.6047
37 4.5943 4.5943 11.7607 6.8711 2.4362 2.5906
38 4.7493 4.7493 11.7607 6.8711 2.7252 2.4460
39 4.4986 4.7493 11.7607 6.8711 5.4026 2.5969
40 4.5943 4.8450 11.7607 6.8711 2.4769 2.3667
41 4.5943 4.8451 11.7607 6.8711 2.4032 2.3662
42 4.6535 4.9042 11.7607 6.8711 2.3701 2.9292
43 4.6718 4.8268 8.2580 8.2580 2.2139 2.3028
44 4.6718 4.8268 12.7420 12.7420 2.3797 2.5986
45 4.6718 4.8268 5.4854 5.4854 2.2050 2.1790
46 4.6718 4.8268 8.2566 8.2566 2.2468 2.3559
47 4.6718 4.8268 3.7720 3.7720 2.2244 2.4715
48 4.6718 4.8268 5.4846 5.4846 2.2563 2.1976
49 ... 4.8268 ... 5.4851 ... 2.1532
50 ... 4.8268 ... 6.5435 ... 2.5722
51 ... 4.8268 ... 4.8307 ... 2.3696
52 ... 4.8268 ... 5.4848 ... 2.3328
53 ... 4.8268 ... 5.4850 ... 2.2445
54 ... 4.8268 ... 5.8892 ... 2.7051
55 ... 4.8268 ... 5.2350 ... 2.2805
56 ... 4.8268 ... 5.4848 ... 2.2393
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Abstract: Optical polishing can accurately correct the surface error through controlling the dwell
time of the polishing tool on the element surface. Thus, the precision of the trajectory and the dwell
time (the runtime of the trajectory) are important factors affecting the polishing quality. This study
introduces a systematic interpolation method for optical polishing using a non-uniform rational
B-spline (NURBS). A numerical method for solving all the control points of NURBS was proposed
with the help of a successive over relaxation (SOR) iterative theory, to overcome the problem of
large computation. Then, an optimisation algorithm was applied to smooth the NURBS by taking
the shear jerk as the evaluation index. Finally, a trajectory interpolation scheme was investigated
for guaranteeing the precision of the trajectory runtime. The experiments on a prototype showed
that, compared to the linear interpolation method, there was an order of magnitude improvement
in interpolation, and runtime, errors. Correspondingly, the convergence rate of the surface error of
elements improved from 37.59% to 44.44%.

Keywords: hybrid robot; curve fitting; fair optimisation; trajectory interpolation

1. Introduction

With the rapid development of astronomy, space exploration, and advanced optical instruments,
optical elements are being increasingly widely used. The application demands for high-quality and
high-efficiency elements present distinct higher requirements for the process technology used in such
elements [1]. Computer-controlled optical surfacing (CCOS) has been successfully applied in industrial
production, as it can precisely correct the surface error by converting the dwell time of the polishing
tool into the feed-rate along the polishing trajectory. Therefore, a trajectory planning method is the key
factor affecting high-quality, high-efficiency polishing.

Despite the extent of research on path planning in some fields [2–4], investigation of optical
polishing has been rather limited. Although the problem of discontinuous surfaces between the
adjacent mm-sized short line segments has attracted wide concern when using parametric curve
theory [5–7], frequent acceleration and deceleration result in poor realisation precision of dwell time,
i.e., the runtime of trajectory (hereafter referred to as runtime), which further influences the polishing
quality of elements and the convergence rate of surfaces [8]. The main focus of this paper is to
investigate an interpolation scheme to overcome the above problem, which has two main progressive
aspects: fitting and interpolation of parametric curves.

The fitting of parametric curves is a process of converting discrete short line segments into
parametric curves. At present, many scholars have carried out research based on the dominant points
using a non-uniform rational B-spline (NURBS). Park [9,10] proposed a method for determining the
dominant points according to the discrete curvature. Zhou [11] and Xu [12] improved this method
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by taking concave-convex turning points and extreme points on the curvature curve as dominant
points. To improve the fitting precision, Zhao [13] proposed curve fitting taking squared distance
minimisation (SDM) as the evaluation index. Although the dominant points based method is easy
with regard to calculation and interpolation, it may result in the loss of runtime at non-dominant
points. Thus, only the global fitting method is suitable to the optical polishing. To do so, Yang [14]
proposed an optimisation algorithm by establishing the evaluation function for deviation of the fitted
distance. Li [15] and Lin [16] classified the trajectory into the different forms of NURBS and then
employed a piecewise fitting method for real-time implementation. Based on Gaussian elimination
and the continuous short block (CSB) look-ahead algorithm, Tsai [17] and Wang [18] realised the
on-line transformation from short line segments to NURBS: however, for the global fitting method,
the simplified strategy that setting all the weight factors as 1 eliminates the regulating effect on the
fairness of curves and easily causes curvature saltation on the trajectory. Therefore, generating a fair
trajectory based on NURBS is the first problem facing the polishing trajectory planning technique.

The interpolation of parametric curves is a process that discretises the NURBS into numerical
control (NC) commands. Speed planning, as the critical step in the interpolation process, has been an
area of research for numerous scholars: this can be classified into the time-optimal approach and the
non-time-optimal approach. The time-optimal approach deals with the planning problem by taking
the minimisation of the motion time as the objective to promote manufacturing efficiency [19,20].
For example, Timar [21] proposed a speed planning scheme for NC interpolation by the use of the
optimal control theory. On this basis, Sencer [22] and Lu [23] considered the driving capacity constraint
and trajectory precision constraint in the interpolation, respectively. The non-time-optimal approach
usually deals with the planning problem by taking the minimisation of speed fluctuations as the
objective [24]. Various methods, such as the feed-rate evolutionary algorithm [25], the equidistance
quaternion method [26], and the improved Adams-Malton algorithm [27] are employed to decrease
speed fluctuations and guarantee steady, continuous-trajectory operation. Although the effectiveness of
the method has been validated experimentally, is cannot be applied directly to optical polishing because
the effect of acceleration and deceleration on the realisation precision of runtime is not considered.

Driven by the practical needs to improve the quality of optical polishing, this paper presents a
systematic trajectory planning method that particularly enhances the realisation precision of runtime.
Following this introduction, Section 2 calculates all the control points of NURBS through numerical
solution to overcome the problem of calculation efficiency. In Section 3, an optimisation algorithm of
fairing NURBS is established by taking the shear jerk of trajectory as an evaluation index. Section 4 then
proposes an interpolation scheme with which to minimise the realisation error of runtime by planning
the feed-rate of trajectory according to the given runtime between adjacent NC codes. Section 5 reports
experiments on a prototype machine which shows that the proposed trajectory planning method is
more accurate than the linear interpolation method. Conclusions are drawn in Section 6.

2. Trajectory Fitting Based on the NURBS Curve

In this section, according to the given NC codes, all the control points of NURBS are solved, which
provides the necessary mathematical model for the interpolation of parametric curves. The basic
settings are as follows:

(1) Considering the stability, ease of use and calculation efficiency, cubic NURBS is employed as
the fitting tool. (2) The uniform parametric method is used for trajectory fitting, because the polishing
elements have a large radius of curvature and the chord lengths between NC codes are distributed
uniformly. (3) All weight factors are set to 1. In this case, the NURBS can be treated as a cubic B-spline
to simplify the calculation process.

According to the basic theory of the NURBS, a segment of NURBS C(u)(0 ≤ u ≤ 1) can be
determined based on the four adjacent control points dk(k = 0, 1, 2, 3). As shown in Figure 1, C(0)
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and C(1) separately refer to the start point and the end point of the NURBS segment. Based on the
aforementioned setting, the NURBS segment can be directly written as:

C(u) =
1
6

[
u3 u2 u 1

]⎡⎢⎢⎢⎣
−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

d0

d1

d2

d3

⎤⎥⎥⎥⎦ (1)

1

2

3

( )0

( )1

Figure 1. Schematic diagram of the parametric curve.

Thus, point Ci can be expressed as:

Ci =
1
6
(di−1 + 4di + di+1) (2)

where Ci denotes the ith NC code in the n + 1 lines of NC codes and also is taken as the start point
of the ith NURBS segment. di−1, di, di+1 respectively denote the three control points corresponding
to Ci. To calculate C1 and Cn+1, it is defined that on the condition that i < 1, then di = d1 and on the
condition that i > n + 1, then di = dn+1. Equations (3) and (4) can thus be obtained:

C1 =
1
6
(d1 + 4d1 + d2) =

5
6

d1 +
1
6

d2 (3)

Cn+1 =
1
6
(dn + 4dn+1 + dn+1) =

1
6

dn +
5
6

dn+1 (4)

Rewriting Equations (2)–(4) in matrix notation yields:

Ad = C

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

5 1 0 0 0 . . . 0
1 4 1 0 0 . . . 0
0 1 4 1 0 . . . 0
...

...
...

...
... . . .

...
0 0 0 0 1 4 1
0 0 0 0 0 1 5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, d =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

d1

d2

d3
...

dn

dn+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

6C1

6C2

6C3
...

6Cn

6Cn+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)

If the traditional solution methods such as Gauss elimination method and LU decomposition are
directly applied to the Equation (5), it may lead to some undesirable phenomena (such as excessive
calculation time) due to the large quantity of NC codes for polishing. Hence, the SOR iterative
algorithm [28] is used to find stable numerical solutions of Equation (5) as described below.

The coefficient matrix A can be divided into:

A = D− L−U (6)
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where A = diag(a11, a22, . . . , an+1n+1), −L denotes a strictly lower triangular matrix, whose elements
below the principal diagonal are corresponding elements of A. −U denotes a strictly upper triangular
matrix, whose elements above the principal diagonal are corresponding elements of A. Owing to the
matrix D being invertible, Equation (5) can be modified to:

d = D−1(L + U)d + D−1C (7)

In this case, corner marks (k) and (k + 1) are added in Equation (7) to identify the number of
iterations. Then, the elementary iterative scheme of d can be written as:

d(k+1) = M1d(k) + D−1C (8)

where M1 = D−1(L + U). The component form of Equation (8) can be expressed as:

d(k+1)
i =

1
aii

⎛⎜⎜⎜⎜⎜⎜⎝−
n+1

∑
j = 1
j �= i

aijd
(k)
j + Ci

⎞⎟⎟⎟⎟⎟⎟⎠, i = 1, 2, . . . , n + 1 (9)

which is also known as the Jacobi iteration scheme, noting that, before calculating d(k+1)
i , the iterative

values of the first i − 1 components in d(k+1) have been generated, which are more approximate
to the true value than the results obtained by the previous iteration. Therefore, d(k)

1 , d(k)
2 , . . . , d(k)

i−1

can be replaced by d(k+1)
1 , d(k+1)

2 , . . . , d(k+1)
i−1 to make d(k+1)

i closer to the true value. To improve the
convergence rate of the iteration further, a proper parameter μ is selected to conduct the weighted
averaging on the aforementioned iterative scheme:

d(k+1)
i = μd̃

(k+1)
i + (1− μ)d(k)

i , i = 1, 2, . . . n + 1 (10)

with:

d̃
(k+1)
i =

1
aii

(
−

i−1

∑
j=1

aijd
(k+1)
j −

n+1

∑
j=i+1

aijd
(k)
j + Ci

)
(11)

Substituting Equation (11) into Equation (10) leads to the SOR iteration scheme:

aiid
(k+1)
i + μ

i−1

∑
j=1

aijd
(k+1)
j = aiid

(k)
i − μ

n+1

∑
j=i

aijd
(k)
j + μCi , i = 1, 2, . . . , n + 1 (12)

Note that A is a tridiagonal positive definite matrix, so the optimal value μopt of the relaxation
factor can be expressed as [29]:

μopt =
2

1 +
√

1− [ρ(M1)]
2

(13)

where ρ(M1) denotes the spectral radius of M1.
It is worth noting that, for a flat element, the aforementioned method can be directly applied to

calculate the NURBS trajectory, but for a curved element, the polishing shaft should always lie along
the normal direction of the element. In this case, it is necessary to solve two trajectories of end-point
and reference-point on the polishing shaft to determine the polishing attitude (for more details, please
see [21]).
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3. Fairing of the NURBS

Although the constructed cubic NURBS by the above method satisfies the G2 continuity
characteristics, i.e., the second-order derivative functions of the trajectory is continuous, the motion
stability of the trajectory is still influenced by curvature saltation. In this section, a fairing optimisation
method is proposed by adjusting the weight factors of NURBS.

The fairing optimisation can be classified into two categories, i.e., global and local fairing according
to the number of the adjusted point on NURBS. Considering the significant computational burden of
global fairing caused by the large quantity of NC codes for polishing, it is more reasonable to modify
the outlier points with curvature saltation by the use of local fairing, which are selected from all NC
codes [30]. A filtering process is needed to eliminate the influence of curvature fluctuations caused by
discrete calculation.

In the fairing optimisation, the shear jerk of the outlier point is taken as the evaluation index:

Dj =
κnext1 − κj

‖Cnext1 − Cj‖
−

κj − κlast1

‖Cj − Clast1‖
(14)

where κj denotes the curvature at the jth outlier point Cj, κnext1 and κlast1 denote the curvature of the
Cnext1 and Clast1, which are on two adjacent sides of the outlier point. The index indicates the curvature
changes of the adjacent outlier points.

To generate the weight factors of the various outlier points, the objective function is defined as:

L =
k

∑
j=1

D2
j +

(
Cj − Cj,0

)2 (15)

where Cj,0 denotes the jth outlier point before optimisation. It can be seen from Equation (15) that the
objective function is composed of two parts: part one is the curvature changes of the outlier point after
optimisation, and part two is the adjustment amplitude of outlier points before, and after, optimisation.
Thus, the objective function means that fairing optimisation is performed on the premise of modifying
the NURBS as little as possible.

According to affine invariant principle of NURBS [31], the four-dimensional (4D) space
constructed by the control points and weight factors can be expressed as:

Cω(u) =
n+1

∑
i=1

Ni,3(u)

[
ωidi
ωi

]
=

n+1

∑
i=1

Ni,3(u)dω
i (16)

Then, the NURBS defined by Equation (1) can be regarded as the projection of the curve Cω(u) in
4D space on the centre of the hyperplane ω = 1. Based on Equation (2), it can be seen that:

Cω
j =

1
6

dω
j,last1 +

2
3

dω
j +

1
6

dω
j,next1 (17)

Cω
j,last1 =

1
6

dω
j,last2 +

2
3

dω
j,last1 +

1
6

dω
j (18)

Cω
j,next1 =

1
6

dω
j +

2
3

dω
next1 +

1
6

dω
next2 (19)

where dω
j denotes the control point corresponding to the jth outlier point and dω

next1, dω
next2 and

dω
last1, dω

last2 denote the control points on the two adjacent sides of the control point dω
j , respectively.

Furthermore, Equation (15) can be written in 4D space as:

Lω =
k

∑
j=1

(
Dω

j

)2
+

(
Cω

j − Cω
j,0

)2
(20)
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where Cω
j − Cω

j,0 can be equivalently simplified as dω
j − dω

j,0 and Dω
j can be approximately expressed

as [32]:

Dω
j ≈

(
Cω

j,next1

)′′
−

(
Cω

j

)′′
lω
j,next1

−

(
Cω

j

)′′
−

(
Cω

j,last1

)′′
lω
j,last1

(21)

where
(

Cω
j

)′′
denotes the second derivative of the NURBS at Cω

j , lω
j,next1 = ‖Cω

j,next1,0 − Cω
j,0‖ and

lω
j,last1 = ‖Cω

j,0 − Cω
j,last1,0‖. Substituting Equation (21) into Equation (20) yields:

Lω =
k

∑
j=1

⎛⎜⎝
(

Cω
j,next1

)′′
−

(
Cω

j

)′′
lω
j,next1

−

(
Cω

j

)′′
−

(
Cω

j,last1

)′′
lω
j,last1

⎞⎟⎠+
(

dω
j − dω

j,0

)2
(22)

To calculate the minimum value of Lω, the partial derivative of Equation (22) about dω
j is set to 0:

∂Lω

∂dω
j
=

k
∑

j=1
2
(

dω
j,next2−3dω

j,next1+3dω
j −dω

j,last1
lω
j,next1

− dω
j,next1−3dω

j +3dω
j,last1−dω

j,last2
lω
j,last1

)
·
(

3
lω
j,next1

+ 3
lω
j,last1

)
+ 2

(
dω

j − dω
j,0

)
= 0

(23)

Then, the equations for dω
1 , dω

2 , . . . , dω
k can be expressed as:

Aωdω = Cω

Aω = diag

((
3

lω
j,next1

+ 3
lω
j,last1

)2
+ 1

)
dω = (dω

1 , dω
2 , . . . , dω

k )
T

Cω = (Cω
1 , Cω

2 , . . . , Cω
k )

T

Cω
j = dω

j,0 −
(

dω
j,next2−3dω

j,next1−dω
j,last1

lω
j,next1

− dω
j,next1+3dω

j,last1−dω
j,last2

lω
j,last1

)(
3

lω
j,next1

+ 3
lω
j,last1

)
(24)

According to Equation (24), the optimised control points and weight factors corresponding to the
outlier points can then be generated.

4. NURBS Interpolation

The NURBS interpolation is used to discretise the parametric curve to the NC commands based
on the planned feed-rate. In this section, an interpolation method for optical polishing is proposed
aiming to minimise the realisation error of the trajectory runtime.

4.1. Feed-Rate Planning

Feed-rate planning is the main influencing factor in interpolating the NC commands along the
trajectory. For the optical polishing, to guarantee the desired runtime of trajectory, the specific method
is displayed as follows:

Step 1: considering that now there is no analytical solution to calculate the length of NURBS,
the Simpson formula is used to obtain the estimation of the length through numerical iteration:

p =
up− low

6
( f (low) + 4 f (mid) + f (up)) (25)

with:
f (u) =

ds
du

=
√

x′(u) + y′(u) + z′(u) (26)
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where x′(u), y′(u), z′(u) respectively denote the first-order derivatives of x(u), y(u), z(u), which are the
one-dimensional curves of C(u) along x, y, z axes. up and low denote the upper and lower boundaries
of u, mid = (up + low)/2.

Step 2: the length between the two points corresponding to the parameters up and low
is calculated:

l = ‖C(up)− C(low)‖ (27)

Step 3: the error between the aforementioned two lengths is calculated:

e = |p− l| (28)

The convergence threshold [e] is given. If e > [e], let up = mid and repeat Steps 1 and 2. If e < [e],
turn to Step 4.

Step 4: the parameter interval (0, 1) was sectioned by the equivalent distance up− low to generate
the knot vector (u0, u1, . . . , un). Thus, the length of the NURBS is:

s ≈
n

∑
i=1
‖C(ui)− C(ui−1)‖ (29)

Equipped with the length at hand, the S-curve motion law is invoked to guarantee that the
feed-rates of the adjacent NURBS segments are changed smoothly. Moreover, the initial sections of the
trajectory segments are defined as the feed-rate transition zone. Then, the feed-rates remain constant
until the end of the trajectory segments. In this case [33]:

s = 2vlowta + Jt3
a + vuptv (30)

vup = vlow + Jt2
a (31)

where vlow and vup denote the initial and final feed-rates of the trajectory segment. J, 2ta and tv denote
the jerk, acceleration (deceleration) time and the uniform motion time, respectively. Thus, the runtime
of the trajectory segment is td = 2ta + tv.

It is worth noting that previous studies have shown that the feed-rates, when limited by the
runtime of the trajectory segments, are much lower than the maximum value which is constrained by
the chord error and the driving capacity. Therefore, there is no need to check the feed-rate again.

4.2. NURBS Interpolation

The essence of interpolation is to generate the NC command along the trajectory according to
the period ts. As each interpolation point of the NURBS corresponds to one curve parameter, only the
curve parameters need to be solved.

Taking u as the function of t, the second-order Taylor expansion can be expressed as:

ui+1 = ui +
du
dt

∣∣∣∣
t=ti

ts +
1
2

d2u
dt2

∣∣∣∣
t=ti

t2
s (32)

The feed-rate v(u) can be written as:

v(u) = ‖dC(u)
du

‖ = ‖dC(u)
du

du
dt
‖ (33)

Furthermore:
du
dt

=
v(u)
‖C′(u)‖ (34)
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Calculating the derivative of Equation (34):

d2u
dt2 =

dv(u)
du

du
dt

‖C′(u)‖ − v(u)
d(‖C′(u)‖)

du
du
dt

‖C′(u)‖2 (35)

where:
d(‖C′(u)‖)

du
=

C′′ (u) ·C′(u)
‖C′(u)‖

Substituting Equations (33)–(35) into Equation (32) gives:

ui+1 = ui +
vC(ui)

‖C′(ui)‖
ts +

1
2

[
v′C(ui)

‖C′(ui)‖2 vC(ui)−
C′′ (u) ·C′(u)
‖C′(u)‖4 v2

C(ui)

]
t2
s (36)

Substituting ui+1 into the curve equation obtained through the fairing optimisation described in
Section 3, the next interpolation point can be acquired. Repeating this process until:

ti = ceil
(

td
ts

)
∗ ts (37)

where ceil(·) denotes an integer that is rounded up. In this way, interpolation of all trajectory segment
can be completed.

5. Experiments

Both simulation and experiments were carried out to validate the effectiveness of the presented
method on the prototype of the hybrid polishing robot. As shown in Figure 2, it is mainly composed of
a 6-DOF (degrees of freedom) hybrid robot, a polishing effector, a magnetic worktable, a column, and
a CNC system. The hybrid robot is composed of a 3-DOF (3UPS and UP) parallel mechanism and a
3-DOF wrist. The UP limb and the wrist form a UPS or UPRRR limb. Here, R, U, S, and P represent,
respectively, revolute, universal, spherical, and prismatic joints, and the underlined P, S, and R denote
the actuated prismatic, spherical, and revolute joints, respectively. The CNC system is built upon an
IPC+PMAC open architecture, consisting of a host control computer responsible for reconstruction of
the parametric curves, trajectory interpolation, and NC command generation, and a PMAC motion
controller for servo-control of the actuated joints.

Figure 2. The prototype of the polishing robot.
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Without loss of generality, a segment of NC codes was taken from the polishing trajectory to
validate the effectiveness of the proposed interpolation method. According to the SOR iterative scheme
mentioned in Section 2, Figure 3 shows the two fitted trajectories. Then, the optimisation algorithm
described in Section 3 is used to smooth the curvature of the trajectory. The change threshold of
curvature for judging outlier points is given as 0.01. As shown in Table 1, the fairness of the two
trajectories is both significantly improved. The maximum curvatures of the two trajectories are reduced
by as much as 79.7% and 63.3% and the maximum absolute values of shear jerks are decreased by 91.2%
and 90.2%, correspondingly. Considering the optimisation and interpolation methods for the two
trajectories are same, experimental results of the end-point trajectory are just shown in the following
discussion for the sake of simplicity.

Figure 3. The initial fitted polishing trajectory for fairing optimisation and interpolation (a) the fitted
polishing trajectory (b) the partial enlarged view.

Based on the optimisation trajectory shown in Figure 4, the discrete NC command sequences
were generated and sent to the PMAC motion controller, which were mapped into the servo-command
of actuated joints through an inverse kinematic model. The PMAC motion controller synchronously
gathered the positions and velocities fed back from the servo-motors. The interpolation and sampling
periods are 10 and 20 ms, respectively. To validate the effectiveness of the method, a comparison
experiment was carried out utilizing the linear interpolation method. Figure 5 shows the experimental
result, which is computed by the feedback positions of all the actuated joints. It can be seen from the
partial enlarged view that the NC commands generated by the proposed method are closer to the NC
codes than those found using linear interpolation, which means that the removal position of polishing
process can be reached more accurately. Figures 6 and 7 show the runtime between the adjacent NC
nodes. Compared with the desired value, the proposed method is able to realise the runtime more
precisely, which indicates that the removal quantity during the polishing process can be more precisely
controlled, correspondingly. To evaluate the effect of the interpolation method, the indices are defined
as the interpolation error (ei) and the runtime error of the trajectory (et):

ei = ‖Ci0 − Ci‖2, i = 1, 2, . . . , n (38)

eti = |ti0 − ti|, i = 1, 2, . . . , n (39)

where Ci0 and Ci denote the ith desired NC code and actual NC code after interpolation, ti0 and ti
denote the desired runtime and the actual runtime between the i − 1th and ith NC codes. It can be
seen from Table 2 that, compared to the linear interpolation method, the interpolation error and the
runtime error generated through the proposed method are an order of magnitude smaller. These data
further imply that the proposed interpolation method has more precision than the linear interpolation
method in the polishing process.
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Table 1. Changes in the two trajectories before, and after, fairing optimisation.

Trajectory
Before After

Maximum Curvature Maximum Shear Jerk Maximum Curvature Maximum Shear Jerk

End-point 1.249 0.285 0.253 0.025
Reference-point 1.380 0.325 0.506 0.032

Figure 4. The end-point trajectory before, and after, fairing optimization: (a) the end-point trajectory;
and (b) the partial enlarged view

Figure 5. The end-point trajectory interpolated by different methods: (a) the end-point trajectory; and
(b) the partial enlarged view.

Figure 6. Runtime of the trajectory interpolated by the proposed method: (a) runtime of the trajectory;
and (b) the partial enlarged view.
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Figure 7. Runtime of the trajectory interpolated by the linear method: (a) runtime of the trajectory; and
(b) the partial enlarged view.

Table 2. Comparison of the effect of the two interpolation methods.

Method
Interpolation Error (mm) Runtime Error (s)

Maximum Mean Maximum Mean

Proposed 0.005 0.002 0.010 0.005
Linear 0.091 0.076 0.130 0.076

To validate the modification effect of the interpolation method on the surface error of optical
elements, polishing experiments were carried out on fused silica elements by, respectively, using the
linear interpolation method and the proposed interpolation method, as shown in Figure 8. Using
the Nanovea contour graph, the polished zone (70 mm × 70 mm) of the elements was detected. The
experimental results obtained using the two interpolation methods are displayed in Figures 9 and 10,
respectively. It can be seen, from the figures, that, after conducting linear interpolation-based polishing,
the surface error (PV) decreases from 11.894λ(λ = 633nm) to 7.422λ. In contrast, using the proposed
interpolation method, the surface error (PV) is reduced from 11.282λ to 6.267λ. The convergence rate
of the surface error is increased from 37.59% to 44.44%, which further verifies the effectiveness of the
proposed method.

Figure 8. Polishing experiment on fused silica elements.
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Figure 9. Changes in surface errors (a) before and (b) after conducting the linear
interpolation-based polishing.

Figure 10. Changes in surface errors (a) before and (b) after conducting the proposed
interpolation-based polishing.

6. Conclusions

A new trajectory planning method for optical polishing is proposed in this paper. It is developed
to generate NC commands that can decrease the interpolation error and the runtime error. First, to
obtain the NURBS trajectory without loss of the information about the runtime, a global fitting method
is presented based on SOR iteration theory to deal with the problem of the computational burden
arising from the large quantity of NC codes for polishing. Then, taking the shear jerk of the NURBS as
the evaluation index, a fairing optimisation method is carried out to smooth the curvature saltation of
the trajectory. Finally, the feed-rate planning method and the path interpolation scheme are proposed
to reduce the realisation error of the trajectory runtime.

Simulation results verify that the fairing optimisation proposed in this research can modify the
curvature saltation at the expense of trajectory accuracy compared to the given NC codes; however, the
curvature saltation only occurs at the turning point of the trajectory and the trajectory error magnitude
generated by the optimisation algorithm is consistent with the linear interpolation. Therefore, the
trajectory accuracy is not treated as the index with which to evaluate the smoothing effect in Section 5.
The effect of the optimisation algorithm on the optical polishing will be investigated in future work.

It can be seen from Figures 5–7, and Table 2, that the runtime error of the proposed interpolation
method arises because the trajectory runtime cannot be divided exactly by the interpolation period and
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is rounded up to an integer. In contrast, the runtime error of the linear interpolation method arises as a
result of the acceleration and deceleration that occurs frequently between adjacent short line segments.
Similar to the runtime error, the interpolation error of the proposed interpolation method is a result of
the numerical calculation error of the trajectory length and that of the linear interpolation method is
due to the transition for the discontinuity of the adjacent short line segments. Then the convergence
rate of the surface error is increased with the help of the improvement in the interpolation, and runtime,
errors, validating the effectiveness of the proposed interpolation process. For the aforementioned error,
their individual effects on the optical polishing need to be further indicated in future work.
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Abstract: Loop closure detection plays a very important role in the mobile robot navigation field.
It is useful in achieving accurate navigation in complex environments and reducing the cumulative
error of the robot’s pose estimation. The current mainstream methods are based on the visual bag
of word model, but traditional image features are sensitive to illumination changes. This paper
proposes a loop closure detection algorithm based on multi-scale deep feature fusion, which uses a
Convolutional Neural Network (CNN) to extract more advanced and more abstract features. In order
to deal with the different sizes of input images and enrich receptive fields of the feature extractor,
this paper uses the spatial pyramid pooling (SPP) of multi-scale to fuse the features. In addition,
considering the different contributions of each feature to loop closure detection, the paper defines the
distinguishability weight of features and uses it in similarity measurement. It reduces the probability
of false positives in loop closure detection. The experimental results show that the loop closure
detection algorithm based on multi-scale deep feature fusion has higher precision and recall rates
and is more robust to illumination changes than the mainstream methods.

Keywords: loop closure detection; convolutional neural network; spatial pyramid pooling

1. Introduction

Loop closure detection has become a key problem and research hotspot in the field of mobile
robot navigation, particularly in simultaneous localization and mapping (SLAM), because it can reduce
the cumulative error of robot pose estimation and achieve accurate navigation in large-scale complex
environments. Vision-based loop closure detection, also called visual place recognition, is when the
robot identifies the places that have been visited before with images provided by the vision sensor
during the navigation. For example, assume there are two images captured at the current time and at
an earlier time, the problem of loop closure detection is to judge whether the places at the two moments
are the same according to the similarity of these two images. Correct loop closure detection can add an
edge constraint in the pose map to help optimize robot motion estimation further and build a consistent
map. Wrong loop closure detection will lead to the failure of map building. Therefore, a good loop
closure detection algorithm is crucial for consistent mapping and even for the entire SLAM system.

At present, the mainstream methods of visual loop closure detection are based on the Bag of
Words (BoW), which cluster the visual features into some “words” and then describe an image in
the form of a “words” vector. Thus, the visual loop closure detection problem is transformed into a
similarity measure problem with the word vectors of the two images. However, the visual features in
the BoW are all artificially designed by researchers in the field of computer vision, and they all belong
to the low-level features and are sensitive to illumination changes. With the advent of various visual
sensors, different visual features are designed based on the different characteristics of the sensors.
However, the design of a new visual feature is often very difficult. In recent years, deep learning
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methods have developed rapidly. They start from the raw data of the sensor and automatically extract
the abstract information of the data through a multi-layer neural network. Compared with traditional
image processing, deep learning networks use multiple convolutional layers to extract features and
use pooling layers to select features. The extracted image features are more advanced and abstract than
traditional artificial visual features. Convolutional Neural Network (CNN) has been widely applied in
image retrieval and image classification.

Considering the similarity between visual loop closure detection and image classification
(they both need to extract the features of the image, and then complete the related tasks based on the
extracted features), this paper applies CNN to loop closure detection and proposes a loop closure
detection algorithm based on multi-scale deep feature fusion. The algorithm includes three modules:
feature extraction layer, feature fusion layer and decision layer (as shown in Figure 1). We selected
the first five convolutional layers of the pre-trained AlexNet network on the ImageNet dataset as the
feature extraction layer, which can extract more advanced and more abstract features. In the feature
fusion layer, we designed a multi-scale fusion operator with spatial pyramid pooling (SPP) [1] to
fuse the deep features with different receptive fields and create a fixed length representation of an
image. Finally, in the decision layer, we developed a similarity measurement method by calculating
the distinguishability weight of features, which helps reduce the probability of false positives in loop
closure detection. The results show that the loop closure detection algorithm has a high precision and
recall rate. They also verify the algorithm’s robustness to illumination changes.

 

Figure 1. The framework of visual loop closure detection algorithm based on multi-scale deep
feature fusion.
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2. Related work

In recent years, scholars have done much research in the direction of loop closure detection
algorithms based on vision. The classical algorithms can be roughly divided into two categories: the
method based on the BoW (Bag of Word) [2] and the method based on the global descriptor. The
first method extracts local features from the scene image and clusters them into multiple “words”.
Then the whole image is described in the form of vectors based on these “words”. Thus, the visual
loop closure detection problem is transformed into a similarity measure problem of the description
vectors of the two images. BoW is the mainstream method for loop closure detection. A key problem
of the BoW method is how to select local features of the image. The common feature points are
SIFT [3], SURF [4] and ORB [5]. For example, Mei et al. [6] used the FAST [7] operator to extract the
key points and then used the SIFT [3] as feature descriptor. Newman et al. [8] extracted FAST [7]
key points and then calculated the descriptors using BRIEFF [9]. For the general case, the images
described by the BoW can be compared one-to-one by the histogram or Hamming distance, and the
closed loop is detected when the distance is less than a certain threshold. However, in a large-scale
scene, search speed is very important, and some researchers have begun to apply the word tree to
do efficient loop closure detection. Cummins et al. [10,11] applied Chow-Liu tree approximation to
describe the correlation between words and words, and then proposed the classic FAB-MAP method.
Glover et al. [12] made public the FAB-MAP development kit based on the work of Cummins et al.,
which provided convenience for researchers. Maddern et al. [13] proposed the CAT-SLAM method
based on FAB-MAP, which combines loop closure detection with a local metric pose filter. Compared
with FAB-MAP, the loop closure detection of CAT-SLAM is better. For the second method, the main
idea is to describe the entire image with a global descriptor. Ulrich et al. [14] proposed that color
histograms provide a compact representation of an image, which results in a system that requires little
memory and performs in real-time. But it is very sensitive to changes in illumination. Dalai et al. [15]
used histograms of oriented gradients (HOG) as the feature descriptor of the image, which gave very
good results for person detection in cluttered backgrounds. GIST [16] had been demonstrated to be a
very effective conventional image descriptor, capturing the basic structure of different types of scenes
in a very compact way. Based on this, Murillo et al. [17] utilized global gist descriptor computed for
portions of panoramic images and a simple similarity measure between two panoramas, which is
robust to changes in vehicle orientation, while traversing the same areas in different directions.

Both of the two methods have their own advantages and disadvantages. Furgale et al. [18]
proved that the global descriptor method is more sensitive to the camera pose than the BOW method.
Milfold [19] and Naseer [20] proposed that the global descriptor method is more robust in the case
of illumination changes. Therefore, some researchers have considered combining the two methods
and proposed a method of using scene signatures. For example, McManus et al. [21] presented an
unsupervised system that produces broad-region detectors for distinctive visual elements, which
improved the accuracy of detection. However, the features used in these methods are low-level
features and designed artificially in the field of computer vision. They are sensitive to the influence of
light, weather and other factors, so these algorithms lack the necessary robustness.

With the disclosure of large-scale datasets (such as ImageNet [22]) and the upgrading of various
hardware (such as GPU), deep learning has developed rapidly in recent years. Deep learning can
extract abstract and high-level features of the input image through multi-layer neural networks,
which is more robust to changes in environmental factors [23,24]. Therefore, it has been widely used
in image classification [25] and image retrieval [26]. Considering that visual loop closure detection is
similar to image classification and image retrieval, researchers have tried to apply deep learning to loop
closure detection. Gao et al. [27,28] took advantage of Autoencoder to extract image features and used
the similarity measurement matrix to detect closed loops, which got high accuracy on public datasets.
He et al. [29] applied FLCNN (fast and lightweight convolutional neural networks) to extract image
features and calculate the similarity matrix, which further improved the real-time and accuracy of loop
closure detection. Xia et al. [30] extracted image features by PCANet, and proved that these features
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are superior to traditional manual design features. Hou et al. [31] used PlaceCNN to extract image
features for loop closure detection, which got high accuracy even when the light changed. However,
these methods relied on local deep features and ignored the scale problem.

3. Loop Closure Detection Algorithm Based on Multi-Scale Deep Feature Fusion

Different from traditional image classification, visual loop closure detection needs to determine
whether the two moments are at the same location according to the similarity between the picture
collected at the current time and the one taken earlier. Therefore, the algorithm in this paper has
paired input, which corresponds to two branches in the algorithm as shown in Figure 1. The algorithm
is divided into three layers: feature extraction, feature fusion and decision. The feature extraction
layer extracts the deep feature of the input images. The feature fusion layer does multi-scale fusion
and normalization of extracted features. The decision layer uses the fusion feature to detect the loop
closure. The two branches of the algorithm are identical in the feature extraction layer and the feature
fusion layer structure.

3.1. Feature Extraction Layer

The feature extraction layer is composed of two identical CNNs to extract features for two
inputs separately. Compared to the early CNN, AlexNet [27] uses a much deeper network model to
acquire features. Additionally, it adds modules such as the ReLU activation function, local response
normalization (LRN), Dropout, etc., which can reduce the risk of over fitting. Moreover, it takes
advantage of multi-GPU to improve the training speed of the network model. In view of these
advantages, this paper refers to AlexNet.

The network model has a total of eight layers, consisting of five convolution layers and three fully
connected layers. Only the first five layers of AlexNet are needed, as shown in Figure 2. Here, we set
the input of the feature extraction layer to be an RGB image of 227 × 227 × 3, and obtained 256
feature maps with a size of 6 × 6 through five convolution layers. (The output data size of each
layer is indicated in Figure 2). The convolution layer contains the ReLU activation function and LRN
processing, as well as max-pooling. Among them, LRN, which draws on the idea of “lateral inhibition”
in neurobiology, is used to locally suppress neurons. When the activation function is ReLU, this “lateral
inhibition” is very useful. It can prevent the model from over-fitting prematurely and speed up the
training of the model. Its calculation formula is

bi
x,y = ai

x,y/(k + α∑ min(N−1,i+n/2)
j=max(0,i−n/2) (ai

x,y)
2
)

β

, (1)

where ai
x,y denotes the value of the i-th convolution kernel after applying the ReLU activation function

at position (x, y); n is the number of convolution kernels adjacent in the same position, and N
represents the total number of convolution kernels. k, n, α and β are tunable parameters; we set
k = 2, n = 5, α = 0.0001, β = 0.75 according to the empirical value.

3.2. Feature Fusion Layer

An RGB image can obtain several feature maps describing different deep features from features
extraction layer. For general image classification tasks, a fully connected layer is usually added to
weight and sum all the feature maps to obtain the classification result. However, each feature map
only corresponds to a small area in the original input image, and its receptive field is small. The deep
feature is a local feature. For the loop closure detection problem, we prefer to have different scales
of features because this helps to accurately determine whether two images belong to the same scene.
In addition, AlexNet [27] requires the fixed-size of the input image to be 227× 227× 3. When the size
of the input does not meet the requirements, cutting or compressing must happen, which causes the
loss or distortion of some image information.
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Figure 2. Structure of feature extraction layer.

To overcome this problem, we use spatial pyramid pooling (SPP) [1] to fuse multi-scale deep
features. SPP divides the feature map into small patches of different sizes by different scales, and
then gets each patch’s feature. The receptive fields to the input images of these small patches are
different, which means the patches correspond to different areas of the input image. Finally, the features
extracted from the small patch of different sizes are combined to achieve the fusion of multi-scale
features. In addition, the SPP layer can get a fixed-size output and eliminate the restriction that the
input image size must be fixed.

Taking a single branch as an example, the feature fusion layer is shown in Figure 3. Here, the input
of feature fusion layer is the output from feature extraction layer. After the SPP layer, we can obtain
the fixed-length representation of the features, which is finally sent to softmax.

Figure 3. Feature fusion layer.

As seen in Figure 3, SPP divides each feature map by using three different scales 4 × 4, 2 × 2,
1 × 1. Each scale corresponds to one layer in the SPP; three scales indicate that the SPP has three
layers colored as blue, green and gray. For example, the 4×4 scale divides a feature map into 4 × 4
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small patches, and then extracts a feature from each small patch, so each feature map can extract 16
features. There are 256 feature maps as output from the feature extraction layer, and altogether there
are 16 × 256 features (blue parts in Figure 3). The features extracted by the different scales of the SPP
are concatenated together to obtain a fixed-length feature vector. In order to normalize the results of
the SPP, we add a SoftMax layer. Assuming that the feature vector output by the SPP layer is Z ∈ Rn×1,
the output of the SoftMax layer is:

Y =

⎡⎣ eZ1

∑ n
j=1eZj

, . . . ,
eZn

∑ n
j=1eZj

⎤⎦T

, Y ∈ Rn×1, (2)

The number of SPP layers affects the output size of the SoftMax layer. If the number of layers is
different, the performance of the corresponding algorithm will be different. In the experiment part,
the effects of SPP in different layers on the performance of the algorithm are discussed.

3.3. Decision Layer

The decision layer is in charge of loop closure detection. Suppose the inputs of the two branches
are Image_1 and Image_2, respectively, and their feature vectors of the SoftMax layer are f1 and f2.
The vector dimension is determined by the number of SPP layers and the scale of each layer. Assuming
that the dimensions of f1 and f2 are N, the similarity of two inputs can be calculated by Equation (3).

S1( f1, f2) = 1−∑ N
i=1( f1i − f2i), (3)

where f1 and f2 represent the i-th dimension of the feature vector. Setting a threshold T,
when S1( f1, f2) > T, it means that Image_1 and Image_2 correspond to the same place and a closed
loop is detected. Equation (3) treats each feature node fairly, but the distinguishability of each
feature node is different. Features such as walls and ground are more common in scenes and their
distinguishability is relatively small, while the traffic signs are more distinguishable. If the feature
nodes with different distinguishability are treated fairly, more false positives (different places in
similar scenes) will occur when detecting the loop closure. Considering this character, we add a
weight to each feature node and modify Equation (3) as Equation (4). The weight’s value indicates the
distinguishability of the feature to the scene.

S1( f1, f2) = 1−∑ N
i=1δi( f1i − f2i), (4)

where δi represents the weight of the i-th feature node, and the larger the value of δi, the greater the
distinguishability of its corresponding feature in the scene. The weights can be learned by training and
accord with Gaussian distribution. The value of δi is calculated as follows:

δi = exp(− (hi − u)
2

2δ2 ), (5)

where hi represents the average response of the i-th feature node. If the average response of a
feature node is larger, such features are more common (such as ground and sky), and the δi is
smaller. If the average response of a feature node is smaller and lower than the mean value of u, such
features are not common (such as noise), and δi is also smaller. When hi is near the mean value of u,
the distinguishability is relatively large, and the corresponding weight value is also relatively large.
After the network model is trained, the value of hi can be calculated and retained by the test. u and δ

are tunable parameters and set according to experience.
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4. Parameter Training

4.1. Training Method

Since SPP in the feature fusion layer is a special maxing pooling layer, it has no parameters to be
trained. Here we only need to train the parameters of the convolution network in the feature extraction
layer. The algorithm in this paper consists of two branches with the same structure in the feature
extraction layer and the feature fusion layer. For the loop closure detection problem, its positive sample
indicates the same location, and the negative sample indicates non-loop closure. Loop closure always
happens at different locations and with very few times, which means a large number of classes and
small labeled samples. Taking these into consideration, this paper uses the Siamese [32] model to train.

The Siamese network is mainly used in the field of face recognition can solve the classification
problem with small sample data well. Figure 4 shows the training model.

Figure 4. Parameter training model for feature extraction layer.

Contrastive loss function is used here. For the i-th pair of samples, we assume that the feature
vectors of the SoftMax layer are fi1, fi2 respectively, and the contrastive loss function is:

L =
1

2M ∑ M
i=1[yid2

i + (1− yi)max (m arg in− di, 0)2] , (6)

where M is the number of sample pairs; di =‖ fi1 − fi2 ‖2 is the Euclidean distance of the two samples
in the feature space, and yi is the label of the i-th pair of samples. y = 1 is the positive sample,
which means that the two images are similar and form a loop closure; y = 0 represents a negative
sample, which means that the similarity of the two pictures is small and does not form a loop closure.
The threshold margin is set to 1 in the experiment. When y = 1 and the loss function is L = 1

2M ∑ M
i=1yid2

i ,
if their Euclidean distance d in the feature space is large, the current training model is not good and
its loss value increases. When y = 0 and the loss function is L = 1

2M ∑ M
i=1[max (m arg in− di, 0)2],

if their Euclidean distance in the feature space is small, the loss value of the model will become large.
The contrastive loss function can express the matching degree of paired samples, and it can be used
for the model training.

4.2. Model Training

We use the AlexNet model pre-trained by the ImageNet dataset on Caffe [33], and set the
parameters of the first five convolutional layers as the initial values of the parameters in the feature
extraction layer. Meanwhile, we use the Matterport3D dataset to fine tune the model. The Matterport3D
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dataset is the world's largest public 3D dataset from 3D scanning solution provider Matterport. It
is a large-scale RGB-D dataset containing 10,800 panoramic views from 194,400 RGB-D images of
90 building-scale scenes. The dataset was acquired by a Pro 3D camera. The camera rotates around
the center of gravity at each sampling point, and samples the images at six rotation positions, each of
which corresponds to 18 sets of pictures. This special way of data acquisition makes the camera cover
a wider range of angles, and it provides many loop closure data. Figure 5a–f are some examples of
RGB images in the MatterPort3D dataset.

   

(a) (b) (c) 

   
(d) (e) (f) 

Figure 5. Examples of an RGB graph in the Matterport3D dataset.

We selected 30,000 pairs of positive samples (loop closure) and 30,000 pairs of negative samples
(non-loop closure) in the Matterport3D data set. Then by some data enhancement means such as
rotating and translating, the positive and negative samples were each doubled to 60,000. Of these,
10,000 pairs of positive samples and 10,000 pairs of negative samples were selected as test sets, and the
other 50,000 pairs of positive samples and 50,000 pairs of negative samples were used for training. Some
researchers have found that multi-scale training can improve the accuracy of the network containing
SPP layers in the tasks of image classification and object detection. In view of this, this paper uses three
different scales of data to train the model: 1280 × 1024, 227 × 227 and 180 × 180. The latter two data
are cropped from the original image. In this way, the number of our training set is 300,000, including
150,000 pairs of positive samples and 150,000 pairs of negative samples.

The deep learning framework Caffe requires a fixed size of input images; therefore, we used
a combination of single-scale and multi-scale to train the model. In one epoch of model training,
single-scale images are input, while in each different epoch of model training, the input batches are of
different scales.

In addition, in order to analyze the influence of different SPP layers in the feature fusion layer on
the performance of the algorithm, three different SPP are used: a one-layer SPP with a scale of 1 × 1,
a two-layer SPP with a scale of 1 × 1, 2 × 2, and a three-layer SPP with a scale of 1 × 1, 2 × 2, 4 × 4.
For these three cases, we build three models and train them separately.

5. Experiment

In order to verify the performance and effectiveness of the algorithm, we tested the effects of
different layers of SPP, the influence of the similarity measurement method in visual loop closure
detection and the robustness to illumination changes. An Intel Core i7 processor of 2.8 GHz frequency
and an NVIDIA GeForce GTX 1060 with MAX-Q Graphics card were used.

226



Appl. Sci. 2019, 9, 1120

5.1. Dataset and Labeling

The dataset was provided by the computer vision group of the Technical University
of Munich (TUM) [34]. We used the dataset’s RGB-D image sequence, which includes
Fr2/rpy, Fr2/large_with_loop, Fr2/pioneer_slam, Fr2/pioneer_slam2 and Fr3/long_office_household.
However, the loop closure is not labeled in the TUM dataset and must be manually marked. Because
of the 30 Hz/s sample frequency, there are too many images in the same place. Therefore, we selected
the key frames with the ground truth of trajectory.

Keyframe selection includes the following steps.
For each image sequence, a key frame list F = {} is set, and the first frame is added to F.
Sequentially compare the image f j in the image sequence with the last frame

 

in the key frame list. Assuming that their corresponding poses are Tj, Ti which can be found in
the ground truth, the relative translation of the two frames is Mj,i = trans(T−1

j Ti), where trans(•)
represents the 2 norm of the translational part of the transformation matrix. If 0.1 < Mj,i < 1, the frame
f j is added to the end of the key frame list.

Finally, the loop closure is manually labeled with the selected key frame sequence.
Figure 6a shows the trajectory ground truth of the Fr3/long_office_household sequence, and in

Figure 6b red dots are the selected key frames and the black line segments are the loop closure.
Figure 6c,d are one pair of loop closure images.

 

(a) 
(b) 

 

(c) 

 

(d) 

Figure 6. Keyframe selection and loop closure example in FR3/long_office_household.
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5.2. Different layers of SPP

SPP is used in the feature fusion layer to fuse the extracted depth features of different scales.
In order to verify how different layers of SPP influence the algorithm results, an SPP with 1 × 1,
a two-layer SPP with 1 × 1, 2 × 2, and a three-layer SPP with 1 × 1, 2 × 2, 4 × 4 were used for
experiments. The loop closure detection algorithm with these three different SPP layers, noted as spp1,
spp12 and spp124, respectively, was compared with FabMap [10].

We selected 689 key frames from the Fr2/rpy, Fr2/large_with_loop and Fr3/long_office_household
and labeled 45 loop closure places, which were noted as data_1. The experimental results of the data_1
are shown in Figure 7. It can be seen from Figure 7 that the P-R curves of spp1, spp12 and spp124 are
basically on the upper right of the coordinate system, which means they have higher precision and
recall rates. Our method can reach 100% precision at 50% recall. In addition, spp124 is better than
spp12 and spp1, and spp12 is better than spp1. When the recall rate is 100%, spp124 reaches as high as
78% precision; spp12 is about 62% precision, and spp1 is less than 50% precision. It shows that the
greater the layers of SPP, the higher the precision and recall rate of the algorithm.

Figure 7. P-R curves on data_1.

The above algorithm was also tested in the Fr2/pioneer_slam and Fr2/pioneer_slam2 image
sequences which are sampled in a very empty indoor environment and have many similar scenes,
such as walls, boards and ground. We selected 435 key frames from the two sequences and labelled
20 loop closure places, which were noted as data_2. The test results on data_2 are shown in Figure 8.

Figure 8. P-R curves on data_2.
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As can be seen from Figure 8, spp124 has the highest precision-recall rate, followed by spp12.
At the 50% recall rate, both spp124 and spp12 can reach 100% precision. For spp1, when the recall
rate is less than 50%, the accuracy is higher than the accuracy of FabMap, but when the recall rate
is greater than 50%, the accuracy of spp1 is lower than that of FabMap. It is worth mentioning that
the performance of all algorithms on data_2 is worse than on data_1. Because there are many similar
scenarios in data_2, the algorithms got some false positive results. Overall, the depth features extracted
by CNN are more suitable for loop closure detection compared with the traditional artificial design
visual features, and increasing the number of SPP layers in the feature fusion layer can improve the
accuracy and recall rate.

5.3. Similarity Measurement

In order to verify the effect of weight adjustment in the similarity measurement, we compared
the spp1, spp12, and spp124 methods with these added weight adjustments which were denoted as
spp1+, spp12+, spp124+. The former directly uses Equation (3) to calculate similarity, and the latter
uses Equation (4). In order to calculate δi from Equation (5), we selected 100,000 RGB images from the
Matterport3D data set and calculated the average response of each node of the SoftMax layer as hi.
Since two branches are identical and share their parameters, only one branch needed to be calculated.
The tunable parameter was set as u = 0.5, δ = 0.1. The results of data_1 and data_2 are shown in
Figures 9 and 10, respectively.

Figure 9. P-R curves of seven algorithms on data_1.

Figure 10. P-R curves of seven algorithms on data_2.
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At a high recall rate, spp1+, spp12+ and spp124+ have higher precision than spp1, spp12 and
spp124. When considering feature distinguishability, the visual loop closure detection algorithm
reduced the probability of false positives and improved precision.

5.4. Illumination Changes

Illumination changes are the most critical factors affecting the visual loop closure detection.
In order to test the robustness of the algorithm to illumination changes, we collected image sequences
with different illuminations. We fixed a trajectory and then sampled image sequences at 12:30, 15:00,
17:30 and 19:00. Finally, four image sequences were obtained and named as VS1230, VS1500, VS1730
and VS1900 respectively, as shown in Figure 11. Each image sequence contained 200 frames and
20 closed loops.

 

(a) 12:30 

 

(b) 15:00 

 

(c) 17:30 

 

(d) 19:00 

Figure 11. Sample images taken at four different times.

The tests were performed on these four image sequences, and the results are shown in
Figures 12–15. Since the algorithms of spp1+, spp12+, spp124+ have been proven to be outstanding in
5.3, here we only compared them with FabMap.

Figure 12. P-R curves of four algorithms on VS1230.
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Figure 13. P-R curves of four algorithms on VS1500.

Figure 14. P-R curves of four algorithms on VS1730.

Figure 15. P-R curves of four algorithms on VS1900.

At 12:30, the P-R curves of the four algorithms are on the upper right of the coordinate system.
However, as the time went by, all P-R values of the algorithms decreased, and the FabMap decreased
more obviously because the illumination turned to dim. Especially in the VS1730 and VS1900 image
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sequences, the accuracy of FabMap was drastically lower at high recall rates. In the VS1900 image
sequences, at 100% recall rate, the precision of spp124+ was still as high as 70% or more. This shows
that the proposed algorithm is more robust to illumination changes than the traditional BoW method.

In general, for RGB-D SLAM, researchers prefer higher precision because the wrong closed loop
leads to a completely wrong pose graph. Therefore, we also did statistical analysis about the average
precision of spp1+, spp12+, spp124+, and FabMap on the four image sequences VS1230, VS1500,
VS1730, and VS1900.

As can be seen from Figure 16, the average precision of the four algorithms was above 90% at
12:30, and at 17:30, only spp124+ and spp12+ were still above 90% precision. At 17:30, the average
precision of FabMap is only 70%. At 19:00, the differences are more obvious. At this time, the average
precision of spp124+ was still as high as 90%, and the other three were below 90%, especially FabMap
which had an average accuracy of only 42%. It can be concluded that the algorithm of this paper is
more robust than the traditional BoW method when the illumination changes.

Figure 16. Average precision of spp1+, spp12+, spp124+, and FabMap on four image sequences.

6. Conclusions

This paper has proposed a loop closure detection algorithm based on multi-scale deep feature
fusion. Our proposed algorithm has a higher accuracy and recall rate than the traditional BoW method,
and it has better robustness to illumination changes. The key ideas that allowed us to achieve this
efficiency are as follows. First, we used CNN to extract features. The features extracted in this way
are more advanced and abstract, and have better robustness to illumination changes. Second, we
used SPP to fuse the extracted features. By setting the multi-layer SPP with different receptive field
sizes to fuse the different scale features in the image, it is more conducive to detecting loop closure.
Last but not least, in the similarity calculation process of the decision layer, we added a weight to each
feature node according to the distinguishability of the feature nodes to the scene. We have verified the
benefits of the above points with experiments. In fact, the neural network used only plays the role
of extracting more abstract features. Later, we will consider introducing the difference between the
two image features in the middle layer of the deep network, and using the difference feature to detect
loop closure.
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Featured Application: The work in this paper is about the core techniques of mobile robots,

especially for the localization and navigation in indoor or structured environments, such as the

home service robot, AGV in a factory, et al.

Abstract: Generally, the key issues of 2D LiDAR-based simultaneous localization and mapping
(SLAM) for indoor application include data association (DA) and closed-loop detection. Particularly,
a low-texture environment, which refers to no obvious changes between two consecutive scanning
outputs, with moving objects existing in the environment will bring great challenges on DA and the
closed-loop detection, and the accuracy and consistency of SLAM may be badly affected. There is
not much literature that addresses this issue. In this paper, a mapping strategy is firstly exploited
to improve the performance of the 2D SLAM in dynamic environments. Secondly, a fusion method
which combines the IMU sensor with a 2D LiDAR, based on framework of extended Kalman Filter
(EKF), is proposed to enhance the performance under low-texture environments. In the front-end of
the proposed SLAM method, initial motion estimation is obtained from the output of EKF, and it can
be taken as the initial pose for the scan matching problem. Then the scan matching problem can be
optimized by the Levenberg–Marquardt (LM) algorithm. For the back-end optimization, a sparse
pose adjustment (SPA) method is employed. To improve the accuracy, the grid map is updated
with the bicubic interpolation method for derivative computing. With the improvements both in the
DA process and the back-end optimization stage, the accuracy and consistency of SLAM results in
low-texture environments is enhanced. Qualitative and quantitative experiments with open-loop and
closed-loop cases have been conducted and the results are analyzed, confirming that the proposed
method is effective in low-texture and dynamic indoor environments.

Keywords: dynamic environment; closed-loop detection; sparse pose adjustment (SPA);
inertial measurement unit (IMU); simultaneous localization and mapping (SLAM)

1. Introduction

Simultaneous localization and mapping (SLAM) provides the mobile robot the ability to set up
a model of the working space and to localize itself, and it is the most important ability for a truly
autonomous robot able to operate within real-world environments. There are several main kinds
of sensors widely used for SLAM research or applications, such as cameras [1], RGBD sensors [2],
LiDAR [3], and even the fusion of different kinds of sensors [4]. Each kind of sensor has its own
advantages and limitations. The camera-based methods are easy to be affected by illumination
or seasons changing. Comparatively, LiDAR has the advantages of high precision, good real-time
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performance, and strong anti-interference ability, so the LiDAR-based SLAM has been widely used in
many practical applications, such as autonomous vehicles, home service robots, and automatic guided
vehicles in civilian areas.

Generally, LiDAR-based SLAM can be separated into two stages according to the information
processing: the front-end stage and the back-end stage.

In the front-end stage, currently observed scanning data is matched with the previously scanned
one, which is the very fundamental step in SLAM—data association (DA). There are usually two
strategies for data association: scan-to-scan matching-based [5,6] and scan-to-map matching-based [7].
Scan-to-scan matching-based DA is commonly used to compute the relative motion between two
consecutive scanning results. The matching process is to adjust the pose of the current scan to make
sure an overlap exists as much as possible between current scan and reference scan. For example,
the HG-SLAM method in reference [8] adopts a scan-to-scan matching strategy and Iterative Closest
Point (ICP) [9] is used to compute the rigid transformation between adjacent scanning frames.
The advantage of scan-to-scan matching strategy is that it has a lower computational cost because
only two frames are considered. However, due to the noise data and many other factors, the result is
prone to quickly accumulating errors. On the other hand, scan-to-map matching-based DA is to align
the current scan with the existing map. For example, Hector SLAM [7] takes a scan-to-map matching
strategy to solve the data association problem, where the current frame is aligned with the entire map
to achieve the rigid transformation from the current scanning set to the built map, which uses the
Gauss–Newton method to solve the nonlinear optimization problems. Usually, to further improve
the stability, the features extracted from scanned points can be used for matching [6]. The cumulative
error is limited in this case and a higher precision mapping result can be achieved for small-scale
environments. Because the current scan will be matched with the whole or part of the existing map,
it has a higher computational cost compared with scan-to-scan matching.

Based on the initial pose estimation results obtained in the front-end stage, some optimization
methods are applied to improve the accuracy and robustness of SLAM results in the back-end stage.
Particle filter-based [10] or graph-based optimization are two popular methods used for nonlinear
optimization in SLAM. The graph-based method [11,12] uses a collection of nodes to represent the poses
and features; the edges in the graph are the results generated by DA from observations, also regarded
as the constraints and different optimization methods can be applied to minimize the error expressed
by the constraints. Loop closure detection (LCD) when a robot revisits a place plays a very important
role in SLAM [13,14]. It will be used as a constraint for global optimization and can reduce the
accumulated error. LCD is heavily dependent on the DA results. In HG-SLAM [8], a hierarchical loop
closure method based on a local map [15–17] is proposed. The optimization in the back-end stage can
usually enhance the results, but it needs a good initial value to start over, or it will fall into the local
minimum or even be unable to converge.

Though the initial estimated pose can be optimized in the second stage (back-end stage),
the accumulated errors of DA may give rise to big problems for the results of SLAM, and the accuracy
and the stability will be badly affected, sometimes even failing to obtain the results. This is often the
case in low-texture environments for a 2D scanner, for example, the mobile robot moves along the
long corridor in an indoor environment, and due to the measuring limitation of the scanner, there may
be no obvious changes between two consecutive scanning outputs, making the DA process difficult.
Additionally, when there are moving objects in a dynamic environment, the scanned points located
on the dynamic target are taken as noise data and badly impact the DA process. Both cases bring
great challenges for the DA task. If a large error is generated in the early stage of the DA process,
the following steps, including the LCD and the back-end optimization, will be affected. The closed-loop
detection is actually a scan-to-map matching process, and can help to limit the error accumulation
generated in the DA process. However, it needs a good initial pose estimate. Unfortunately, a good
initial pose is hard to obtain in a low-texture or dynamic environment. From this point of view, the DA
and LCD are still an open challenging problem.
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To solve the aforementioned problems, some approaches based on sensor fusion are put forward
for data association. With the particle filter (PF) framework [18,19], the GMapping approach [10]
introduces the adaptive resampling technique, calculating the particle distribution not only relying
on the current observation of the LiDAR, but also the odometry information; the uncertainty of the
robot pose is reduced and the particle dissipation problem is minimized. But no LCD is included in
their method. The IMU sensor in the Hector SLAM method [7] can provide an initial pose estimation
to solve the least squares problems. By making use of the extended Kalman filter (EKF) framework,
Hector SLAM uses the rigid transformation from the current point cloud to the existing map as input
to update the pose. Marco Baglietto [20] integrated a 6DOF IMU with a 2D LiDAR to explore the
rescue scene and to find a safe route. Jian [21] uses IMU data to project the single-line LiDAR data
to the horizontal plane to achieve the purpose of drawing the tree distribution map in the forest.
However, in this method, IMU is only used to assist in mapping, and is not involved in positioning,
so is not suitable for low-texture environments. Hesch [22] and others connect a single-line LiDAR
with an inertial measurement unit. The system can provide real-time, complex 3D indoor environment
tracking. However, the implementation of the method is based on the assumption that all vertical
walls are orthogonal to each other.

All the above methods are based on the assumption of a static environment, however, this comes
into conflict with the real applications because there are always other moving objects around, such as
people moving around, or even other moving robots. Dynamic environments will inevitably affect
the reliability of data association, which results in inaccurate maps. Currently, there are two ways
to deal with the dynamic environment. One way is integrating the moving object detecting and
tracking with the traditional SLAM method, finally building a dynamic map and static map to provide
comprehensive information of the whole environment. Another way is to detect and eliminate the
observed information caused by dynamic objects. Holz [23] decomposes the task into the SLAM
problem in the static environment and the navigation problem of the dynamic environment in
the known map. Li [24] proposes a mapping strategy for occupancy grid map in the dynamic
environment. Montemerlo [25] and others identify the moving human body in the process of
positioning, thus improving the robustness of pose estimation. Hahnel [26] uses a probabilistic
model to describe the movement of human bodies, and the observation data caused by the human
body are ignored during the map building. Avots [27] and others estimate the state of the door in the
environment through a particle filter. Duckett [28] uses a special map representation to merge changes
in the map. Wang [29] proposes a method to track and predict dynamic obstacles.

Motivated by the existing fusion methods, in this paper, a fusion-based method which combines
an IMU sensor with 2D LiDAR for low-texture and dynamic environments is proposed. Compared
with existing literature, the main contributions of this work include:

(1) Based on EKF framework, the information from the IMU sensor is integrated with the 2D LiDAR
sensor, and an initial motion estimation can be obtained by the fusion, which can be taken as the
initial pose for the scan matching problem. This greatly improves the accuracy and stability of
the DA results under the low-texture and dynamic environment.

(2) By generating static local maps, a map-updating strategy is exploited to improve the accuracy of
DA and closed-loop detection in the dynamic environment.

(3) With scan-to-map matching methods and periodic back-end optimization with the sparse pose
adjustment (SPA) method, the accuracy and stability of the SLAM are improved obviously for
the low-texture environment. Furthermore, quantitative experiments are conducted to evaluate
the proposed method.

2. The Proposed Method

The data flow diagram of the proposed method is illustrated in Figure 1; the rectangle box in the
graph represents the data, and the oval box represents the operation. The data flow is as follows:
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(1) Based on previously estimated pose at time T-1, which is obtained by the fusion of 6DOF IMU
data and LiDAR, and the current output of IMU sensor, the initial pose of LiDAR at time T is
estimated based on EKF estimation. The output of EKF is then forwarded to participate in scan
matching. The results of the scan matching can be involved in the EKF prediction at the next time.
Here, a scan-to-submap strategy is employed to greatly reduce the time consumption.

(2) After a scan matching, the system will carry out a closed-loop detection. If a loop closure is
found by a suitable matching, the result will be added as a constraint to the back-end optimizer.
The back-end optimizer will run one time every 5 s, and output the LiDAR pose at all moments.
We can get all optimized static maps by making use of all point cloud data.

(3) The scan-to-submap matching strategy is used to solve the data association problem. A local map
(submap) is composed by a number of consecutive LiDAR data frames. When a frame is inserted
into the corresponding local map, we will estimate the best LiDAR pose with the existing frames
in the local map. The estimation is actually to align the current point cloud with the local map
to find the optimal matching, which is a nonlinear least squares problem. To solve the problem,
the occupancy grid map is continuous with the bicubic interpolation method.

(4) To further improve the map accuracy, a sparse pose adjustment (SPA) algorithm [30] is periodically
activated for the back-end optimization. Owing to the merits of the SPA algorithm, for example,
it is robust and tolerant to initialization value, with very low failure rates (getting stuck in local
minima) for both incremental and batch processing, and the convergent rate is very fast as it
requires only a few iterations of the LM method (this is one of the key factors in our application).
With the periodic optimization process, the accumulated error can be limited. It can improve the
success rate of closed-loop detection in low-texture environments.

Figure 1. The data flow diagram of the proposed method.

2.1. Mapping

We use the grid map to represent the environment, which has been first proposed by Elfes and
Moravec [31–33] in the 1980s, and further extended by Elfes [34,35] later. Their fundamental works
established the theoretical framework of the grid map. As shown in Figure 2, it is a 2D occupancy
grid map, and the value of the cell in the map represents the possibility of being occupied with the
objects/obstacles and ranges from −1 to 1. The value −1 means the cell is empty or has available
space, and is indicated as white cells in the grid map. The value 1 means the cell is an obstacle or
has no available space, and is indicated as black. The value 0 usually represents an unknown area
and is indicated as the gray in the map. The map is intuitive, with easy maintenance and an easy
introduction to navigation algorithm. How to choose a suitable grid size is empirically determined,
which should balance the map accuracy and computational cost. According to the environment scale
of the application, the size of the grid is set to 5 cm in this paper.
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Figure 2. 2D grid-based map of occupancy.

The updating model of the grid map can be expressed as follows:

Mnew(pm) = Mold(pm) + lomeas (1)

In Equation (1), Mnew(pm)∈[−1,1] represents the grid value that has been updated by the point
cloud, Mold(pm) represents the previous value that has not been updated, lomeas represents the
measured value. There are two cases when a grid map is updated by a point cloud. The first is
the laser point falls on the grid, and the grid can be regarded as occupied with lomeas = 0.3. The second
is the laser beam can pass through the grid, and the grid can be regarded as free with lomeas = −0.3.
Based on Equation (1), a modified updating strategy is used to improve the accuracy of scan matching
and closed-loop detection for dynamic environments.

For the first case, the updating strategy can be expressed in Equation (2), it can restrict the
updating of the free grid to eliminate the impact of the arrival of the dynamic target.{

Mnew(pm) = Mold(pm) + 0.3 −0.9 ≤ Mold(pm) ≤ 1

Mnew(pm) = Mold(pm) −1 ≤ Mold(pm) < −0.9
(2)

For the second case, the updating strategy can be expressed in Equation (3). The updating strategy
can accelerate the updating process of the occupied grid to eliminate the effect of the departure of the
moving target. {

Mnew(pm) = Mold(pm)− 0.3 −1 ≤ Mold(pm) ≤ 0.9

Mnew(pm) = −0.95 0.9 < Mold(pm) ≤ 1
(3)

Figure 3 is the simulation comparison between the proposed updating strategy and the existing
method. In this figure, the upper three from left to right are the grid maps at time T, T+1, and T+2 using
the proposed updating strategy. The bottom row is the results from the existing method. The red point
in each figure represents the LiDAR, which goes straight along a corridor. Two dynamic targets enter
into the LiDAR scanning range from the unknown area. One target is approaching the LiDAR, and the
other one crosses the corridor from left to right. We can find that in the map of the existing method,
a trajectory of a moving target is left, although this trajectory will slowly become shallower with
the continuous updating, but it will affect the accuracy of scan matching, especially in a low-texture
environment. On the contrary, in the map generated by the proposed updating strategy, there is no
moving target trajectory left, which eliminates the effects of the dynamic target.
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Figure 3. Simulation comparisons of map updating between the proposed strategy and the existing one.

The grid map is processed with the bicubic interpolation method for derivative computing.
As shown in Figure 4, Pm(x,y) is the target point to be estimated, and there are sixteen grid points
Pij(i = 0, 1, . . . , 3, j = 0, 1, . . . , 3) around Pm. The main idea is to calculate the probability of target point
Pm through the probability of the 16 grid points with a weighted sum strategy. The weight is expressed
with W(z) and defined in Equation (4); it is a bicubic function used here, and z is the distance from the
current point to the target Pm.

W(z) =

⎧⎪⎪⎨⎪⎪⎩
(a + 2)|z|3 − (a + 3)|z|2 + 1 f or |z|≤ 1

a|z|3 − 5a|z|2 + 8a|z|−4a f or 1 <|z|< 2

0 otherwise

(4)

Figure 4. The bicubic interpolation of the grid map.

The grid at line i and column j is expressed as:

kij = W(x− xi)W(y− yj) (5)

The value of Pm is defined as:

M(pm) =
3

∑
j=0

3

∑
i=0

M(pij) ∗ kij (6)

Then we can calculate the derivative of M(pm) relative to x or y.
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2.2. Coordinate Transformation

To improve the success rate of closed-loop detection, a local map which is composed of the latest
10 continuous frames is defined. A coordinate XRORYR is defined for the local map. The scanned
points are represented in LiDAR coordinates and defined as:

bi = (bi x, bi y) i=0,1,...I (7)

The pose of the LiDAR at the time n related to the local map coordinate of m is expressed as:

ξm
n = (ξn

x, ξn
y, ξn

θ) (8)

The pose of the local map m related to the world coordinate system is defined as:

ψm = (ψm
x, ψm

y, ψm
θ) (9)

Then the transformation from the LiDAR coordinate to the local map coordinate is expressed as:

Gi(ξn) =

(
cos ξn

θ − sinξn
θ

sin ξn
θ cos ξn

θ

)(
bi

x

bi
y

)
+

(
ξn

x

ξn
y

)
=

(
bi

x

bi
y

)
XRORYR

(10)

The transformation between the pose of LiDAR from the local map coordinate to the world
coordinate system is defined as:

Ln(ψm) =

⎛⎜⎝ cos ψm
θ − sinψm

θ 0
sin ψm

θ cos ψm
θ 0

0 0 1

⎞⎟⎠
⎛⎜⎝ ξn

x

ξn
y

ξn
θ

⎞⎟⎠+

⎛⎜⎝ ψm
x

ψm
y

ψm
θ

⎞⎟⎠ =

⎛⎜⎝ ξn
x

ξn
y

ξn
θ

⎞⎟⎠
XWOWYW

= ξn
XWOWYW (11)

2.3. EKF-Based Sensor Fusion

The 6DOF pose of the mobile robot can be expressed as x = [pT, ΩT, vT]T where p = (px, py, pz)T

denotes the position information of the mobile robot, Ω = (φ, θ, ψ)T denotes orientation in roll, pitch,
and yaw, v = (vx, vy, vz)T denotes the velocity. The output information of IMU is expressed as u = [ÑT,
aT]T, as Ñ= (Ñx, Ñy, Ñz)T is the angular velocity, and a = (ax, ay, az)T is the acceleration. Then, the state
transition of the 6-DOF motion estimation system can be expressed as:

.
p = v (12)

.
Ω = EΩ ·ω (13)

.
v = RΩ · a + g (14)

where RΩ denotes cosine matrix vector from mobile robot to global coordinate, EΩ transform angle
velocity into the derivative of Euler angle derivative, and g is gravity constant. Since a low-cost IMU
sensor is used, the effect of the earth rotation is not considered.

The prediction model of EKF is provided by the output of the IMU sensor. In order to alleviate
the error caused by the IMU drift, additional preprocessing or correction is necessary. The observation
model of the EKF-based system is the pose information of the 3-DOF in the plane provided by the 2D
SLAM system. The error of the IMU is corrected using the 3-DOF pose information, and the pose of
the 6-DOF is updated. The process of prediction and update of EKF is shown as follows:

(P+)
−1

= (1− k) · P−1 + k ·CTR−1C (15)

x̂+ = P+[(1− k) · P−1x̂ + k ·CTR−1ξ∗]
−1

(16)
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K = PCT
(

1− k
k
· R + CTPC

)−1
(17)

P+ = P− (1− k)−1 ·KCP (18)

x̂+ = x̂ + K(ξ∗ − Cx̂) (19)

where ξ* represents 3-DOF pose information provided by the 2D SLAM system, k represents weight
coefficient of updating pose, the 6-DOF pose information generated by EKF is reduced dimension by
projection matrix C, and the result is used as the initial pose of the 2D SLAM system.

2.4. Data Association

For the low-texture environment, such as in a corridor, it is possible to get several adjacent frames
which are almost the same. If there is no assistance from other information, the scan matching may
cause a large error. Therefore, the output of EKF is taken to participate in the scan matching. When a
LiDAR frame is inserted into the corresponding local map, we will estimate the best LiDAR pose in
the local map based on the previous frames in the local map. The method is to find the LiDAR pose to
make sure the total probability of the point cloud in the local map is large enough, a nonlinear least
square method can be used.

The goal is to solve ξn* with the cost function as follows:

ξn∗ = argmin
ξ

I

∑
i=1

[1−M(Gi(ξn))]
2

(20)

The function M(.) defines the probability value in the local submap. The function G(.) is a
coordinate transformation. The above optimization function can be rewritten as:

I

∑
i=1

[1−M(Gi(ξn + Δξn))]
2 → 0 (21)

With the first-order Taylor expansion of the above equation, we can get:

I

∑
i=1

[
1−M(Gi(ξn))−∇M(Gi(ξn))

∂Gi(ξn)

∂ξn Δξn))

]2

→ 0 (22)

With the initial pose ξn = Cx, taking derivative of the above equation with respect to Δξn,
then we have

2
I

∑
i=1

[
∇M(Gi(ξn))

∂Gi(ξn)

∂ξn

]T[
1−M(Gi(ξn))−∇M(Gi(ξn))

∂Gi(ξn)

∂ξn Δξn))

]
= 0 (23)

Solving for Δξn yields the Levenberg–Marquardt [36] equation for the minimization problem:

Δξn = H−1
I

∑
i=1

[
∇M(Gi(ξn))

∂Gi(ξn)

∂ξn

]T[
1−M(Gi(ξn))

]
= 0 (24)

where

H =

[
∇M(Gi(ξn))

∂Gi(ξn)

∂ξn

]T[
∇M(Gi(ξn))

∂Gi(ξn)

∂ξn

]
+ λ (25)

Because LM optimization introduces a damping coefficient in the Gauss–Newton method here,
it is used to control the step to prevent divergence. We can tune the dynamic damping coefficient by
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LM algorithm. In each iteration step, the error caused by new change will be monitored. If the new
error is smaller than before, λ will decrease in the next iteration, otherwise, it will increase.

2.5. Closed-Loop Detection and Back-End Optimization

Though a scan-to-map matching strategy is used which can limit the accumulated error, with the
continuous movement of the robot, the error will still continue to accumulate. Moreover, in order to
reduce the error of closed-loop detection in the low-texture environment, the local map is applied
to eliminate the accumulated error. The sparse pose adjustment (SPA) [30] method for back-end
optimization is used. When a new frame is added to the local map, a 3D search window along the
direction of x, y, and θ around the estimated LiDAR pose is defined first. Then, searching the window
step by step is carried out in the local map by calculating the total probability of all points in the frame.
If the total probability exceeds the threshold, then it is regarded as a successful closed-loop detection.
The relative pose between the LiDAR and the corresponding local map is used as a constraint to
optimize pose. When a constraint is added, the pose in the trajectory of LiDAR and all local maps
are optimized.

The optimization is formulated as a nonlinear least square problem; we can add constraints to it
at any moment.

argmin
Ψ,Ω

1
2∑

mn
ρ(E2(ψm, ξn

XWOWYW ; Σmn, ξm
n)) (26)

where

E2(ψm, ξn
XWOWYW ; Σmn, ξm

n) = e(ψm, ξn
XWOWYW; ξm

n)TΣ−1
mne(ψm, ξn

XWOWYW ; ξm
n) (27)

Ψ =
{

ψ1, . . . , ψm, . . . , ψM
}

(28)

Ω =
{

ξ1
XWOWYW , . . . , ξn

XWOWYW , . . . , ξN
XWOWYW

}
(29)

e(ψm, ξn
XWOWYW ; ξm

n) = ξm
n −

(
R−1

ψm(tψm − tξn
XWOWYW )

ψm
θ − ξn

θXWOWYW

)
(30)

These constraints have the form of relative poses ξm
n and associated covariance matrices Σmn

−1

which can be estimated by [37]. The final step is to estimate the local map pose Ψ set and LiDAR
pose set Ω. Considering the low-texture environment may give rise to very similar scanning data,
which may lead to a mismatch and result in a large error, Huber loss function is introduced to reduce
the influence of outliers in the quadratic term of the objective function.

ρδ(a) =

⎧⎨⎩
1
2 a2 f or |a|≤ δ

δ(
∣∣∣a∣∣∣− 1

2 δ) otherwise
(31)

3. Experiments

3.1. The Platform

The mobile robot platform used in the experiments is shown in Figure 5. Though the embedded
controller can get the IMU and odometry data simultaneously, only IMU data is currently considered
in the experiment. A 2D LiDAR sensor UTM-30LX-EW was used [38]. The IMU used in the
experiments is an ADIS16365 from Analog Device, which contains a three-axis gyroscope and a
three-axis accelerometer. Each sensor has its own dynamic compensation equation, and can provide
accurate measurement. The sampling frequency of IMU is 500 HZ. We ran the algorithm under
ubuntu14.04 with ROS Indigo [39], with a processor Intel (R) Core (TM) i7-6700HQ @ 2.60 GHZ and
8 GB memory.
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(a) (b) 

Figure 5. The mobile robot used for the experiment and its architecture. (a) The mobile robot used for
the experiments; (b) The architecture of the mobile robot.

To verify the performance of the proposed method, we conducted some quantitative and
qualitative experiments. For the quantitative comparison, because of the limitation of ground truth data,
we conducted the experiments in the constrained environment, where we could measure the length
with an accurate handheld laser range finder. The comparison was made among the Cartographer
(LiDAR-only) [40] and Cartographer with IMU fusion-based method, and the proposed fusion-based
method, which is discussed in Section 3.2.

There are some state-of-the-art 2D LiDAR-based SLAM methods, such as Hector SLAM [7],
GMapping [10], KartoSLAM [41], CoreSLAM [42], LagoSLAM [43], and Cartographer [40], which have
been proposed, and some papers on the performance evaluation are published [44–47]. As mentioned
in reference [44], among the former five methods (Cartographer was proposed later), KartoSLAM,
GMapping, and HectorSLAM show better performance than the other two methods. Both KartoSLAM
and LagoSLAM are graph-based optimizations, but the computation load of LagoSLAM is higher than
that of KartoSLAM. In particular, KartoSLAM showed the best performance in the real world because
the SPA solver is employed and it is a full SLAM approach. In this paper, we focus on the accuracy of
the map and real-time application, so the methods including KartoSLAM and Cartographer are used
for the evaluation. Since Cartographer is the most state-of-the-art method, we take it as the baseline
method in this paper. The experiment results will be introduced in Section 3.3.

The dataset used in Section 3.3 are from reference [48–50]. The performance of the algorithms
can be evaluated by the accuracy of the map, which is usually defined by the distance between the
obtained map and ground truth map or the accuracy of the robot trajectory, but it is usually difficult to
generate the ground truth. Additionally, many open standard datasets were recorded with only one
sensor. All these factors make the comparison a little hard. In this paper, we apply the proportion of
occupied and free cells to the quantitative comparison, which has been proposed in reference [44] for
quality evaluation. As shown in Figure 6, the perceptible feature of the picture of a map is the accuracy
of the walls or edges. That is, for two maps which are similar in most of the areas, the more blurs in a
map means the lower its quality. It is obviously straightforward and no ground truth is needed.
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(a) (b) 

Figure 6. The edge and wall representation in a grid map (the more blurriness in a map, the lower
quality it is). (a) A submap with more blurries (lower quality); (b) A submap with less blurries
(higher quality).

3.2. Quantitative Evaluation

In order to verify the performance of the proposed method in the low-texture environment with
dynamic target interference, we elaborately selected two low-texture scenes: the first one was an
open-loop scene, the other one was a closed-loop scene. The open-loop scene was a classroom corridor
in our university. As shown in Figure 7, the corridor was 35.3 m long and 2.8 m wide. The closed-loop
experiment was carried out in a looped classroom corridor 65 m long and 3.9 m wide, which is
presented in Figure 8.

 
(a) 

 
(b) 

 
(c) 

Figure 7. Maps built in open-loop scene (inside the corridor area, the darker the area was, the more
blurry it was, that is, the lower quality it will be). (a) A map built with Cartographer with LiDAR only;
(b) a map built with Cartographer with LiDAR+IMU fusion; (c) a map built with the proposed method.

   
(a) (b) (c) 

Figure 8. Evaluation experiments in closed-loop scene. (a) A map created by Cartographer with
LiDAR only; (b) a map created by Cartographer with LiDAR+IMU fusion; (c) a map created by the
proposed method.
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We operated the mobile robot along a predefined trajectory to build the map. At the same time,
some students moved around the robot elaborately to simulate the interference of moving obstacles.
We carried out three kinds of experiments in the open-loop and closed-loop environment.

Figure 7 shows the mapping results with the open-loop scene. The first map was built by
Cartographer with LiDAR only [40]. The second map was built by Cartographer with LiDAR+IMU
fusion. The third map was built by the proposed method. The results of the open-loop scenes are
shown in Figure 7. The results for the closed-loop scene are shown in Figure 8.

As shown in Figure 7, the experiments in the open-loop scene show that though the map built
with LiDAR and IMU is improved, because of the existence of the moving obstacles, there are still
many noise data in the final map. However, with the proposed method, these noise data are removed.
In order to compare the accuracy of three maps for the open-loop scene, we measured the length of
the same segment in the corridor, and the estimated lengths with three methods are shown in Table 1.
We can see from Figure 7 and Table 1 that the accuracy and stability of the map are greatly improved
with the proposed method.

The experiments for the closed-loop scene in Figure 8 show the performances of the three methods
(Cartographer without IMU, Cartographer with IMU, and the proposed). In Figure 8a, because the low
texture of the environment leads to large error drifting in the front-end stage, after the optimization
in the back-end stage, the result map still has inconsistencies. There are also many blurs inside the
corridor caused by the moving persons during the experiments. Because the LiDAR-only method
cannot recognize the moving objects, it takes all the data for scan matching, then the points located
on the moving objects are noise data, which lead to the DA error and map updating error too.
Comparatively, as shown in Figure 8b, by fusing with IMU, the fusion-based Cartographer method
improves the DA error greatly, but it still cannot remove the moving object effectively, which leads to
the blurs inside the corridor of the map. For the proposed method, benefiting from the prediction of
IMU and SPA algorithm in the front-end stage, the closed-loop optimization, and large error removing
in the back-end stage, the proposed method outperformed the others, as illustrated in Figure 8c.
In order to make a quantitative comparison in this case, we selected six segments with different lengths
in the closed-loop scene, which are marked as segments A to F, as shown in Figure 9, and the estimated
results with three methods are shown in Table 2.

Table 1. Error Comparison in Open Loop.

Real Length of
the Corridor

(m)

Length Obtained
by LiDAR-Only

Method

Relative
Error

Length Obtained
by LiDAR & IMU

Fusion Method

Relative
Error

Length Obtained
by the Proposed

Method

Relative
Error

28.9 26.5 −8.3% 27.1 −6.2% 27.8 −3.8%

 
Figure 9. The selected segments in closed-loop scene.

We can see the accuracy is improved by the proposed method in Table 2. This trend will be more
obvious with longer segments, as for the segments B and E. We also found that the lengths of the
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segments estimated by Cartographer with the LiDAR-only method are often shorter than the actual
lengths in both open-loop and closed-loop scenes, which is caused by the similarity of two adjacent
frames in the low-texture environment. That means that because there are not many differences
between two frames in a low-texture environment, for the optimization process, the LiDAR-only
method does the scan matching around the previous pose, and it tends to converge earlier to the error
tolerance. However, the fusion-based method does the scan matching with the initial pose estimated
by the fusion of IMU and the previous pose, and the result is closer to the actual value. The gap
between the two kinds of methods (with IMU or not) will be greater if a low-frequency output of
LiDAR is used.

Table 2. Error Comparison in Closed Loop.

Segment
Actual
Value

LiDAR
Relative

Error
(LiDAR)

LiDAR
& IMU

Relative Error
(LiDAR
& IMU)

LiDAR
& IMU

& Static Map/
Proposed
Method

Relative Error
(LiDAR
& IMU

& Static Map)

A 11.0 10.4 −5.5% 10.8 −1.8% 11.1 +0.9%
B 42.8 38.3 −10.5% 42.9 +0.2% 42.9 +0.2%
C 1.8 1.6 −11.1% 1.7 −5.6% 1.7 −5.6%
D 12.4 12 −3.2% 11.5 −7.3% 12.1 −2.4%
E 42.8 38.3 −10.5% 40 −6.5% 43.1 +0.7%
F 2.4 2.6 +8.3% 2.5 +4.2% 2.6 +8.3%

3.3. Qualitive Evaluation

In this section, some state-of-the-art 2D LiDAR-based SLAM, such as HectorSLAM and
Cartographer, are evaluated qualitatively with the proposed method.

Figure 10 shows the maps of Cartographer (LiDAR-only) and the proposed fusion methods
in the outdoor environment, which were conducted at the outdoor square road behind the Siyuan
building in the university. The left is the map with LiDAR-only used, the right is obtained with the
fusion-based method. Figure 11 shows the maps with Cartographer; the experiments were conducted
on the first floor of teaching buildings No. 9 and No. 1. There were some persons passing by during
the experiment process, which led to the blurs in the result map. As aforementioned in Figure 6,
many blurs remain in the map with LiDAR-only; comparatively, the map generated by the proposed
method is sharper and clearer.
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(a) (b) 

Figure 10. Closed-loop experiment in outdoor environment. (a) Cartographer (LiDAR only); (b) the
proposed method.

 

 
(a) (b) 

Figure 11. The map generated with the proposed method in indoor environment. (a) mapping result
of first floor of teaching building No. 9; it is a closed-loop classroom corridor, but we deliberately
arranged to not use the last section data, and the mapping result is acceptable. (b) mapping results of
the first floor of teaching building No.1.
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We used some open datasets [48] to evaluate the proposed fusion-based method, and the
results are presented in Figures 12–14. In all these three figures, the left one shows the results
with Cartographer of LiDAR only, and the right one shows the results with the proposed method.
In Figure 12 the left map shows larger accumulated error indicated by large ellipse. In Figure 12,
there is more blurriness in the map generated by Cartographer of LiDAR only. In Figure 13, the map
generated by the proposed method is sharp with less blurriness.

Figure 15 shows the experiment results obtained by HectorSLAM, Cartographer (LiDAR-only),
and the proposed method with “Team_Hector_MappingBox_Dagstuhl_Neubau.bag” (first raw in the
figure) and “Team_Hector_MappingBox_L101_Building.bag” (second raw in the figure) respectively;
other datasets obtained the same results. In these experiments, the map with HectorSLAM seems not
convergent and leads to inconsistencies. On the other hand, the maps built by Cartographer (LiDAR
only) (Figure 15e) and the proposed method (Figure 15f) show not much difference in this case. This is
because the environment is not a low-texture one.

  
(a) (b) 

Figure 12. Map built by Cartographer (LiDAR only) (a) and the proposed method (b) with file
b0-2014-07-21-12-42-53.bag [48].

  
(a) (b) 

Figure 13. Map built by Cartographer (LiDAR only) (a) and the proposed method (b) with file
b0-2014-10-07-12-43-25.bag [48].
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(a) (b) 

Figure 14. Map built by Cartographer (LiDAR only) (a) and the proposed method (b) with file
b0-2014-08-14-13-36-48.bag [48].

(a) (b) (c) 

 

  
(d) (e) (f) 

Figure 15. Evaluation results with HectorSLAM, Cartographer (LiDAR only) and the proposed method.
The first raw is the generated maps with “Team_Hector_MappingBox_Dagstuhl_Neubau.bag” file.
They are (a) HectorSLAM; (b) Cartographer (LiDAR only); (c) the proposed method respectively.
The second raw is the generated maps with “Team_Hector_MappingBox_L101_Building.bag” file.
They are (d) HectorSLAM; (e) Cartographer (LiDAR only); (f) the proposed method respectively.
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4. Conclusions

In this paper, a mapping strategy is firstly exploited to improve the performance of the 2D
SLAM in dynamic and low-texture environments, and a fusion method which combines the IMU
sensor with a 2D LiDAR is used. The initial motion estimation obtained from the output of EKF is
used as the initial pose for the scan matching. Some measurements are taken to remove the noise
or large error data during the matching process. The optimization with sparse pose adjustment
(SPA) method is adopted at the back-end stage. With the cooperation of both the front-end and
back-end, the accuracy and stability of SLAM in low-texture and dynamic environments are greatly
improved. The experiments with both open-loop and closed-loop scenes have been conducted,
which demonstrated the performance of the proposed method. The evaluation experiments with some
state-of-the-art methods show the improvement of the proposed method.

Though there are many excellent works on evaluation of the 2D LiDAR SLAM, such as the
references [44–47], to name a few, and some open datasets for the evaluation are presented, we found
that, because the ground truth is limited, and many datasets recorded only one sensor, some differences
of the input data format make the dataset not able to run on all state-of-the-art methods. All these
factors make the evaluation still a challenging work. The next works include the evaluation framework
for the state-of-the-art methods and the dataset with ground truth, and making the proposed method
run on an embedded hardware platform and applying it to real applications.
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Abstract: In large-scale and sparse scenes, such as farmland, orchards, mines, and substations,
3D simultaneous localization and mapping are challenging matters that need to address issues such
as maintaining reliable data association for scarce environmental information and reducing the
computational complexity of global optimization for large-scale scenes. To solve these problems,
a real-time incremental simultaneous localization and mapping algorithm called MIM_SLAM is
proposed in this paper. This algorithm is applied in mobile robots to build a map on a non-flat
road with a 3D LiDAR sensor. MIM_SLAM’s main contribution is that multi-level ICP (Iterative
Closest Point) matching is used to solve the data association problem, a Fisher information matrix
is used to describe the uncertainty of the estimated pose, and these poses are optimized by the
incremental optimization method, which can greatly reduce the computational cost. Then, a map
with a high consistency will be established. The proposed algorithm has been evaluated in the real
indoor and outdoor scenes as well as two substations and benchmarking dataset from KITTI with
the characteristics of sparse and large-scale. Results show that the proposed algorithm has a high
mapping accuracy and meets the real-time requirements.

Keywords: data association; 3D-SLAM; localization; mapping

1. Introduction

In recent years, the simultaneous localization and mapping (SLAM) based on a 3D LIDAR
sensor have become an important topic in robotics due to the rise of autonomous driving technology.
Meanwhile, the building of a map has become the basis for an autonomous mobile robot to complete
tasks such as inspection and autonomous navigation [1] in some harsh environments.

The research on SLAM can be traced back to Smith et al. [2] of Stanford University in the
1980s. They published a seminal paper on SLAM, and later generations have done considerable
work on it. Among them, the algorithms such as Extended Kalman Filters [3], Extended Information
Filters [4], and Rao-Blackwellized Particle Filters [5] based on a filtering idea all adopt the Bayesian
state estimation theory to estimate the posterior probability of the system’s state. However, the essence
of this kind of algorithm is only optimizing the local state of the system. As the distance traveled by the
robot increases, it is difficult to establish a high consistency map. Another kind of algorithm is the graph
optimization that was first proposed by Lu and Milio [6]. The essence of this algorithm is maintaining
all the observation and space constraints between observations, then using the maximum likelihood
method to estimate the pose of the robot. Better mapping results can be obtained in large-scale scenes
using the global optimization method.

Although the SLAM problem has been thoroughly researched, there are still many problems
to be solved, including the fact that computational complexity will increase from two-dimensions
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to three-dimensions, and how to ensure a consistent map with the increase of the size of mapping
and reliable data association with less information in sparse environments. Combining these issues,
Zlot [7] utilizes a rotating 2D LIDAR sensor to achieve high-precision map construction in a wide mine,
but it cannot be applied online. Olufs [8] proposes a data association method in sparse environments,
but it is only suitable for solving the localization problem under known maps. Huang [9] proposes
a sparse local submap joining filter (SLSJF) for map-building in large-scale environments. However,
this depends on environmental features. Moosmann [10] and Nüchter [11] propose a real-time SLAM
framework, and the experiments in some scenarios have achieved good results, but the results of the
mapping are not tested for large-scale and sparse environments. Zhang [12] estimates the pose of the
robot by extracting the feature points in the scene, but it is difficult to establish a closed-loop map as
the map size expands. Wang [13] proposes a multi-layer matching SLAM in large-scale and sparse
environments, but it only solves the data association in a 2D scene. The algorithm will be ineffective
when the robot drives on a non-flat road. Therefore, this paper is dedicated to solving the following
two problems:

� In sparse environments, due to the scarce environmental information perceived by a 3D LIDAR
sensor and the non-flat road, data association is easy to fall into a local minimum. Liu [14]
proposes a LiDAR SLAM method in natural terrains which fuses multiple sensors including two
3D LiDAR. Therefore, the robustness of data associated with a lower accumulated error should
be strengthened.

� In large-scale environments, it is difficult to obtain a reasonable pose estimation when the
robot returns to a region it has previously explored and then generates an inconsistent map.
Liang [15] addresses the laser-based loop closure problem by fusing visual information. Hess [16]
can achieve real-time mapping in indoor scenes, and it may fail in the closing loop due to
the incremental computation in large-scale outdoor scenes. How to reduce the computational
complexity of graph optimization is also a problem that needs to be improved.

To solve these problems, we propose a real-time incremental SLAM algorithm called the
MIM_SLAM based on a multi-level ICP matching method. This paper is organized as follows.
We continue in the next section with an overview of the algorithm. Section 3 details the process
of the MIM_SLAM algorithm. Then, we follow up with the experimental results and analysis in
Section 4 and finally provide a summary in Section 5.

2. Algorithm Overview

Figure 1 shows the overall MIM_SLAM algorithm framework. The MIM_SLAM algorithm
simplifies the SLAM problem into the data association and the incremental pose graph optimization.
Firstly, the data association problem is solved by the multi-level ICP matching method which includes
matching the time-neighbor frame, matching the current frame with the map, and matching the current
frame with an area-neighbor keyframe. Then the uncertainty of the estimated pose is described via
the Fisher information matrix. After the above steps, this algorithm can obtain the transformation
matrix Tij and covariance matrix Σij between pose xi and pose xj, which can be saved in the pose
graph. Finally, the incremental QR decomposition method [14] is used to optimize the pose graph.
In the next section, the MIM_SLAM algorithm will be described in detail.
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Figure 1. The proposed MIM_SLAM algorithm framework.

3. Algorithm Description

3.1. SLAM as an Incremental Optimization Problem

This part analyzes the SLAM problem from the probabilistic model and transforms the problem
into a least squares problem based on the maximum a posteriori estimate. Then, the incremental QR
decomposition method [17] is used to solve the least squares problem.

We denote robot pose by X = {xi} with i ∈ 0 . . . M, the landmark by L =
{

lj
}

with j ∈ 1 . . . N,
control input given through wheeled odometry and IMU by U = {ui} with i ∈ 1 . . . M, landmark
measurement by Z = {zi} with i = 1 . . . M. The SLAM problem is equivalent to estimating the
posterior probability distribution:

P(X, L|Z, U)

= P(L|Z, X, U)P(X|Z, U)

= P(L|Z, X)P(X|Z, U)

(1)

From Equation (1), it can be seen that the landmark L depends on the observations and robot
pose sequences, so the SLAM problem is further simplified to the pose estimation problem utilizing
Baye’s rule P(X|Z, U) = P(Z|X, U)P(X|U)/P(Z|U). In this paper, we just consider the online
SLAM problem [4], which only involves estimating the posterior over the momentary pose, this is
P(xM|z1:M, u1:M).

P(xM|z1:M, u1:M)

= P(z1:M |xM ,u1:M)P(xM |u1:M)
P(z1:M |u1:M)

= P(zM |xM ,z1:M−1,u1:M)P(xM |z1:M−1,u1:M)
P(zM |z1:M−1,u1:M)

= ηP(zM|xM)P(xM|z1:M−1, u1:M)

= ηP(zM|xM)
∫

P(xM|xM−1, z1:M−1, u1:M)P(xM−1|z1:M−1, u1:M)dxM−1

= ηP(zM|xM)
∫

P(xM|xM−1, uM)P(xM−1|z1:M−1, u1:M−1)dxM−1

= ηP(x0)
M
∏
i=1

P(xi|xi−1, ui)P(zi|xi)

(2)

In Equation (2) line 4 to 5, it is derived using the theorem of total probability. P(x0) is a prior on
the initial state, P(xi|xi−1, ui) is the motion model, and P(zi|xi) is the measurement model.
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To estimate the pose of the robot, we transform the SLAM problem into the least-squares problem
based on the maximum a posteriori estimate. The maximum a posteriori estimate X∗ and L∗ for
the trajectory and map are obtained by minimizing the negative log of the joint probability from
Equation (2):

X∗ = −argmin
X

η

{
M
∑

i=1
log P(xi|xi−1, ui)

+
M
∑

i=1
log P(zi|xi)

} (3)

L∗ = {(x∗1 , z1), . . . , (x∗i , zi)} (4)

Both of the motion model and measurement model are generally assumed such that they meet
the Gaussian distribution. Then, both of them can be converted to the following form:

xj ∼ N(xi ⊕ Tij, Σij) (5)

where the operator ⊕ denotes the coordinate transformation. Tij and Σij represent respectively the
transformation matrix and covariance matrix between pose xi and pose xj, which will be obtained
through the multi-level ICP matching method and uncertainty estimation method in the next two
paragraphs. Additionally, it can be written as follows:{

xi = f (xi−1, ui) + mi
zi = g(xi) + ni

(6)

where mi is the motion noise, and ni is the measurement noise. This leads to the following nonlinear
least squares problem:

X∗ = argmin
X

{
M
∑

i=1
‖ f (xi−1, ui)− xi‖2

mi

+
M
∑

i=1
‖g(xi)− zi‖2

ni

} (7)

Since the above model has non-linear functions that are not easy to solve, they must be linearized,
as Gauss-Newton [18] and Levenberg-Marquardt [19] has done. It can eventually be transformed into
the general least-squares problem as follows, and the specific derivation can refer to the literature [14].

θ∗ = argmin
θ

‖Aθ − b‖2 (8)

where the vector θ contains all pose variables, and the matrix A is a large and sparse Jacobian matrix.
The problem in Equation (8) is apparently solved by the Cholesky decomposition method, but the

essential problem is the number of calculations involved in solving the information matrix AT A. Thus,
applying standard QR decomposition to matrix A:

A = Q

[
R
0

]
(9)

257



Appl. Sci. 2018, 8, 2432

Apply Equation (9) to the least squares problem in Equation (8). As Q is an orthonormal matrix,
QTQ = I (I is identity matrix). Thus, an additional term QT is added to the second line in (10),
which doesn’t change the length of the vector Aθ − b.

‖Aθ − b‖2 = ‖Q

[
R
0

]
θ − b‖

2

= ‖QTQ

[
R
0

]
θ −QTb‖

2

= ‖
[

R
0

]
θ −

[
d
e

]
‖

2

= ‖Rθ − d‖2 + ‖e‖2

(10)

where [d, e]T = QTb is defined, and (10) obtain the minimum ‖e‖2 if and only if Rθ = d. Now,
the SLAM problem has been solved by the above analysis. However, as a new observation arrives,
the Jacobian matrix A does not significantly change. Thus the results of the QR decomposition at
previous times can be used as the iterative initial value and the process is incremental, which can
significantly reduce computational complexity.

3.2. The Multi-Level ICP Matching Method

Before detailing this method, it is useful to understand the ICP algorithm. The standard ICP [20]
(Iterative Closest Point) algorithm firstly establishes the point-to-point correspondence between the
two point clouds by the nearest neighbor principle and then establishes the matching error function.

Finally, it computes a transformation matrix so that the error function is minimized. In the past
30 years, many ICP variant algorithms [21] have been proposed. In this paper, an ICP variant algorithm
that calls point-to-plane ICP [22] is used. Compared with the standard ICP, the robustness and accuracy
are better. This algorithm is listed as Algorithm 1.

Algorithm 1: Point-to-plane ICP.

Input: Two point cloud: A = {ai}, B = {bi}; An initial transformation: T0

Output: Transformation TAB which aligns A and B; Fitness Score: Score f itness
1: T ← T0

2: while not converged do

3: for i ← 1 to N do

4: mi ← FindClosestPointInA(T · bi)

5: if ‖mi − T · bi‖ ≤ dmax then wi ← 1
6: else wi ← 0
7: end

8: end

9: T ← argmin
{

∑
i

wi‖ηi · (T · bi −mi)‖2
}

10: end

11: TAB ← T
12: Score f itness = ∑

i
wi‖ηi · (T · bi −mi)‖2

The observation of the 3D LiDAR sensor is denoted as zk at time k. There are data associations
between all previous observations z1:k−1 and the current observation included in zk. A traditional scan
matching method associates zk with zk−1 at last time, or associates zk with all previous observations
z1:k−1. These two methods either have a substantial accumulated error, or have large amounts of
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calculations which cannot meet online applications. In this paper, the data association is divided into
two categories: continuous in time and continuous in area.

For observations that are continuous in the time, the method firstly utilizes the ICP algorithm to
associate zk and zk−1, and a rough estimation of the current robot’s pose can be obtained. The initial
value of ICP is obtained by using a Kalman filter to merge the wheeled odometry with IMU. Because
the inter-frame matching cannot obtain the accurate pose estimation, the next step will match the
current frame with the map to further eliminate the accumulated error.

As shown in Figure 2, Mi denotes the global map at time i and TW
i denotes the pose of the robot in

the world coordinate system at time i. TL
i+1 denotes the transformation matrix from time i + 1 to time i

(that is, the output of inter-frame matching). zi+1 denotes the observation at time i + 1. The process for
matching the current frame with the map is as follows:

� Finding the nearest neighbor in Mi for each point in zi+1, and saving it as mi+1. We use the
combination of octree and approximate nearest neighbor algorithm in PCL [23] for speeding up.

� Taking zi+1 and mi+1 as the input of Algorithm 1, the transformation matrix Topt can be obtained
after registering the two point clouds.

� The pose of the robot at time k + 1 is TW
i+1 = TW

i · TL
i+1 · Topt.

Figure 2. The matching process of the current frame and map.

The effectiveness of the above scan matching method is verified as shown in Figure 3. The white
point clouds denote the map that SLAM has established. The blue point clouds denote the point clouds
after inter-frame matching. The redpoint clouds denote the point clouds after matching the current
frame with the map. It can be seen that the accumulated error in the process of inter-frame matching is
obviously eliminated.

(a) Scene 1 (b) Scene 2

Figure 3. An example of the matching process.

For observations that are continuous in the area, the robot returns to a region that it has previously
explored. In particular, in large-scale and sparse environments, the accumulative error cannot be
completely eliminated when the robot travels a long distance if only the above two matching processes
are considered. So the following method matches the current frame zi with the area-neighbor keyframe
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zτ based on a priori of pose estimation. If the matching score is less than a certain threshold, the pose
constraint between xi and xτ will be established. The process is listed as Algorithm 2. The initial
parameter is: L = {(0, x0, z0)}, d = 0.

Algorithm 2: Matching the current frame with an area-neighbor keyframe.

Input: Current pose and observation: xi, zi
Output: Transformation Tiτ which aligns zi and zτ

1: calculate d = d + ‖xi − xi−1‖
2: if d < dthre then

3: return null
4: end

5: foreach (kτ , xτ , zτ) in L do

6: if k− kτ > kthre then

7: if ‖xt − xτ‖ < xthre then

8: put zt and zτ into Algorithm 1, get T and Score f itness
9: if Score f itness < Sthre then

10: Tiτ ← T
11: return Tiτ
12: end

13: end

14: end

15: end

16: L = L ∪ (ki, xi, zi), d = 0, k = k + 1
17: return null

3.3. Uncertainty Estimation

After multi-level ICP matching, the transformation matrix Tij between pose xi and pose xj can be
obtained, but we still need to know the exact uncertainty estimation, namely the covariance matrix Σij.
However, an incorrect covariance matrix may damage the established map.

In this paper, the inversion of the Fisher information matrix is used as the covariance. The Fisher
information matrix is defined as the function of the expected measurement and the surface slope
scanned by the laser sensor [24]. Liu [24] and Wang [25] give the derivation of the Fisher information
matrix based on a two-dimensional probability grid. It is now extended to three-dimensions. The Fisher
information matrix is discretized:

L̂(p) =
N

∑
i=1

1
σ2

i
(

ΔriE
Δp

)
T
(

ΔriE
Δp

) (11)

ΔriE
Δp

=

[
ΔriE
Δx

,
ΔriE
Δy

,
ΔriE
Δz

,
ΔriE
Δϕ

,
ΔriE
Δψ

,
ΔriE
Δθ

]
(12)

where p = [x, y, z, ϕ, ψ, θ] is the pose of the robot, and σ2
i is the noise variance of the i-th 3D laser range

finder scan ray. N is the total number of scan rays. riE is the expected distance from the robot to the
nearest obstacle along the i-th scan ray. To calculate Equation (12) efficiently, the point cloud map is
converted into a three-dimensional grid map. Thus riE can be computed as follows:

riE =

s
∑

j=1
rijμij

s
∑

j=1
μij

(13)
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where rij is the distance between the robot and the j-th voxel along the direction of an i-th scan ray.
μij is the occupancy value of the corresponding voxel. s is the sequence number of the ending voxel.
By combining Equation (11) and Equation (12), we obtain:

L̂(p) =
N

∑
i=1

1
σ2

i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δr2
iE

Δx2
Δr2

iE
ΔxΔy

Δr2
iE

ΔxΔz
Δr2

iE
ΔxΔϕ

Δr2
iE

ΔxΔψ
Δr2

iE
ΔxΔθ

Δr2
iE

ΔxΔy
Δr2

iE
Δy2

Δr2
iE

ΔyΔz
Δr2

iE
ΔyΔϕ

Δr2
iE

ΔyΔψ
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(14)

According to the Cramér–Rao Bound theory [26], the lower bound of covariance can be determined
by the inversion of the Fisher information matrix. Finally, the uncertainty of the pose estimation can
be obtained:

cov(p) = L̂−1(p) (15)

4. Experimental Results and Analysis

As shown in Figure 4, the mobile robot called SmartGuard [27] is used to verify the proposed
algorithm. It is a completely autonomous robotic system that can inspect substation equipment.
SmartGuard is equipped with a wheeled odometry, an IMU, and a 3D LIDAR (RS-Lidar-16).
The RS-Lidar-16 can measure out to 150 m with a high precision,±2 cm, and it has a +15 to−15-degree
vertical field of view. It continuously scans the 360-degree surrounding environment at a 10 Hz frame
rate and at 300,000 points/sec. The capability of the computer that runs the SLAM algorithm is as
follows: Intel Core i5-6300HQ CPU 2.3 Hz and 8 G DDR3 RAM.

Figure 4. The mobile robot (SmartGuard) for experiments.

4.1. Indoor and Outdoor Mapping Test

To verify the mapping performance, the proposed algorithms have been tested in several different
indoor and outdoor environments (Figure 5). Figure 5a shows that the proposed MIM_SLAM algorithm
can build a consistency map with lower accumulated errors after a 180 m long loop. Figure 5b shows
that the consistency map can also be generated from a narrow and long corridor. As shown in
Figure 5c,d, in the wide range of the parking lot, the robot traveled approximately 1600 m at a speed of
0.6 m/s; the trajectory is shown in Figure 5c. The map shown in Figure 5c is still accurate and clear.
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76m

47m

 
(a) office area with a closed loop 

102m

68m

 
(b) a narrow and long corridor 

 
(c) mapping trajectory in a parking lot 

220m

107m

 
(d) a wide range of parking lot 

Figure 5. The maps generated in the indoor and outdoor environments.

4.2. Large-Scale and Sparse Scenes Test

Two substations are selected to verify the validity of the MIM_SLAM algorithm in the larger-scale
and sparse environments. A general substation comprises thousands of square meters, and its electrical
equipment needs to include a sufficient distance for electrical safety. We first tested in substation A
shown in Figure 6. During the experiment, the robot traveled approximately 600 m at a speed of
0.6 m/s and the 3D LIDAR sensor collected a total of 10,080 frames. The plan and the environment of
substation A are shown in Figure 6. The red line denotes the robot’s trajectory ABCDA. The point cloud
maps established by the MIM_SALM and the LOAM [12] which has been considered state-of-the-art
in LiDAR SLAM are shown in Figure 7.

Intuitively, the MIM_SLAM algorithm has a high consistency map compared with the LOAM.
Due to the accumulated error, the estimated pose has a great deviation when the robot travels from
area A along the red track shown in Figure 6, and then returns back to area A. The LOAM cannot
effectively handle the data association at this moment, which leads to the wrong association and
damage to the established map. In this paper, the multi-level ICP matching method takes into account
this situation and generates a reliable constraint between the two poses. The incremental optimization
method is used to optimize the global pose. Thus the final map has a high consistency.

B

C
D

A

B

250m

80m

AAAAA

DDDDD

Figure 6. The plan and the environment of substation A.
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(a) MIM_SLAM 

 
(b) LOAM 

Figure 7. The point cloud maps established by the MIM_SLAM and the LOAM [12] algorithms.

Next, we tested it in substation B. Compared with substation A, this was larger. Meanwhile,
the electrical equipment is placed more sparsely, and less information is gathered by the 3D LIDAR
sensor. During the experiments, the robot traveled approximately 1450 m at a speed of 0.6 m/s, and the
LIDAR sensor collected a total of 24,220 frames. The plan and the environment of substation B are
shown in Figure 8. The red line denotes the robot’s trajectory ABCDEABFGDC. The point cloud maps
established by the MIM_SLAM algorithm and the LOAM are shown in Figure 9.

It can be seen from the observation of the two scenes given in Figure 8 that the electrical equipment
is distributed more sparsely, and more than 70% of the laser rays reach the maximum measurement
range. As shown in Figure 9a, both contour lines of the map established by the MIM_SLAM algorithm
are at right angles at areas F and G. Additionally, when the robot returned back to the area C, the details
of the point cloud map at area C showed that the telegraph poles and the road edge are clearly visible,
and there is no incorrect point cloud accumulation. Because the LOAM cannot effectively process the
data association of the closed-loop area, the performance is very poor in this situation, which has more
closed-loop areas in large-scale environments, as shown in Figure 9b.
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G F
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B

250m

200m
CCC BBBBB

Figure 8. The plan and the environment of substation B.
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(a) MIM_SLAM (b) LOAM 

Figure 9. The point cloud maps established by the MIM_SLAM and the LOAM algorithms.

4.3. Mapping Accuracy Test

In order to analyze the mapping accuracy quantitatively, we selected two substations with
large-scale and sparse characteristics which are shown in Figures 6 and 8, also the standard ICP [20]
and the LOAM [12] algorithm was selected to compare with the MIM_SLAM algorithm. In the
experiments, the robot is controlled running at a speed of 0.6 m/s on a flat road along a straight line
with a length of 10 m. The accuracy of mapping is defined as the robot’s localization error ε [28],
expressed as follows:

ε = 1
N

N−1
∑

i=0
‖ei‖

ei = (x0 ⊕ Ti)− (x∗0 ⊕ T∗i )
(16)

where x0 and x∗0 denote the initial pose. ⊕ is the standard motion composition operator. Ti denotes
the transformation matrix of the estimated pose xi relative to the initial pose x0. T∗i denotes the
transformation matrix of the true pose x∗i relative to the initial pose x∗0. ‖·‖ is the 2-Norm used
in this paper. For the robot to navigate in three-dimensional environments, ei is represented as
(xe, ye, ze, ϕe, ψe, θe). Then ε can be divided into two parts: translation error and rotation error.

ε =
1
N

N−1

∑
i=0
‖trans(ei)‖+

1
N

N−1

∑
i=0
‖rot(ei)‖ (17)

Since it is difficult to obtain the true pose of the robot, 20 points are selected from the robot’s
trajectory. The first point is taken as the initial pose. For the next 19 points, the difference value of the
localization results relative to the initial pose is calculated. The difference value of the true pose can be
measured by the tape. In Table 1, the localization error is tested with the standard ICP, the LOAM and
the MIM_SLAM algorithms under substation A and B. It can be seen that the MIM_SLAM algorithm
is more precise. If there is a closed-loop area on the robot’s path, the MIM_SLAM algorithm will be
better than the LOAM. The processing time per frame using different approaches is calculated and
shown in Table 2. MIM_SLAM has a similar time consuming compared to the LOAM and meets the
real-time requirements. In Section 4.4, this will be further analyzed in the benchmark dataset.

Table 1. The localization error results of different approaches/scenes.

Standard ICP LOAM MIM_SALM

Trans. Error (unit: m)
A 0.213 ± 0.148 0.064 ± 0.057 0.052 ± 0.043
B 0.282 ± 0.177 0.075 ± 0.066 0.066 ± 0.062

Rot. Error (unit: deg)
A 2.5 ± 1.9 1.8 ± 1.2 1.6 ± 1.4
B 3.1 ± 2.2 2.5 ± 2.1 2.2 ± 1.8
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Table 2. The average time consumption per frame for different approaches/scenes.

Standard ICP LOAM MIM_SALM

Processing Time (unit: s)
A 0.0405 0.1036 0.0886
B 0.0416 0.1067 0.0932

4.4. Benchmarking Datasets Test

Then, datasets from the KITTI odometry benchmark [29] are used to evaluated MIM_SLAM.
The datasets take advantage of the autonomous driving platform Annieway to develop novel
challenging real-world computer vision benchmarks. The autonomous driving platform is equipped
with a 360◦ Velodyne HDL-64E laser scanner and two high-resolution color and grayscale video
cameras. Accurate ground truth is provided by a GPS localization system. We selected three typical
types of environments: “urban” with building around (sequence 07), “country” on small roads with
vegetation in this scene (sequence 03), and “highway” where roads are wide and lower dynamic
(sequence 06).

(1) Sequence 03: This dataset is designed to verify that MIM_SLAM can achieve a low drift pose
estimation in sparse vegetation environment. The mapping result is shown in Figure 10a and
the trajectory and the ground truth are shown in Figure 11a. Due to the scarce stable features
in this scene, there is a bit of position deviation after 420 m of traveling compared with the
ground truth in Figure 11a. To evaluate the pose estimation accuracy, we use the evaluation
method in the KITTI odometry benchmark which calculated the translational and rotational errors
for all possible subsequences of length (100, 200, . . . , 800) meters. As is shown in Figure 12a,
both LOAM and MIM_SLAM achieve lower drift values compared with the standard ICP method,
and MIM_SLAM is slightly worse than LOAM.

(2) Sequence 06: We use this dataset to verify that MIM_SLAM can effectively process the data
association of the closed-loop area shown in Figures 10 and 11. From Figure 12b, it can be seen
that the translational and rotational errors are lower compared to the standard ICP, and slightly
better than LOAM.

(3) Sequence 07: This urban road scene is highly dynamic and large-scale. The vehicle travels
approximately 660 m at a speed of 6.2 m/s. The mapping result is shown in Figure 10c and
the trajectory and the ground truth are shown in Figure 11c. Intuitively, the details of the point
cloud map are clear. The estimated pose and the ground truth are almost overlapping. The pose
estimation error is shown in Figure 12c quantitatively.

 
(a) Sequence 03 

 
(c) Sequence 07 

 
(b) Sequence 06 

Figure 10. The mapping results in the three sequences.
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(a) Sequence 03 

 
(c) Sequence 07  

(b) Sequence 06 

Figure 11. The trajectory produced by MIM_SLAM in the three sequences.

 
(a) Sequence 03 

 
(b) Sequence 06 

 
(c) Sequence 07 

Figure 12. The pose estimation error in the three sequences.

5. Conclusions

For large-scale and sparse environments, we propose a novel MIM_SLAM algorithm in this paper,
which simplifies the SLAM problem to the least-squares optimization problem. The contribution of this
paper is that the multi-level ICP matching method is proposed to solve the data association problem and
the uncertainty estimation is handled by the Fisher information matrix. It considers the accumulated
errors in two aspects: matching between time-neighbor frames (building a low-drift LiDAR odometry)
and matching between area-neighbor frames (dealing with the data association at a revisited area).
Moreover, multi-level matching and incremental optimization reduce the computational complexity
while ensuring mapping accuracy, we can achieve accurate mapping and real-time applications.
Additionally, its application is not only limited to mobile robots, and it can potentially be extended to
other vehicles, e.g., UAVs. Experimental results show that it can effectively build a high consistency
map with a smaller amount of environmental information and the large-scale scenes, and it also
achieves similar or better accuracy compared with the standard ICP and the state-of-the-art LOAM
algorithm in the KITTI dataset. Additionally, there are some limitations in high dynamic scenes.
Our future work will focus on the construction of a more robust data association method, we will
integrate the output of our multi-level ICP matching with an IMU in a Kalman filter to further reduce
the accumulated error.
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Abstract: This study proposes a framework to detect and recognize household furniture using
autonomous mobile robots. The proposed methodology is based on the analysis and integration of
geometric features extracted over 3D point clouds. A relational graph is constructed using those
features to model and recognize each piece of furniture. A set of sub-graphs corresponding to different
partial views allows matching the robot’s perception with partial furniture models. A reduced set
of geometric features is employed: horizontal and vertical planes and the legs of the furniture.
These features are characterized through their properties, such as: height, planarity and area. A fast
and linear method for the detection of some geometric features is proposed, which is based on
histograms of 3D points acquired from an RGB-D camera onboard the robot. Similarity measures for
geometric features and graphs are proposed, as well. Our proposal has been validated in home-like
environments with two different mobile robotic platforms; and partially on some 3D samples of
a database.

Keywords: service robot; graph representation; similarity measure

1. Introduction

Nowadays, the use of service robots is more frequent in different environments for performing
tasks such as: vacuuming floors, cleaning pools or mowing the lawn. In order to provide more complex
and useful services, robots need to identify different objects in the environment; but also, they must
understand the uses, relationships and characteristics of objects in the environment.

The extraction of an object’s characteristics and its spatial relationships can help a robot to
understand what makes an object useful. For example, the largest surfaces of a table and a bed differ
in planarity and height; then, modeling object’s characteristics can help the robot to identify their
differences. A robot with a better understanding of the world is a more efficient service robot.

A robot can reconstruct the environment geometry through the extraction of geometrical structures
on indoor scenes. Wall, floor or ceiling extractions are already widely used for environment
characterization; however, there are few studies on extracting the geometric characteristics of furniture.
Generally, the extraction is performed on very large scenes, composed of multiple scans and points
of view, while we extract the geometric characteristics of furniture from only a single point of view
(Figure 1).
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Figure 1. A service robot in a home-like environment.

Human environments are composed of many type of objects. Our study focuses on household
furniture that can be moved by a typical human and that is designed to be moved during normal usage.

Our study omits kitchen furniture, fixed bookcases, closets or other static or fixed objects; because
they can be categorized in the map as fixed components, therefore, the robot will always know their
position. The frequency each piece of furniture is repositioned will vary widely: a chair is likely
to move more often than a bed. Furthermore, the magnitude of repositioning a piece of furniture
will vary widely: the intentional repositioning of a chair will likely move farther than the incidental
repositioning of a table.

When an object is repositioned, if the robot does not extract the new position of the object and
update its knowledge of the environment, then the robot’s localization will be less accurate.

The main idea is to model these pieces of furniture (offline) in order to detect them on execution
time and add them to the map simultaneously, not as obstacles, but as objects with semantic information
that the robot could use later.

In this work, the object’s horizontal or quasi-horizontal planes are key features (Figure 2).
These planes are common in home environments: for sitting at a table, for lounging, or to support
another object. The main difference between various planes is whether the horizontal plane is a regular
or irregular flat surface. For example, the horizontal plane of a dining table or the horizontal plane of
the top of a chest of drawers is different from the horizontal plane of a couch or the horizontal plane of
a bed.

Modeling these planes can help a robot to detect those objects and to understand the world. It can
help a robot, for example, to know where it can put a glass of water.

This work proposes that each piece of furniture is modeled with graphs. The nodes represent
geometrical components, and the arcs represent the relationships between the nodes. Each graph of
a piece of furniture has a main node representing a horizontal plane, generally the horizontal plane
most commonly used by a human. Furthermore, this principle vertex is normally the horizontal plane
a typical human can view from a regular perspective (Figure 2). In our framework, we take advantage
of the fact that the horizontal plane most easily viewed by a typical human is usually the horizontal
plane most used by a human. The robot has cameras positioned to provide the robot with a point of
view similar to the point of view of a typical human.
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Figure 2. Common scene of a home environment. Each object’s horizontal plane is indicated with green.

To recognize the furniture, the robot uses an RGB-D camera to acquire three-dimensional data from
the environment. After acquiring 3D data, the robot extracts the geometrical components and creates a
graph for each object in the scene. Because the robot maintains the relationships between all coordinates
of its parts, the robot can transform the point cloud to a particular reference frame, which simplifies
the extraction of geometric components; specifically, to the robot’s footprint reference frame.

From transformed point clouds of a given point of view, the robot extracts graphs corresponding
to partial views for each piece of furniture in the scene. The graphs generated are later compared with
the graphs of the object’s models contained in a database.

The main contributions of this study are:

• a graph representation adapted to detect pieces of furniture using an autonomous mobile robot;
• a representation of partial views of furniture models given by sub-graphs;
• a fast and linear method for geometric feature extraction (planes and poles);
• metrics to compare the partial views and characteristics of geometric components; and
• a process to update the environment map when furniture is repositioned.

2. Related Work

RGB-D sensors have been widely used in robots; therefore, they are excellent for extracting
information about diverse tasks in diverse environments. These sensors have been employed to
solve many tasks; e.g., to construct 3D environments, for object detection and recognition and in
human-robot interaction. For many tasks, but particularly when mobile robots must detect objects or
humans, the task must be solved in real time or near real time; therefore, the rate at which the robot
processes information is a key factor. Hence, an efficient 3D representation of objects that can quickly
and accurately detect them is important.

Depending on the context or the environment, there are different techniques to detect and
represent 3D objects. The most common techniques are based on point features.

The extraction of some 3D features is already available in libraries like Point Cloud Library
(PCL) [1], including: spin images or fast point feature histograms. Those characteristics provide good
results as the quantity of points increases. An increase in points, however, increases the computational
time. A large object, such as furniture, requires computational times that are problematic for real-time
tasks. A comparative evaluation of PCL 3D features on point clouds was given in [2].

The use of RGB-D cameras for detecting common objects (e.g., hats, cups, cans, etc.) has been
accomplished by many research teams around the world. For example, a study [3] presented an
approach based on depth kernel features that capture characteristics such as size, shape and edges.
Another study [4] detected objects by combining sliding window detectors and 3D shape.

Others works ([5,6]) have followed a similar approach using features to detect other types of
free-form objects. For instance, in [5], 3D-models were created and objects detected simultaneously by
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using a local surface feature. Additionally, local features in a multidimensional histogram have been
combined to classify objects in range images [6]. These studies used specific features extracted from
the objects and then compared the extracted features with a previously-created database, containing
the models of the objects.

Furthermore, other studies have performed 3D object-detection based on pairs of points from
oriented surfaces. For example, Wahl et al. [7] proposed a four-dimensional feature invariant to
translation and rotation, which captures the intrinsic geometrical relationships; whereas Drost et al. [8]
have proposed a global-model description based on oriented pairs of points. These models are
independent from local surface-information, which improves search speed. Both methods are used to
recognize 3D free-form objects in CAD models.

In [9], the method presented in [8] was applied to detect furniture for an “object-oriented” SLAM
technique. By detecting multiple repetitive pieces of furniture, the classic SLAM technique was
extended. However, they used a limited range of types of furniture, and a poor detection of furniture
was reported when the furniture was distant or partially occluded.

On the other hand, Wu et al. [10] proposed a different object representation to recognize and
reconstruct CAD models from pieces of furniture. Specifically, they proposed to represent the 3D shape
of objects as a probability distribution of binary variables on a 3D voxel grid using a convolutional
deep belief network.

As stated in [11], it is reasonable to represent an indoor environment as a collection of planes
because a typical indoor environment is mostly planar surfaces. In [12], using a 3D point cloud and
2D laser scans, planar surfaces were segmented, but those planes are used only as landmarks for
map creation. In [13], geometrical structures are used to describe the environment. In this work,
using rectangular planes and boxes, a kitchen environment is reconstructed in order to provide to the
robot a map with more information about, i.e., how to use or open a particular piece of furniture.

A set of planar structures to represent pieces of furniture was presented in [14], which stated that
their planar representations “have a certain size, orientation, height above ground and spatial relation
to each other”. This method was used in [15] to create semantic maps of furniture. This method
is similar to our framework; however, their method used a set of rules, while our method uses a
probabilistic framework. Our method is more flexible, more able to deal with uncertainty, more able to
process partial information and can be easily incorporated into many SLAM methods.

In relation to plane extraction, a faster alternative than the common methods for plane
segmentation was presented in [16]. They used integral images, taking advantage of the structured
point cloud from RGB-D cameras.

Another option is the use of semantic information from the environment to improve the furniture
detection. For example in [17], geometrical properties of the 3D world and the contextual relations
between the objects were used to detect objects and understand the environment. By using a
Conditional Random Field (CRF) model, they integrated object appearance, geometry and relationships
with the environment. This tackled some of the problems with feature-based approaches, including
pose variation, object occlusion or illumination changes.

In [18], the use of the visual appearance, shape features and contextual relations such as object
co-occurrence was proposed to semantically label a full 3D point cloud scene. To use this information,
they proposed a graphical model isomorphic to a Markov random field.

The main idea of our approach is to improve the understanding of the environment by identifying
the pieces of furniture, which is still a very challenging task, as stated in [19]. These pieces of furniture
will be represented by a graph structure as a combination of geometrical entities.

Using graphs to represent environment relations was done in [20,21]. Particularly, in [20],
a semantic model of the scene based on objects was created; where each node in the graph represented
an object and the edges represented their relationship, which were also used to improve the object’s
detection. The work in [21] used graphs to describe the configuration of basic shapes for the detection
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of features over a large point cloud. In this case, the nodes represent geometric primitives, such as
planes, cylinders, spheres, etc.

Our approach uses a representation similar to [21]. Each object is decomposed into geometric
primitives and represented by a graph. However, our approach differs because it processes only one
point cloud at a time, and it is a probabilistic framework.

3. Furniture Model Representation and Similarity Measurements

Our proposal uses graphs to represent furniture models. Specifically, our approach focuses on
geometrical components and relationships in the graph instead of a complete representation of the
shape of the furniture.

Each graph contains the furniture’s geometrical components as nodes or a vertex. The edges
or arcs represent the adjacency of the geometrical components. These geometrical components are
described using a set of features that characterize them.

3.1. Furniture Graph Representation

A graph is defined as an ordered pair G = (V, E) containing a set V of vertices or nodes and a set
E of edges or arcs. A piece of furniture Fi is represented by a graph as follows:

Fi = (Vi, Ei), with i = [1, ..., Nf ] (1)

where Fi is an element from the set of furniture models F ; the sets Vi and Ei contain the vertices and
edges associated with the ith class; and Nf is the number of models in the set F , i.e., |F | = Nf .

The set of vertices Vi and the set of edges Ei are described using lists as follows:

Vi = {vi
1, vi

2, ..., vi
ni

v
}

Ei = {ei
1, ei

2, ..., ei
ni

e
}

(2)

where ni
v and ni

e are the number of vertices and edges, respectively, for the ith piece of furniture.
The functions V(Fi) and E(Fi) are used to recover the corresponding lists of vertex and edges of

the graph Fi.
An edge ei

j is the jth link in the set, joining two nodes for the ith piece of furniture. As connections

between nodes are a few, we use a simple list to store them. Thus, each edge ei
j is described as:

ei
j = (a, b) (3)

where a and b correspond to the linked vertices vi
a, vi

b ∈ Vi, such that a �= b; and since the graph is an
undirected graph, ei

j = (a, b) = (b, a).

3.2. Geometric Components

The vertices on a furniture graph model are geometric components, which roughly correspond to
the different parts of the furniture. For instance, a chair has six geometric components: one horizontal
plane for sitting, one vertical plane for the backrest and four tubes for the legs. Each component has
different characteristics to describe it.

Generally, a geometric component Gck is a non-homogeneous set of characteristics:

Gck = { f tk
1, f tk

2, ..., f tk
nk

f t
} (4)

where k designates an element from the set Gc, which contains Nk different types of geometric
components, and nk

f t is the number of characteristics of the kth geometric component. Characteristics
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or features of a geometrical component can be of various types or sources. A horizontal plane,
for example, includes characteristics of height, area and relative measures.

Each vertex vi
j is then a geometric component of type k. The function Gc(vi

j) returns then the type
and the set of features of geometric component k.

Figure 3 shows an example of a furniture model Fi. It is composed of four vertices (ni
v = 4) and

three edges (ni
e = 3). There are three different types of vertices because each geometric component

(Nk = 3) is represented graphically with a different shape of the node.

X1

X4

X3X2

Figure 3. Example of a furniture graph with four nodes and three edges. The shape of the node
correspond to a type of geometric component.

Despite the simplified representation of the furniture, the robot cannot see all furniture
components from a single position.

3.3. Partial Views

At any time, the robot’s perspective limits the geometric components the robot can observe.
For each piece of furniture, the robot has a complete graph including every geometric component of
the piece of furniture, then some subgraphs should be generated corresponding to different views that
a robot can have. Each sub-graph contains the geometric components the robot would observe from a
hypothetical perspective.

Considering the following definition, a graph H is called a subgraph of G, such that V(H) ⊆ V(G)

and E(H) ⊆ E(G), then a partial view Fpi for a piece of furniture is a subgraph from Fi, which is
described as:

Fpi = (Ṽi, Ẽi) (5)

such that Ṽi ⊆ Vi and Ẽi ⊆ Ei. The number of potential partial views is equal to the number of
possible subsets in the set Fi; however, not all partial views are useful. See Section 4.3.

In order to match robot perception with the generated models, similarity measurements for
graphs and geometric components should be defined.

3.4. Similarity Measurements

3.4.1. Similarity of Geometric Components

Generally, a similarity measure sGc of two type k geometric components Gck and Gck′ is defined as:

sk
Gc(Gck, Gck′) = 1−

nk
f t

∑
i

wk
Gid( f tk

i , f tk′
i ) (6)
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where k represents the type of geometric component, wGi are weights and d( f tk
i , f tk′

i ) is a function of
the difference of the ith feature of the geometric components Gck and Gck′, defined as follows:

δϕ =
| f tk

i − f tk′
i | − ε f ti

f tk
i

(7)

then:

d( f tk
i , f tk′

i ) =

⎧⎪⎪⎨⎪⎪⎩
0, δϕ < 0

δϕ, 0 ≤ δϕ ≤ 1

1, δϕ > 1

(8)

where ε f ti
is a measure of the uncertainty of the ith characteristic. ε f ti

is considered a small value that
specifies the tolerance between two characteristics. Equation (7) normalizes the difference; whereas
Equation (8) equals zero if the difference of two characteristics is within the acceptable uncertainty ε f ti

and equals one when they are totally different.

3.4.2. Similarity of Graphs

Likewise, the similarity sF of two furniture graphs (or partial graphs) Fi and Fi′ is defined as:

sF(Fi, Fi′) =
ni

v

∑
j

wFjsk
Gc(Gck

j , Gck′
j ) (9)

where wFj are weights, corresponding to the contribution of the similarity sGc between the
corresponding geometric components j to the graph model Fi.

It is important to note that:
nk

f t

∑
i

wk
Gi = 1

ni
v

∑
j

wFj = 1

(10)

In the next section, values for Equations (6) and (9), in a specific context and environment,
will be provided.

4. Creation of Models and Extraction of Geometrical Components

In order to generate the proposed graphs, 3D models per furniture are required; so that geometrical
components can be extracted.

Nowadays, it is possible to find online 3D models for a wide variety of objects and in many
diverse formats. However, those 3D models contain many surfaces and components, which are never
visible from a human (or a robot) perspective (e.g., the bottom of a chair or table). It could be possible to
generate the proposed graph representation from those 3D models; nevertheless, it would be necessary
to make some assumptions or eliminate components not commonly visible.

At this stage of our proposal, the particular model of each piece of furniture is necessary is
necessary, not a generic model of the type of furniture. Furthermore, it was decided to construct the
model for each piece of furniture from real views taken by the robot; consequently, visible geometrical
components of the furniture can be extracted, and then, an accurate graph representation can be created.

Furniture models were generated from point clouds obtained with an RGB-D camera mounted
on the head of the robot, in order to have a similar perception to a human being. The point clouds
were merged together with the help of an Iterative Closest Point (ICP) algorithm. In order to make an
accurate registration, the ICP algorithm finds and uses the rigid transformation between two point
clouds. Finally, a downsample was performed to get an even distribution of the points on the 3D
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model. This is achieved by dividing the 3D space into voxels and combining the points that lie within
into one output point. This allow reducing the number of points in the point cloud while maintaining
the characteristics as a whole. Both the ICP and the downsampling algorithm were used from the PCL
library [1] In Figure 4, some examples are shown of the 3D point cloud models.

(a) (b) (c)

Figure 4. Example of the created models, for (a) a bed, for (b) a table and for (c) a couch.

4.1. Extraction of Geometrical Components

Once 3D models of furniture are available, the type of geometric components should be chosen
and then extracted. At this stage of the work, it has been decided to use a reduced set of geometrical
components, which is composed of horizontal and vertical planes and legs (poles). As can been seen,
most of the furniture is composed of flat surfaces (horizontal or vertical) and legs or poles. Conversely,
some surfaces are not strictly flat (e.g., the horizontal surface of a bed or the backrest of a coach);
however, many of them can be roughly approximated to a flat surface with some relaxed parameters.
For example, the main planes for a bed and a table can be approximated by a plane equation, but with
different dispersion; a small value for the table and a bigger value for the bed. Currently, curve vertical
surfaces have not been considered in our study. Nevertheless, they can be incorporated later.

4.1.1. Horizontal Planes’ Extraction

Horizontal plane detection and extraction is achieved using a method based on histograms.
For instance, a table and a bed have differences in their horizontal planes. In order to capture the
characteristics of a wide variety of horizontal planes, three specific tasks are performed:

1. Considering that a robot and its sensors are correctly linked (i.e., between all reference frames,
fixed or mobile), it is possible to obtain a transformation for a point cloud coming from a sensor
in the robot’s head into a reference frame to the base or footprint of the robot (see Figure 5).
The TF package in ROS (Robotic Operation System) performs this transformation at approximately
100 Hz.

2. Once transformation between corresponding references frames is performed, a histogram of
heights of the points in the cloud with reference to the floor is constructed.

Over this histogram, horizontal planes (generally composed of a wide set of points) generate a
peak or impulse. By extracting all the points that lie over those regions (peaks), the horizontal
planes can be recovered. The form and characteristics of the peak or impulse in the histogram
refer to the characteristics of the plane. For example, the widths of the peaks in Figure 6 are
different; these correspond to: (1) a flat and regular surface for a chest of drawers (Figure 6b)
and (2) a rough surface of a bed (Figure 6d).

Nevertheless, there can be several planes merged together in a peak in a scene, i.e., two or more
planes with the same height.

3. To separate planes merged together in a peak in a scene, first, all the points of the peak are
extracted, and then, they are projected to the floor plane. A clustering algorithm is then performed
in order to separate points corresponding to each plane, as shown in Figure 7.
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Figure 5. Visualization of a PR2 robot with its coordinate frames and the point cloud from the scene
transformed to the world reference frame.

(a) (b) (c) (d)

Figure 6. Example of a height histogram of two different pieces of furniture. In (a), the RGB image of
a chest of drawers, and in (b), its height histogram. In (c,d), the RGB image of a bed and its height
histogram, respectively.

(a) (b) (c) (d)

Figure 7. Example of a height histogram and the objects segmentation. In (a), the RGB from the scene,
in (b), the height histogram, and (c,d) show the projections for each peak found on the histogram.

4.1.2. Detection of Vertical Planes and Poles

Vertical planes’ and poles’ extraction follows a similar approach. Specifically, they are obtained
as follows:

1. In these cases, the distribution of the points is analyzed on a 2D histogram generated by projecting
all the points into the floor plane.

2. Considering this 2D histogram as a grayscale image, all the points from a vertical plane will form
a line on the image, and the poles will form a spot; then extracting the lines and spots, and their
corresponding projected points, will provide the vertical planes and poles (Figure 8).

Finally, image processing algorithms can be applied in order to segment those lines on the 2D
histogram and then recover points corresponding to those vertical planes.

In the cases where two vertical planes are projected to the same line, they can be separated by a
similar approach mentioned in the previous section for segmenting horizontal planes; however in this
case, the points are projected to a vertical plane. Then, it is possible to cluster them and perform some
calculations on them like the area of the projected surface. For the current state of the work, we are
more interested in the form of the furniture rather than its parts, so adjacent planes belonging to the
same piece of furniture, i.e., the drawers of a chest of drawers, are not separated. If the separation of
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these planes were necessary, an approach similar to the one proposed in [22] could be used; where
they segmented the drawers from a kitchen.

(a) (b) (c)

Figure 8. Example of a floor projection and its 2D histogram. In (a), the RGB image from the scene, in
(b), the floor projection, and in (c), the 2D histogram.

With this approach, it is also possible to detect small regions or dots that correspond to the legs
of the chairs or tables. Despite the small sizes of the regions or dots, they are helpful to characterize
the furniture.

Our proposal can work with full PCD scenes without any requirement of a downsampling,
which must be performed in algorithms like RANSAC in order to maintain a low computational cost.
Moreover, histograms are computed linearly.

4.2. Characteristics of the Geometrical Components

Every geometrical component must be characterized in order to complete the graph for every piece
of furniture. For simplicity, at this point, all the geometrical components have the same characteristics.
However, more geometrical components can be added or replaced in the future. The following features
or characteristics of the geometrical components are considered:

• Height: the average height of the points belonging to the geometric component.
• Height deviation: standard height deviation of the points in the peak or region.
• Area: area covered by the points.

Figure 9 shows the values of each characteristic for the main horizontal plane of some furniture
models. The sizes of the boxes were obtained by a min-max method. More details will be given in
Section 5.2. The parallelepiped represents the variation (uncertainty) for each variable.

Figure 9. Characteristics of the main geometrical component (horizontal plane) for diverse pieces
of furniture.

278



Appl. Sci. 2018, 8, 2234

4.3. Examples of Graph Representation

Once geometric components have been described, it is possible to construct a graph for each piece
of furniture.

Let F∗ be a piece of furniture (e.g., a table); therefore, as stated in Equation (1), the graph is
described as:

F∗ = (V∗, E∗)

where V∗ has five vertices and E∗ four edges (i.e., n∗v = 5 and n∗e = 4). The five vertices correspond to:
one vertex for the horizontal surface of the table and one for each of the four legs. The main vertex is
the horizontal plane, and an edge will be added whenever two geometrical components are adjacent,
so in this particular case, the edges correspond to the union between each leg and the horizontal plane.

Figure 10a presents the graph corresponding to a dinning table. Similarly, Figure 10b shows the
graph of a chair. It can be seen that the chair’s graph has one more vertex than the table’s graph.
This extra vertex is a vertical component corresponding to the backrest of the chair.

leg

table

leg

legleg
Leg

Horizontal

(a)

Backrest

Leg Leg

Leg

Seat

Leg

Horizontal
Vertical
Leg

(b)

Figure 10. Example of complete graph models for: (a) a dinning table and (b) a chair; different shapes
represent different types of geometric components.

As mentioned earlier, a graph serves as a complete model for each piece of furniture because it
contains all its geometrical components. However, as described in Section 3.3, the robot cannot view
all the components of a given piece of furniture because of the perspective. Therefore, subgraphs are
created in order to compare robot perception with models.

To generate a small set of sub-graphs corresponding to partial views, several points of view have
been grouped into four quadrants. These are: two subgraphs for the front left and right views and two
more for the back view left and right (Figure 11). However, due to symmetry and occlusions, the set of
subgraphs can be reduced. For example, in the case of a dining table, there is only one graph without
sub-graphs because its four legs can be seen from many viewpoints.

Figure 11. Visualizing the different points of view used to generate partial views.

Consequently, graphs require also to specify which planes are on opposite sides (if there are
any), because this information is important to specify which components are visible from every view.
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The visibility of a given plane is encoded at the vertex. For example, for a chest of drawers, it is not
possible to see the front and the back at the same time.

Figure 12 shows an example of a graph model and some subgraphs for a couch graph model.
It can be seen from Figure 12a that the small rectangles to the side of the nodes indicate the opposite
nodes. The sub-graphs (Figure 12b,c) represent two sub-graphs of the left and right frontal views,
respectively. The reduction of the number of vertex of the graph is clear. Specifically, the backrest and
the front nodes are shown, whereas the rear node is not presented because it is not visible for the robot
from a frontal view of the furniture. Thus, a subgraph avoids comparing components that are not
visible from a given viewpoint.

Vertical

Horizontalrear

top

backrest

armrest seat armrest

front

side side

backrest
front

rear

side

rear

side

(a)

Vertical

Horizontal

top

backrest

armrestseatarmrestside

front

(b)

top

backrest

armrest seat armrest side

front

Horizont

Vertical

(c)

Figure 12. In (a), the graph corresponding to the complete couch graph, and in (b,c), two sub-graphs
for the front left and right views.

5. Determination of Values for Models and Geometric Components

In order to validate our proposal, a home environment has been used. This environment is
composed of six different pieces of furniture (Nf = 6), which are:

F = {dinning table, chair, couch, center table,

bed, chest o f drawers}

To represent the components of those pieces of furniture, the following three types of geometrical
components have been selected:

Gc = {horizontal plane, vertical plane, legs}

and the features of the geometrical components are described in Section 4.2.

5.1. Weights for the Geometrical Components’ Comparison

In order to compute the proposed similarity sGc between two geometrical components, it is
necessary to determine the corresponding weights wGi in Equation (6). Those values have been
determined empirically, as follows:

From a set of scenes taken by the robot, a set of them where each piece of furniture was totally
visible. Then, geometrical components were extracted following the methodology proposed in
Section 4.1. The weights were selected according to the importance of each feature to a correct
classification of the geometrical component.

Table 1 shows the corresponding weights for the three geometrical components.
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Table 1. Weights for similarity estimation.

wk
G1 (Height) wk

G2 (h. Deviation) wk
G3 (Area)

wH
Gi (horizontal) 0.65 0.15 0.25
wV

Gi (vertical) 0.5 0.2 0.3
wL

Gi (legs) 0.5 0.2 0.3

5.2. Uncertainty

Uncertainty values in Equation (7) were estimated using an empirical process. From some views
selected for each piece of furniture fully observable, the difference with its correspondent model
was calculated; in order to have an estimation of the variation of corresponding values, with the
complete geometrical component. Then, the highest difference for each characteristic was selected as
the uncertainty.

As can be seen from Figure 9, the use of characteristics (height, height deviation and area)
is sufficient to classify the main horizontal planes. Moreover, over this space, characteristics and
uncertainty from each horizontal plane make regions fully classifiable.

There are other features of the geometrical components that are useful to define the type
of geometrical component or their relations, so they have been added to the vertex structure.
These features are:

• Center: the 3D point center of the points that makes the geometrical component.
• PCA eigenvectors and eigenvalues: eigenvector and eigenvalues resulting from a PCA analysis

for the region points.

The center is helpful to establish spatial relations, and the PCA values help to discriminate between
vertical planes and poles. By finding and applying an orthogonal transformation, PCA converts a set
of possible correlated variables to a set of linearly uncorrelated variables called principal components.
Since, in PCA, the first principal component has the largest possible variance, then, in the case of poles,
the first component should be aligned with the vertical axis, and the variance of other components
should be significantly smaller. This not so in the case of planes, where two first components can have
similar variance values. Components are obtained by the eigenvector and eigenvalues from PCA.

5.3. Weights for the Graphs’ Comparison

Conversely, as weights were determined using Equation (7), the weights for the similarity between
graphs (Equation (9)) were calculated based on the total area of models for each piece of furniture.

Given the projected area of each geometrical component of the graph model, the total area is
calculated. Then, the weights for each vertex (geometrical component) have been defined as the
percentage of its area in comparison to the total area. Moreover, when dealing with a subgraph from
a model, the total area is determined by the sum of areas from the nodes from that particular view
(subgraph). Thus, there is a particular weight vector for each graph and subgraph in the environment.

Table 2 shows the values of computed areas for the chest of drawers corresponding to the graph
and subgraph of the model (Figure 13).
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Figure 13. Graph models for the chest of drawers: in (a), the graph for the full model, and in (b,c),
graphs for partial front views, left and right, respectively.

Table 2. Example of the weights for the comparison of the chest of drawers graph, based on the area of
each geometrical component.

Side Front Side Back Top

area 1575.5 9155.5 1575.5 9155.5 1914
Model % 6.74 39.16 6.74 39.16 8.19

Partial View % 12.45 72.41 15.13
Partial View % 72.41 12.45 15.13

Table 3 shows the weights in the case of the dinning table, which does not have sub-graphs
(Figure 10a).

Table 3. Example of the weights for the comparison of the dining table graph, based on the area of each
geometrical component.

Table Leg Leg Leg Leg

area 8159 947 947 947 947
Model % 68.31 7.92 7.92 7.92 7.92

Partial View % 68.31 7.92 7.92 7.92 7.92

6. Evaluations

Consider an observation of a scene, where geometrical components have been extracted,
by applying the methods described in Section 4.1.

Let O be the set of all geometrical components observed on a scene, then:

O = {O1, ..., ONk} (11)

where Ok is the subset of geometrical components of the type k.
In this way, observed horizontal geometrical components found on the scene are in the same

subset, lets say O∗. Consequently, it is possible to extract each one of them in the subset and then
compare them to the main nodes for each furniture graph.

Once the similarity between the horizontal components on the scene and the models has been
calculated, all the categories with a similarity higher than a certain threshold are chosen as probable
models for each horizontal component. A graph is then constructed for each horizontal component,
where adjacent geometrical components are merged with it. Then, this graph is compared with the
subgraphs of the probable models previously selected.

The first column in Figure 14 shows some scenes from the environment, where different pieces
of furniture are present. Only four images with the six types of furniture are shown. The scene in
Figure 14a is composed of a dinning table and a chair. After the geometrical components are extracted
(Figure 14b), two horizontal planes corresponding to the dinning table and the chair are selected.
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A comparison of those horizontal components to each one of the main nodes of the furniture
graphs is performed. This results in two probable models (table and chest of drawers) for the plane
labeled as “H0”, which actually corresponds to the table, and three probable models (chair, center table
and couch) for the plane labeled “H01” (which corresponds to a chair). The similarities computed can
be observed as “Node Sim.” in Table 4.

Next, graphs are constructed for each horizontal plane (the main node) and adding its adjacent
components. In this case, both graphs have only one adjacent node.

Figure 15a shows the generated Graph (“G0”) from the scene and the partial-views graphs from
the selected probable models. It can be observed that “G0” has an adjacent leg node, so it can only be a
sub-graph for the table graph since the chest of drawers graph has only adjacent vertical nodes.

For “G1” (Figure 16a), its adjacent node is a vertical node with a higher height than the main
node, so it is matched to the backrest node of the chair and of the couch (Figure 16b,d). Moreover,
there is no match with the center table graph (Figure 16c).

The similarity for adjacent nodes is noted in Table 4. Graph similarity is calculated with
Equation (9) and shown in the last column of the table. “G0” is selected as a table and “G1” as
a chair (Figure 14c).

Figure 14 shows the results of applying the described procedure to different scenes with
different types of furniture. The first column (Figure 14a,d,g,j) shows the point clouds from the
scenes. The column at the center (Figure 14b,e,h,k) shows the geometrical components found on
the corresponding scene. Finally, the last column (Figure 14c,f,i,l) shows the generated graphs
classified correctly.

Table 4. Example for graph classification.

Main Node Main Node Sim. Adjacent Nodes Adjacent Node Sim. Graph Similarity

H00 Table V02 Table leg 0.0.6670
0.8743 0.7015

H00 Chest of Drawers V02 No Match X
0.8014

H01 Chair V01 Backrest 0.5740
0.9891 0.8878

H01 Center Table V01 No match X
0.8895

H01 Couch V01 Backrest 0.3204
0.7277 0.7150

As our approach is probabilistic, it can deal with the noise from the sensor; as well as partially
occluded views, at this time, with occlusions no greater than 50% of the main horizontal plane, as this
plane is the key factor in the graph.

While types of furniture can have the same graph structure, values in their components are
particular for a given instance. Therefore, it is not possible to recognize with the same graph different
instances of a type of furniture. In other words, a particular graph for a bed cannot be used for beds
with different sizes; however, the graph structure could be the same.

Additionally, to test the approach on more examples, we have tested on selected images from the
dataset SUNRGB-D [23]. Figure 17 shows the results of the geometrical components’ extraction and
the graph generation for the selected images. The color images corresponding to house environments
similar to the test environments scenes are presented at the top of the figure; the corresponding
geometrical component extraction is shown at the center of the figure; and the corresponding graphs
are presented at the bottom of the figure.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 14. Results obtained for the furniture detection; each row shows the results for one scene.
In (a,d,g,j), the original point clouds from the scenes. In (b,e,h,k) are shown the geometrical components
found in the scene; the vertical planes are in green color, the horizontals in yellow and the legs in red.
The bounding boxes in (c,f,i,l) show the graphs generated that were correctly identified as a piece
of furniture.

284



Appl. Sci. 2018, 8, 2234

H00

V02

Horizonta

Leg

(a)

leg

table

leg

legleg
Leg

Horizontal

(b)

side

frontVertical

Horizontal

top

(c)

Figure 15. Graph comparison: in (a), one of the graphs generated from the scene in Figure 14b; in (b,c),
partial graphs selected for matching with the graph in (a), corresponding to the table and the chest
of drawers.
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Figure 16. Graph comparison: in (a), one of the graphs generated from the scene in Figure 14b, and in
(b–d), partial graphs selected for matching corresponding to the chair, the center table and the couch.
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Figure 17. Tests over images from the dataset SUNRGB-D [23]: at the top, the RGB
images, in the middle, the corresponding extracted geometrical components, and at the bottom,
the corresponding graphs.

It is important to note that to detect the geometrical components over these scenes, the point
cloud from each selected scene was treated using the intrinsic and extrinsic parameters provided in
the dataset. Consequently, a similar footprint reference frame is obtained such as the frame provided
by the robots in this work. This manual adjustment was necessary to simulate the translation needed
to align the coordinate frame of the image with the environment, as described in Section 4.1.

Since the proposed approach requires a complete model for each piece of furniture, which were
not provided by the dataset, it was not possible to match the graphs generated to a given piece of
furniture. However, the approach has worked as expected (Figure 17).
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7. Conclusions and Future Work

This study proposed a graph representation useful for detecting and recognizing furniture using
autonomous mobile robots. These graphs are composed of geometrical components, where each
geometrical component corresponds roughly to a different part of a given piece of furniture. At this
stage of our proposal, only three different types of geometrical components were considered; horizontal
planes, vertical planes and the poles. A fast and linear method for extraction of geometrical
components has been presented to deal with 3D data from the scenes. Additionally, similarity metrics
have been proposed in order to compare the geometrical components and the graphs between the
models in the learned set and the scenes. Our graph representation allows performing a directed
search when comparing the graphs. To validate our approach, evaluations were performed on
house-like environments.

Two different environments were tested with two different robots provided with different brands
of RGB-D cameras. The environments presented the same type of furniture, but not completely the
same instances; and robots had their RGB-D camera in the head to provide a similar point of view to a
human. These preliminary evaluations have proven the efficiency of the presented approach.

As future work, other geometrical components (spheres and cylinders) and other characteristics
will be added and assessed to improve our proposal. Furthermore, other types of furniture will be
evaluated using our proposal.

It will be desirable to bring the robots to a real house environment to test their performance.
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Abstract: The robotic mapping problem, which consists in providing a spatial model of the
environment to a robot, is a research topic with a wide range of applications. One important challenge
of this problem is to obtain a map that is information-rich (i.e., a map that preserves main structures
of the environment and object shapes) yet still has a low memory cost. Point clouds offer a highly
descriptive and information-rich environmental representation; accordingly, many algorithms have
been developed to approximate point clouds and lower the memory cost. In recent years, approaches
using basic and “simple” (i.e., using only planes or spheres) geometric entities for approximating
point clouds have been shown to provide accurate representations at low memory cost. However,
a better approximation can be implemented if more complex geometric entities are used. In the
present paper, a new object-mapping algorithm is introduced for approximating point clouds with
multiple ellipsoids and other quadratic surfaces. We show that this algorithm creates maps that are
rich in information yet low in memory cost and have features suitable for other robotics problems
such as navigation and pose estimation.

Keywords: object mapping; Geometric Algebra; Differential Evolution

1. Introduction

Many algorithms have been developed for the robotic mapping problem [1], which arises when a
robot is provided with a spatial model of the environment. Unlike many 3D reconstruction algorithms
that use interpolation to obtain the best object rendering, the principal aim of robotic mapping is to
create maps that are rich in information and low in memory cost. The environment and objects could
be acquired through 3D sensor like Laser Rangefinder or multiples camera view with algorithms like
Structure from Motion [2]. With these techniques we obtain dense point clouds.

On the one hand, there exist 3D mapping algorithms, e.g., Simultaneous Localization and Mapping
(SLAM), that model key point maps. The principal features of such algorithms are representations
with low memory cost and ease of use. However, the maps are not information-rich; consequently,
such algorithms cannot be used in many applications, such as object manipulation and aerial navigation.
On the other hand, many algorithms create extensive object representations as 3D reconstructions
based on the Radial Basis Function (RBF) [3] or other functions [4], resulting in richer information
maps, albeit at a high memory cost; additionally, such algorithms are difficult to use. Finding a good
balance between representation and memory cost is an important current research topic.

In the last decade, algorithms based on object mapping with geometric entities have become very
popular for many applications [1], such as urban and office environment mapping. Object mapping
refers to algorithms that approximate the volume shape of a point cloud (it is to say approximate a
point cloud) with multiply geometric entities, this is analogous to use curve fitting in a regression
problem, but we use geometric entities to describe and preserve the volume shapes instead of functions
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because there is not dependent variables. The quality of the approximation could be measured using
the mean distance of the points to the geometric entity.

Geometric entities have been used before to approximate point clouds, for instance, we observe
the use of multiplanar representations [5] and spherical and linear representations [6–9]. Each of these
approaches fits the parameters of their geometric entities to obtain the best approximation of sensor
data. However, if more complex entities are used, we can obtain approximations of point clouds
with better accuracy, and using fewer entities than those obtained by using muliltiplanar, spherical or
linear representations.

In this paper, a new object-mapping algorithm is presented. This algorithm is capable of
approximating the point cloud with multiple ellipsoids and other quadratic surfaces such as spheres,
pairs of planes, and pseudocylinders, which allows us to reduce the number of geometric entities used
to represent the objects and complete scenes of the environment, this feature is shown in a controlled
experiment, but to automate this process a hierarchical clustering must be implemented, as discussed
in the future work section.

This algorithm can also be related to Hyperellipsoidal Neurons (HNs) [10] based on Geometric
Algebra (GA) [11], where every neuron is trained with k-means++ [12] and Differential Evolution
(DE) [13] for adapting the point cloud implicit surface.

In the following sections, we show that the multiellipsoidal mapping algorithm is capable of
creating information-rich maps with low memory cost and that the entities obtained with the algorithm
are even capable of deforming into other quadratic surfaces due to their representation in GA as
multivectors. The entities are described in GA; then, the map is suitable for developing new algorithms
that work in this algebra, such as path planning [14], pose estimation [15,16], and other tasks [17].

The paper is organized as follows. In Section 2, we introduce several mathematical and algorithmic
tools used in this paper. Section 3 presents the adaptation strategy of the ellipsoidal surfaces to a
point cloud. In Section 4, we explore various experiments to show the performance of the algorithm.
In Section 5, the differences from object-mapping algorithms based on function approximations are
discussed. Finally, conclusions are presented in Section 6, and in Section 7 we discuss the future work.

2. Mathematical Background

In this section, we introduce the mathematical framework of GA to represent the geometric entities.
We also introduce the basic notions of k-means++ and DE algorithms to optimize the representation.
The notation shown here will be used in the development of the proposed algorithm.

2.1. Geometric Algebra

GAs are Clifford Algebras [11,18] constructed over a bilinear form of the vector space Rp,q,r,
where (p, q, r) is the algebraic signature. This GA is denoted by Gp,q,r and it is an equivalent notation
for C�p,q,r(R). The elements that belong to this algebra are called multivectors. Let us denote by “◦”
the Clifford product, by “•” the inner product and by “∧” the outer product. Then, for two basis
vectors, (1) states the Clifford product behavior, where ei ∧ ej is a bivector or a 2-vector element; all
vectors in Rp,q,r are included in Gp,q,r as 1-vectors (a k-vector describe a multivector span by k basis
vectors). In addition, the properties of the bilinear form shown in (2) are present, where “·” is the
common dot product used in linear algebra, thus Rp,q,r ⊂ Gp,q,r.

ei ◦ ej =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ei ∧ ej if i �= j

1 if 1 ≤ i = j ≤ p
−1 if p < i = j ≤ q
0 if q < i = j ≤ r

(1)

a ◦ a = a • a = a · a, a ∈ R
p,q,r (2)
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GAs are associative and anticommutative algebras; additionally, due to the generality of the
Clifford product, many properties of other mathematical frameworks are present [11] such as
complex numbers, quaternions, and other Cayley-Dickson algebras, in addition to Pauli matrices and
spinor algebras.

Nevertheless, GAs are not only useful for integrating multiple mathematical frameworks but also
present attractive features for geometric entity representation. In a GA, multivectors by themselves
could represent geometric entities in their inner or outer product representation instead of the
traditional geometric locus. The importance of this feature is that the geometric entities, as well as
their operators, are represented as elements of the same algebra (both are represented as multivectors).

2.2. Hyperconformal Geometric Algebra

The most used GA is perhaps the Conformal Geometric Algebra (CGA) for the 3D case G4,1,
where the algebraic signature is (4, 1, 0), and its extension to n-dimensions Gn+1,1 to represent the
Rn vector space. In this algebra, it is possible to represent points, pairs of points, lines, planes,
circles and spheres. Many algorithms for robotics and machine vision [19], e.g., finding path
planning algorithms [14], pose estimation [15], structure extraction from motion [16], geometric
entity detection [6,7], and robotic mapping algorithms [8,9], have been developed with this algebra.

However, to use more complex geometric entities as algebra elements, other algebras must be used.
The GA G6,3 [20] is a generalization of G4,1, in which such geometric entities like ellipsoids, planes,
pair of planes, pseudocylinders, spheres and others deformed quadratic surfaces can be represented
as multivectors. In [10], G6,3 was extended to any dimension in the so-called Hyperconformal GA
(HGA) with a notation G2n,n for representing the vector space Rn. This algebra is constructed by using
a homogeneous stereographic projection in (3) over every coordinate. Figure 1 describes a graphical
representation of the projection.

Figure 1. Homogeneous stereographic projection.

The null basis are related to (3) by e0 = e+ + e− and e∞ = e+ − e− and they have the property
e2

0 = e2
∞ = 0. Given a three-dimensional space with basis (ex, ey, ez), the previous notation must be

extended. Consider that the stereographic projection is applied in every axis, e.g., the null basis of the
coordinate ex are denoted with e0x and e∞x.

xc = 2
x

x2 + 1
e1 +

x2 − 1
x2 + 1

e+ + e− = xe1 +
1
2

x2e∞ + e0 (3)

Hence, the entities in G6,3 can be calculated using the null basis. Let x = pxex + pyey + pzez be
a point in R3, the its representation in G6,3 is denoted by X as is shown in (4), where ei∞ is the point
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at infinity in the i homogeneous stereographic projection and e0 = 1/3(e0x + e0y + e0z) is the point
at zero.

X = pxex + pyey + pzez +
1
2
(p2

xe∞x + p2
ye∞y + p2

ze∞z) + e0 (4)

In G6,3, H denotes a 1-vector that represents an fixed-axes ellipsoid with center (cx, cy, cz) and
semiaxis (rx, ry, rz), as can be seen in (5), where e∞ = e∞z + e∞y + e∞z.

E =
cx

r2
x

ex +
cy

r2
y

ey +
cz

r2
z

ez +
1
2

(
c2

x
r2

x
+

c2
y

r2
y
+

c2
z

r2
z
− 1

)
e∞ +

1
r2

x
e0x +

1
r2

y
e0y +

1
r2

z
e0z (5)

These notations are different from the ones shown in [20], but already presented in [10].
Other geometric entities are derived from the ellipsoid, as shown in Table 1. In Section 3, this theory is
used to develop the optimization of the ellipsoidal surfaces.

Table 1. Geometric entities that can be represented by a deformed ellipsoid.

Entity Representation

Sphere S = E if rx = ry = rz
Pseudocylinder C = limri→∞ E, i ∈ {x, y, z}
Pair of planes Pp = limri ,rj→∞ E, i, j ∈ {x, y, z} and i �= j

2.3. k-Means Algorithm

The k-means algorithm is a popular algorithm for clustering and is frequently used in unsupervised
techniques. For a set of points P = {p1, p2, · · · , pn}, the k-means algorithm aims to find the partition
S = {S1, S2, · · · , Sk}with k ≤ n, as shown in (6), where ci is the centroid of the cluster Si.

S = argmin
S

k

∑
i=1

∑
p∈Si

p− c2
i (6)

For this paper, this optimization problem is solved using Lloyd’s algorithm with a variant of
initialization known as k-means++ [12].

2.4. Differential Evolution

DE is an evolutionary algorithm for multivariate functions optimization with many highly
successful applications [13]. DE proposes a set of Candidate Solutions (CS) that compete for the best
performance in the objective function f (·). In Figure 2, the basic DE scheme is described.

Figure 2. Differential Evolution scheme.

A CS is a vector whose elements match the variables in f (·). The population is randomly
initialized inside predefined bounds that limit the search space. Afterwards in the mutation process,
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a donor vector vi is calculated for every CS xi, by randomly selecting three different CSs, {r1, r2, r3}
and applying (7), where F is the mutation factor F ∈ [0, 2].

vi = r1 + F(r2 − r3) (7)

In the recombination process, the CS xi is recombined with the donor vector v in every dimension
j to obtain a new CS ui as is shown in (8), where rand() ∼ U[0, 1], and CR is the crossover rate.

ui(j) =

{
vi(j) if rand() ≤ CR
xi(j) if rand() > CR

(8)

Finally, in the selection process the new CS ui is compared to the actual CS xi, and use (9) (for a
minimization problem) to choose whether to keep the actual solution or replace it with the new one.

xi =

{
ui if f (ui) ≤ f (xi)

xi otherwise
(9)

The mutation, recombination, and selection function for a certain number of iterations is
continuously performed, and ultimately, the CS with the best performance in f (·) is returned.

3. Ellipsoidal Surfaces Optimization

In 2017, we presented the Hyperellipsoidal Neuron (HN) [10], where the neuron represents an
hyperellipsoidal decision surface. The HN is capable of deforming the decision surface into geometric
entities, such as a pair of planes, and spheres and pseudocylinders. In this paper, we use the same
propagation of the HN for representing the ellipsoidal surfaces.

We use the parametrization functions ψ1(·) and ψ2(·) defined in (10) and (11) respectively.

ψ1(x) =
[

x1, · · · , xn, 1,−1
2

x2
1, · · · ,−1

2
x2

n

]T
(10)

ψ2(E) =

[
c1

r2
1

, · · · ,
cn

r2
n

,−1
2

(
c2

1
r2

1
+ · · ·+ c2

n
r2

n
− 1

)
,

1
r2

1
, · · · ,

1
r2

n

]T

(11)

Note that the product ψ1(X)Tψ2(E) is a parameterization in R2n+1 of the the inner product in the
algebra G2n,n, and by the definition of an ellipsoid in the inner product null space, it is possible to
ensure that a point lies on the ellipsoid surface if ψ1(X)Tψ2(E) = 0.

In [10] was presented a training algorithm of HNs for classification. However, the aim of this
paper is not to classify points but to approximate surfaces of cloud points with ellipsoids. Hence,
in what follows, the development of a new training algorithm to solve the problem of obtaining object
maps of environments is presented.

Training Algorithm for 3D Mapping

Two sets of parameters, the center {cx, cy, cz} and the semi-axes {rx, ry, rz}, are adapted to
represent an ellipsoid. Similar to the case of RBF networks, the ellipsoid center is trained with
k-means++, taking the centroid of the cluster as the center of the ellipsoid. Then, for a point cloud with
n points {X1, X2, · · · , Xn}, k clusters {S1, S2, · · · , Sk} and k centroids {c1, c2, · · · , ck} for the ellipsoids
are found.

For training the semiaxes, the inner product of each point and ellipsoid ψ1(X)Tψ2(E) is minimized,
consequently the distance between the points and the ellipsoid surface is minimized. Additionally,
the volume of the ellipsoid, defined as V = 4

3 πrxryrz, must be penalized to avoid trivial solutions,
e.g., an ellipsoid contained all of the point cloud or a ellipsoid approximating just one point.

292



Appl. Sci. 2018, 8, 1239

Finally, the fitness function for the DE algorithm in (12) is designed, where every cluster Si,
calculated by k-means++, is used for adapting the semiaxes {rx, ry, rz} of an ellipsoid with center ci.
The first term penalizes the distance from every point in the cluster to the ellipsoid surface (outside or
inside) by applying the root mean square error (RMSE), and the second term penalizes the density of
each cluster Si by computing the ratio of the volume of the entity to the number of points contained in
Si, i.e., Si.

(rx, ry, rz) = arg min
(rx ,ry ,rz)

α

√
1
Si

∑
X∈Si

[ψ1(X)Tψ2(E)]2 +
4(1− α)

3Si
πrxryrz (12)

The free parameter α controls how much the ellipsoid can grow; α and the parameter k control
the granularity of the ellipsoidal map. The granularity refers to the number and size of the ellipsoids
that represent an object.

4. Experiments

To show the capabilities of the proposed algorithm, in this section, the results of experiments
are presented. For all of the following experiments, DE is used with parameter settings: F = 1.2
and CR = 0.7 and a fixed population of 10 particles and 50 iterations. The objective function has the
parameter α = 0.8, that was chosen heuristically for a good granularity balance. The point clouds are
provided by an SRI-500 Laser Rangefinder from Acuity Technologies capable of scanning 800,000 points
per second at distances of up to 500 feet (150 meters approximately).

4.1. Object Mapping

In experiment 1, as shown in Figure 3, the point cloud (left) is composed of 10,916 three-dimensional
points and the multiellipsoidal map (right) contains 150 ellipsoids.

Figure 3. Experiment 1.

Similarly, in experiment 2, shown in Figure 4, a map of a tree of 31,049 points is adapted with
400 ellipsoids. Notably, the ellipsoids that are on the floor of the approximation are projected onto the
2D plane defined by the x and y axes of the figure.
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Figure 4. Experiment 2.

In Figure 5, the results of experiment 3 are shown. This is an example of a person with opened
arms. As can be seen, concave areas are represented accurately by several ellipsoids. The point cloud
has 40,883 points, and the multiellipsoidal map contains only 350 ellipsoids.

Figure 5. Experiment 3.

In experiment 4 in Figure 6, a man is standing with his back toward the observer. The point cloud
is formed by 37,142 points, and the multiellipsoidal map contains 350 ellipsoids.
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Figure 6. Experiment 4.

In Figure 7, another human figure is considered, in this case, a man with open arms sitting in a
chair. The point cloud is formed by 42,272 points, and the multiellipsoidal map has 350 ellipsoids.

Figure 7. Experiment 5.

Summarizing these five experiments, it is observed that a good approximation and representation
of the objects are obtained even when a small number of ellipsoids is used. Table 2 shows the
memory cost. Consider a four-byte floating-point number; then, the memory cost of the cloud point
(three floating-point numbers for each point) and of the multiellipsoidal map (six floating-point
numbers for each ellipsoid) is calculated. Finally, a percentage cost of each map is shown, where it is
easy to observe that an information-rich map with low memory cost has been obtained.
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Table 2. Memory cost of the representation—part 1.

Experiment
Point Cloud Multiellipsoidal Map

Percentage Cost
Points Bytes Ellipsoids Bytes

Experiment 1 10,916 130,992 150 3600 2.7482%
Experiment 2 31,049 372,588 400 9600 2.5765%
Experiment 3 40,883 490,596 350 8400 1.7122%
Experiment 4 37,142 445,704 350 8400 1.8846%
Experiment 5 42,272 507,264 350 8400 1.6559%

4.2. Varying the Number of Ellipsoids

The percentage cost shown in Table 2 depends on the chosen number of ellipsoids (k). To show
how the representation changes with k, consider experiment 6 in Figure 8, where a point cloud of an
office chair is approximated with various numbers of ellipsoids. The number of ellipsoids that are
shown depends on the application.

Figure 8. Experiment 6.

4.3. Ellipsoid Deformation

Table 1 presents the geometric entities that can be obtained when an ellipsoid is deformed using
the GA framework. Figure 9 shows the results of experiment 7, where a trash can is approximated
with two ellipsoids. We use a threshold of four meters for deforming the ellipsoids. It can be observed
that an ellipsoid is deformed into a pseudocylinder for adapting all of the points of the sides of the
trash can; additionally, to represent the floor, another ellipsoid is deformed into a pair of planes.
This representation is very useful for robotic navigation; however, because a partition clustering
technique is used, the ellipsoid size is also controlled by the number of ellipsoids. For a more general
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way of segmenting, it is always possible to choose to change to a hierarchical clustering algorithm
which would allow us to obtain the mentioned deformations of the ellipsoids into pseudo cylinders or
pair of planes.

Figure 9. Experiment 7.

4.4. Environment Mapping

The multiellipsoidal mapping algorithm presented is useful for mapping not only for objects but
also environments. Figures 10 and 11 presents two experiments that show the proposed algorithm’s
capabilities for mapping environments. In Table 3, the memory cost of representing these environments
is shown.

Figure 10. Experiment 8.
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Figure 11. Experiment 9.

Table 3. Memory cost of the representation—part 2.

Experiment
Point Cloud Multiellipsoidal Map

Percentage Cost
Points Bytes Ellipsoids Bytes

Experiment 8 714,446 8,573,352 8880 213,120 2.4858%
Experiment 9 70,447 845,364 5920 142,080 16.8069%

4.5. Comparison to Spherical Mapping

Multiplanar mapping algorithms have been used for many applications such as urban mapping
and office-like environments representation; however, these algorithms are not suitable to mapping
free form objects. To solve this problem, dense multiplanar representations have been developed [5];
however, another problem then arises because, in such cases, the planes boundaries must be defined.

Spherical mapping [8,9] solves both problems by approximating the cloud point with spheres.
Because the proposed approach is an extension of the spherical mapping, both approaches are
empirically compared to show that ellipsoids can more accurately represent a point cloud.

Let us consider the model error for the point cloud of experiment 1. Let x ∈ Si represent the
points in the cluster Si and d be the closest to x three-dimensional points on the spherical or ellipsoidal
surface. Then, the RMSE defined by (13) is shown, where i is the number of the cluster. Figure 12
shows the ellipsoidal and spherical approximations with k = 100. The spherical mapping is created in
the exactly same way as ellipsoidal, except for adapting only one radius.

ei =

√
∑x∈Si

(d(x)− x)2

Si
(13)

In Figure 13, we present the histograms of error of the ellipsoidal and the spherical approaches.
In the left, the error ei calculated using Equation (13) of each ellipsoid is shown. In the same way, in the
right we have the calculated error for each sphere. In Table 4, their statistical measures are provided.
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Figure 12. Maps of experiment 10.

Figure 13. Errors of experiment 10.

Table 4. Errors of ellipsoidal and spherical approximations.

Approximation Mean STD Maximum Minimum Total

Ellipsoidal 0.2079 0.0451 0.3604 0.1351 20.7936
Spherical 0.2258 0.0540 0.4647 0.1475 22.5769
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Note that the multiellipsoidal mapping has a smaller error than the spherical representation due
to the degrees of freedom of the ellipsoid. Hence, in this experiment, it has been empirically shown
that the ellipsoidal mapping represents an improvement in the spherical mapping algorithm.

5. Discussion of Other Mapping Algorithms

In this section, the differences between mapping algorithms based on the approximation of
geometric entities and those based on function approximation are discussed; in particular, the difference
between the approximation of geometric entities represented in GA as multivectors [6–9] and
approximations of functions such as the Gaussian approximation with RBF networks [3] or generalized
distance functions [4].

5.1. The Best Approximation

Regarding the best approximation, the RBF is a successful technique because, in similarity with
the Multi-layer Perceptron, the universal approximation theorem [21] shows that RBF can be used for
approximating any free form object. However, there is no theorem that shows that planes, spheres,
and ellipsoids are in fact universal approximators. Consequently, it is possible to claim that the
approximation of functions will result in the best fit of the point cloud. This is a good property if the
application is point cloud interpolation.

5.2. Compactness and Heuristics

As can be seen, function approximation results in the best approximation; however, because
functions with the domain (−∞, ∞) are considered, such functions have to be bounded, and a heuristic
is needed to determine the plane position (and the points transformation) where the 3D function is
defined. This problem implies that more parameters for the approximation must be used. In contrast,
using geometric entities of GA, self-bounded entities such as spheres and ellipsoids and infinite entities
such as pseudocylinders, planes, and pairs of planes are obtained. Additionally, because all the entities
belong to the same algebra and the geometric locus is defined by their null space, heuristics to fix
the representation are not required. Hence, we conclude that geometric entities are useful for easy
implementation and compactness. We can also argue that the best information compression can be
obtained as shown in Tables 2–4.

5.3. The Best Mathematical Framework

For most robotic applications, obtaining the map is merely an initial step. Hence, it is important
that the map be suitable for subsequent tasks. In the case of functions, it is computationally expensive
to apply a rigid transformation as is needed in many applications. In contrast, geometric entities
represented by multivectors are suitable for such transformations, because the same operators can be
used in every entity. These features make GA suitable to pose estimation [15], movement estimation [16],
navigation over rough terrain [14], computation of inverse kinematics [22], object manipulation [23],
3D reconstruction of buildings [6], and other applications in computer graphics [24]. In conclusion,
the mapping algorithms based on GA offer a suitable framework for algorithms development.

6. Conclusions

In this paper, a new mapping algorithm based in G6,3 GA has been presented, capable of
adapting multiples ellipsoids to obtain an object representation that is more compact than the point
cloud. This multiellipsoidal mapping offers information-rich maps suitable for representation and
approximation at low memory cost. Furthermore, the use of the GA framework allows us to work with
an algebraic representation of ellipsoids that is capable of deforming the ellipsoids by themselves into
other quadratic surfaces, such as spheres, pair of planes and pseudocylinders; this feature is valuable
for robotic mapping.
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As our results show, compared to other object-mapping algorithms like multiplanar mapping [5]
and spherical volume registration [8,9], ellipsoids could adapt better free form objects. In the Section 5,
we discussed that in contrast to mapping algorithms based in RBF [3] or other functions [4], the ellipsoid
is an element of GA G6,3, and is hence easier to manipulate than functions. This property will provide
a better framework for other robotic tasks such as path planning and navigation.

7. Future Work

The proposed algorithm is strongly related to the clustering algorithms that segment the
cloud point to get other quadratic surfaces; a hierarchical clustering methodology is necessary.
This improvement will reduce the number of geometric entities. Consequently, no k parameter
should be found.

The presented algorithm can also be abstracted as a one-layer neural network consisting in
HNs. The extension of this neural network could be trained for on-line capabilities (e.g., trained with
Extended Kalman Filter), this could lead to a dynamic multielliptical mapping algorithm. Furthermore,
the parameters k and α were selected heuristically; for a better understanding of how these parameters
affect the granularity of the mapping algorithm, a new study has to be done.
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Featured Application: It is suitable for robots in the human-machine collaboration category,

especially service robots.

Abstract: In the human–machine interactive scene of the service robot, obstacle information and
destination information are both required, and both kinds of information need to be saved and used
at the same time. In order to solve this problem, this paper proposes a topological map construction
pipeline based on regional dynamic growth and a map representation method based on the conical
space model. Based on the metric map, the construction pipeline can initialize the region growth
point on the trajectory of the mobile robot. Next, the topological region is divided by the region
dynamic growth algorithm, the map structure is simplified by the minimum spanning tree, and the
similar region is merged by the region merging algorithm. After that, the parameter TM (topological
information in the map) and the parameter OM (occupied information in the map) are used to
represent the topological information and the occupied information. Finally, a topological map
represented by the colored picture is saved by converting to color information. It is highlighted
that the topological map construction pipeline is not limited by the structure of the environment,
and can be automatically adjusted according to the actual environment structure. What’s more,
the topological map representation method can save two kinds of map information at the same
time, which simplifies the map representation structure. The experimental results show that the
map construction method is flexible, and that resources such as calculation and storage are less
consumed. The map representation method is convenient to use and improves the efficiency of the
map in preservation.

Keywords: human–machine interactive navigation; mobile robot; topological map; regional growth

1. Introduction

Human–machine interactive navigation refers to the process through which machines and
operator cooperate with each other to control the movement of devices and realize interactive
navigation [1]. This type of navigation has been widely used in indoor service robots [2,3], self-driving
cars [4,5], automatic guided vehicles (AGV) [6,7], and so on [8,9]. Among them, the most important
part between the operator and machines is the map. The map needs to combine continuous spatial
environment information with human abstract intentions, and discover the relationships between
intentions and real spatial areas; finally, these connections are abstracted into a sequence of events
(that is, a topological map) [10].

Many researchers began to study topological maps very early. Nodes are jointly represented by
the sector feature of a laser and a proportional invariant feature of vision, which do not depend on
any artificial landmark, and the global location of robots in the process of map creation [11]. However,
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the laser sector feature is required in the intersection area among different channels, and the visual
feature is also required to be proportional invariant. Therefore, the application effect will be affected in
such large-scale and featureless scenarios as a living room. The final topological map is sparse, and
cannot achieve accurate navigation obstacle avoidance [12]. A self-organizing method of hierarchical
clustering (Map-TreeMaps) is proposed in [13]. Each unit of the map represents the structured data
of the tree, while the treemap method provides a global view of the local hierarchy. This method
enhances the generality of the construction of topological maps and solves the problem that some
environmental geometric structures are constrained. Similar to the Chow–Liu tree model in [14], as
long as the number of searching layers is big enough, various spatial structures can be detected and
clustered separately. In addition, the segmentation results can be easily optimized by thresholding the
weights of local subgraphs. Both methods abandon the details of the local subgraph, which makes it
difficult to achieve accurate navigation obstacle avoidance. An auxiliary graph is used to solve the
problem of local subgraph association in [15], which improves the efficiency of segmentation and
doesn‘t solve the problem of subgraph details.

Moreover, the above clustering segmentation cannot deal with large-scale and open space, which
is not human-friendly for human–machine interactive navigation. For example, in the application of
service robots, large living rooms and long corridors cannot be regarded as a region, but should be
divided into several regions according to the actual situation [16]. A novel and efficient method
for updating Voronoi diagrams was proposed in [17], which only updates those units that are
actually affected by the environment, and finally lower the number of visits and computing time. In
addition, a skeleton-based Voronoi diagram method is also proposed, which is particularly effective
for noise removal. A simultaneous location and mapping algorithm (VorSLAM) based on Voronoi
map representation is proposed in [18]. One of the basic features of this algorithm is that the features
correspond to the local map one by one, and each feature is associated with a local map defined on
the feature. This not only retains the details of the local map, it also alleviates the problem of large
scene segmentation by Voronoi partitioning. However, the Voronoi graph is based on the principle of
distance or special structure to divide the space, so that the area obtained is “basically the same size”,
and the special structure also limits the applicability of the algorithm.

From the research history of topological map construction, a generalized Voronoi map [19] and
spectral clustering [20] are the two main methods for topological map construction at present [21].
For example, a lightweight method is proposed to create maps by combining metric maps and
topological information in [22]. By combining the information of two maps, the robot can realize
autonomous navigation and obstacle avoidance in a large area. In paper [23], spectral clustering
and an extended Voronoi graph are used to construct a topological graph from a metric graph.
The specific idea is to use spectral clustering to segment the metric graph and get the center of the
cluster. After determining the first vertex, other vertices are established by an extended Voronoi graph,
and vertices are divided into connection points and tail nodes. Although the combination of two maps
achieves navigation avoidance, the difficulty of map preservation is increased; the combination of two
segmentation methods improves the efficiency and scope of application of topological segmentation,
and the redundancy and uncontrollability of segmentation results is coming, which easily leads to the
accumulation of topological vertices in some areas.

To solve the above problems, this paper proposes a novel pipeline of constructing a topological
map and an efficient way of expressing a topological map. The main contributions of this paper are
as follows:

• A complete system of building, saving, and loading topographic maps is proposed, which can
make the topographic maps readily applied.

• A topological segmentation method based on region dynamic growth is proposed, which makes
the region segmentation no longer limited by the geometrical structure of the environment, and
also more in line with the actual needs of human–machine interactive navigation.
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• A representation method of a topological map based on the conical space model is proposed,
which makes the map retain not only the information of the topological relationship, but also the
information regarding the obstacle occupied.

Finally, several comparative experiments are carried out in the Gazebo simulator provided by ROS
(Robot Operating System, ROS) and the author’s lab. The experimental results verify the effectiveness
of the proposed system and method. The overall block diagram of the topological map building system
is shown in Figure 1.
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Figure 1. The architecture of the topological map construction system.

2. Topological Map Construction Based on Regional Dynamic Growth

The process of building a topological map based on region dynamic growth is shown in the left
part of Figure 1. The system first randomly selects the initial growth point on the trajectory of the robot,
and then grows dynamically according to the control parameters. When the regional characteristics
meet the requirements, the growth will stop. This method is inspired by the spherical expansion of
voxel clusters in paper [24]. Then, after each region has grown, it will be segmented from the meter
map, and the color identification of the topological region will be established. The center of gravity of
the topological region will be used as the center of the region, and the neighborhood of the region will
be scanned. Finally, after all the topological areas have been established, the region adjustment part
will delete, merge, and grow the unqualified areas, and finally complete the construction of the whole
environment’s topological map.

2.1. Regional Growth Process

Based on the metric map and the trajectory of the robot, the map building system will randomly
initialize the region growing point on the trajectory (which is in the same coordinate system as the
metric map). It is worth mentioning that this point is not the final center of the region (also called the
topological vertex). Then, the circular growth of the region is achieved by using a circular scanner
with the same degree of growth in all directions on the plane, rather than depending on the geometric
structure or special characteristics of the environment.

There are several important parameters in the regional dynamic growth algorithm, which are
described below:

� ra: The points’ addition ratio in the circular scan, which refers to the ratio of qualified points in
each circular scan. It can prevent malformation, making the growth area approximately circular
or elliptical rather than elongated.

� ro: The obstacle ratio in the circular scan, which refers to the ratio of unqualified points to the
total qualified points in the convex hull region composed of qualified points in the added points
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and areas in each annular scanning. It can prevent the region from growing into a concave region,
and ensure the convexity of the topological region.

� rp: The points pass ratio of the topological region, which refers to the ratio of all the points in the
topological region to all the points in the circular region (ideal region). It can reflect the contrast
between the growth area and the ideal area in the current state. It is used to modify the growth
radius in real time, so its role is to prevent growth deficiency.

� Rw: The control weight of dynamic modification of the growth radius, which refers to the extent
of radius modification in each region.

The concept of the qualified point is mentioned above. If one of them is not satisfied, it is called
an unqualified point. The qualified point needs to satisfy all the following conditions:

1. The metric map area that corresponded to the point must be in a free space, and cannot be an
occupied space or an unknown space.

2. The topological map area corresponding to the point must be a non-topological identifier area,
which can only be a free space or a local area identifier.

3. Conditions 1 and 2 must be satisfied for all points through which the ray emitted from the region
vertex passes.

As the location of the robot’s trajectory must be free and can basically traverse the whole
environment, it is better to sample the growing points from the robot’s trajectory. Then, the main steps
of the region dynamic growth algorithm are as follows (Figure 2, the symbols in the Figure 2d will be
described later):

(1) Determine the growth point and scan all the adjacent points around the current region vertex in a
circular way.

(2) Rays from the growth point to each point were calculated using the Bresenham algorithm [25],
and all of the qualified points were screened.

(3) Calculate the convex hull after each qualified point is added using the Graham scanning
algorithm [26], and retain the point where the obstacle ratio satisfies the requirements.

(4) Add qualifying points to the topological area. At the same time, the points pass ratio and the
points add ratio in the current state are calculated. If the points’ addition ratio is less than
the threshold, the growth of the current region is exited, indicating that the region growth is
completed ahead of time. If the addition rate is normal, the points pass ratio will be used to
modify the maximum growth radius. The modified formula is shown in Equation (1):

Rt+1
max = Rt

max + Rw·rp·Rt
max (1)

where Rt
max is the maximum growth radius at the current time t, and Rt+1

max is the maximum
growth radius at the time t + 1.

After that, the regional dynamic growth algorithm will grow in other areas in the same way until
the topological area covers most of the environment.

The center of each region will be updated after the end of each region growth. This paper considers
that every topological region is an irregular convex polygon composed of convex hull points in the
region, and the polygon is approximately circular or elliptic, so the center of gravity of the polygon
can be used as a new center.

As shown in (d) of Figure 2, the polygon is considered to be composed of multiple triangles of
area S(S0, S1, S2, . . .), where pc represents a vertex and p0 p1, p1 p2, p2 p3, . . . represent the other two
points in triangles. Then, if the coordinates of three vertices of the triangle Δp1p2p3 are known:
p1(x1, y1),p2(x2, y2),p3(x3, y3), the common center of gravity coordinates can be obtained, as shown in
Equation (2).
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Figure 2. Main steps of the regional dynamic growth algorithm. (a) Growth state at a certain moment.
(b) The next moment is grown in a circular expansion manner to obtain adjacent candidate points. (c)
Remove the unqualified points in the adjacent candidate points. (d) Add qualified candidate points to
the topological region.

However, Equation (2) is not suitable for multi-triangle calculation, so the triangle area calculation
method is used in this paper. Firstly, the area of the triangle is calculated by vector cross-multiplication,
as shown in Equation (3). In addition, it is not necessary to consider whether the traversal order of the
three points is clockwise or counter-clockwise in the calculation process, because it can be cancelled in
the subsequent calculations. {

xg = x1+x2+x3
3

yg = y1+y2+y3
3

(2)

S =
(x2 − x1) ∗ (y3 − y1)− (x3 − x1) ∗ (y2 − y1)

2
(3)

Assuming that an irregular convex polygon is composed of n triangles, in which each triangle has
an area of Si and a center of gravity of Gi(xi, yi), the integral can be transformed into an accumulation
sum by using the formula for calculating the center of gravity of a planar thin plate, as shown in
Equation (4): ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

xg =

�
D

xdS

S =

n
∑

i=1
xiSi

n
∑

i=1
Si

yg =

�
D

ydS

S =

n
∑

i=1
yiSi

n
∑

i=1
Si

(4)

Then, in any irregular convex n polygon (p0, p1, p2, . . . , pn) with pi(xi, yi)(i = 0, 1, 2, 3, . . . , n) as
a vertex, it is divided into n triangles composed of a center point pc(xc, yc) as a vertex and any two
points pi. Then, the coordinates of the center of gravity of the polygon are calculated as shown in the
following Equation (5):
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x′ =

n
∑

i=1
(xc+xi+xi−1)Si

3
n
∑

i=1
Si

y′ =

n
∑

i=1
(yc+yi+yi−1)Si

3
n
∑

i=1
Si

(5)

Finally, the principal semi-axial length and the short semi-axis length of the region are calculated
by principal component analysis. The pseudo code of the regional dynamic growth algorithm is shown
in Algorithm 1.

Algorithm 1: Regional dynamic growth

Objectives: The growing point is regarded as a temporary topological vertex, and then all the neighboring
points are scanned annularly to select eligible points and add them to the current topological region.
Input: Growth point pc(x, y), maximum growth radius Rmax.
Output: Central point p′c of the topological region, radius R′new of the topological region.
1: initial growth radius r
2: initialization of eligible point set Pp= {}
3: initialization of unqualified point set Pf= {}
4: for (r = 1; r < Rmax; r ++)
5: Pt= {}
6: Pt ← ring scanner (pc, r)
7: for each pi in Pt

8: if (pi is failure)
9: Pf ← fail point filter (pi)
10: continue

11: Pr ← {}
12: Pr ← calculate the point at which ray ( pc → pi ) passes
13: if (Pr is failure)
14: Pf ← fail point filter(pi)
15: continue

16: Ph ← calculate the current convex hull (Pp, pi)
17: calculate the number of unqualified points containing Pf in convex hull Ph
18: if (obstacle ratio ra doesn’t satisfies the requirements)
19: Pf ← fail point filter (pi)
20: Pp ← Pt , and add a topological area identifier
21: if (addition rate ra satisfies the requirements)
22: R′max ←modify the growth radius (Rmax, rp, Rw)
23: Rmax ← R′max
24: else break

25: P′c ← recalculate the regional center (Pc, Pp)
26: R′new ← recalculate the radius information of the area (Pp)
27: return R′max, P′

2.2. Regional Adjustment Process

After the growth of the previous section, the whole environment will be divided into regions of
different sizes because of the dynamic growth. The small areas not only waste the vertex resources
of the topological map, but also cannot be used for the interactive navigation of the actual scene.
Therefore, it is necessary to merge small areas and optimize the topological map.

In order to improve the coverage of topographic maps, the region can be regenerated. During the
secondary growth process, if the radius of the current region is less than the threshold value and no
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new points are added, or the maximum radius of secondary growth is meeted, the growth process will
quit. The method is similar to regional growth in Section 2.1, which is not discussed here again.

In addition, the Kruskal algorithm is used to adjust the topological map before region merging,
and the minimum spanning tree form of the topological map is obtained, which further simplifies the
map structure.The next step is to merge some areas. The region merging algorithm first counts the
topological vertices that meet the merge requirements. It needs to satisfy the following two conditions:

1. The radius of the main vertex area is less than the threshold.
2. The total area of the merged area is less than the threshold.
3. The obstacle ratio of the merged area is less than the threshold.

Algorithm 2: Region Merging

Objectives: To merge small areas, delete the original topological vertices and generate new topological
vertices, and change the color identification of the topological area.
Input: Topological region vertex sequence set Pm to be merged.
Output: The status of this subarea merge: true means the merge was successful; false means no merge
occurred.
1: initialize the set of topological vertex ordinals Vcom = {} that need to be merged
2: initialize the point set Pcom= {} of the points contained in the merged region
3: initialize the point set Pf= {} of the disqualified points around the merged area
4: initialize the first vertex information ( pfirst ← P0

m ) of the merge process
5: calculate the weighted center coordinate pc ← Pm

6: calculate the average scan radius rc ← Pm

7: for r in [0, rc]

8: P ← loop traversal of all the points contained within the scan radius.
9: for Pi in P
10: if (Pi belongs to the topological area)
11: Pcom ← Pi
12: else Pf ← Pi
13: if (Pcom is empty)
14: return false

15: Ph ← calculate the current convex hull (Pcom)
16: calculate the number of unqualified points containing Pf in convex hull Ph
17: if (obstacle ratio ra doesn’t satisfies the requirements)
18: return false

19: delete all of the vertex information in Pm

20: Merge the vertex regions in Pm and add the region identifier at the same time
21: P′c ← recalculate the center of the area
22: rn ← recalculate the radius of the merged area
23: Add a new topological vertex (rn, P′c, Pcom)
24: return true

After the vertex numbers that need to be merged are obtained, the region merge can be performed.
The main steps are as follows:

(1) The points in the corresponding topological region of all the vertices are extracted, and the
qualified points (identical with the vertex color marker) and the failure points (different from the
vertex color) are counted.

(2) The convex hulls of qualified points are calculated, the unqualified points of convex hulls are
counted from the failure points, and the obstacle ratio is calculated. If the obstacle ratio is greater
than the threshold, then exit.

(3) If the obstacle ratio is less than the threshold, the region merging is carried out, the original vertex
is deleted, and a new vertex is established.
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The pseudo code of the algorithm is shown in Algorithm 2.

3. Topological Map Representation

The process of map preservation is shown in the block diagram on the right side of Figure 1, from
which it can be seen that the representation method of the topological map is a process of combining the
metric map with the topological map. The method is inspired by the ROS package [27], which expands
from a gray value to an RGB color, so that the occupied information and the topological information is
saved efficiently while saving and reusing the topological map. In this paper, the parameter TM and
the parameter OM are used to represent the topological information and the occupied information,
respectively; then, the information converter is used to convert the parameters into the RGB value
of the color picture, so that the obtained RGB value can not only be used to display and identify the
topology area in real time, but can also contribute to save the map information as a color image.

3.1. Online Representation of the Map

The metric map divides the space into a finite number of grid cells M= {m i|i = 0, 1, 2, . . . n},
each mi corresponding to an occupied variable. If the grid cell is completely occupied by “1” and is
not occupied as “0”, then p(mi = 1) or p(mi) indicates the possibility that the grid cell is occupied [28].
Therefore, the smallest unit of the metric is the grid cell, and a grid cell is represented by only
one variable.

This only represents the information-occupied obstacles; although it can achieve accurate
navigation and obstacle avoidance, it cannot achieve a higher level of control. For example, the
user tells the robot “I want to go to the kitchen!”, and the robot does not know how to perform unless
the robot knows the specific location of the kitchen [29]. In order to solve this problem, a scheme
combining the metric map and the topological map has been proposed.

A topological map is an environment representation method based on an adjacent graph, which
can be represented by an adjacency list structure. Similar to the concept of graphs, topological maps
have two basic elements: nodes (which are called vertices in this paper) and edges. Nodes represent
different locations that can be distinguished in the environment or various states of distinguishable
robots; edges represent relationships between nodes, such as distance or motion control commands.
Such representations have low storage requirements, and also support efficient path planning,
especially for large-scale unknown environments or outdoor environments.

In this paper, the vertices mainly include the position of the vertices, the vertex number, the
adjacent vertices, and so on. The edges mainly include starting and ending vertices, weights, etc. In
addition, metric maps and topological maps exist in the form of a “hierarchical map” in the framework
proposed in this paper. The two maps interact with each other, learn from each other, and complement
each other, providing different map services for the system.

3.2. Topological Map Preservation

The preservation of topological map is the process of integrating topological information and
occupied information to form RGB image information. In order to describe the two kinds of map
information conveniently, a conical space model is proposed, which is controlled by the parameter TM,
the parameter OM, and integer one. The height of the cone is determined by the integer one, and the
height is always one. The radius of the bottom surface of the cone is determined by the parameter
OM, and the value of the polar coordinates of the bottom surface is determined by the parameter TM,
which is inspired by the HSV color space theory [30]. An example process is shown in Figure 3 below.
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topological mapconical space model RGB color space

Figure 3. Topological map preservation process.

In the figure, the red line represents the conversion process of the topological information, the
green line represents the conversion process of the occupied information, and the blue line represents
the synthesis process between the two pieces of information. It should be noted that the relationship
between the grid cell and topological vertex is “many-to-one”, which means that a topological vertex
corresponds to multiple grid elements. In other words, multiple grid cells form a region, and a region
is represented by a topological vertex.

In the process of preservation, the information of the topological vertex is extracted from the
topological map firstly; then, the occupied information of the grid cell corresponding to the topological
vertex is found in the metric map, and the two pieces of information are converted into the parameters
TM and OM. In the conical space model, a cross-section can be obtained by these two parameters.
The cross-section represents the result of the synthesis of two kinds of information. However, such
information is still unusable, and needs to be converted again. The blue triangle cross-section is shown
in Figure 3. Therefore, the information converter is proposed to convert the cross-section information
into RGB information, which is often used in the field of vision. The RGB value is used to represent
a grid cell, and then each grid cell is operated in the same way. Finally, the color map containing
the topological information and occupancy information is saved. In the following, the TM and OM
parameters are explained in detail:

TM is measured by the angle, and the range of values is [0, 360]. It is calculated counterclockwise
from red. This value is used to represent the topological neighborhood, which can represent at most
360 topological neighborhoods. In order to show a higher degree of discrimination, values can be
taken at intervals, such as 20 color values for the identification of the topological region, and 18 kinds
of topological region identifiers can be used.

OM represents the degree of proximity to the spectral color, and the range of values is [0, 1]. This
value is used to represent whether the obstacle is occupied at a point in the map. The larger the value,
the greater the likelihood that there is an obstacle at that point; the smaller the value, the greater the
likelihood that the point may be free.

Then, in the beginning of topological map preservation, the occupied information and topological
information need to be converted. The conversion formulas are as shown in Equation (6):{

TM = a + b× Pi
OM = k× p(mi)

(6)

where a is the start value, b is the interval value, k is the certain coefficient, and a = 0, b = 20, k = 1 is
taken in the paper.
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After that, some intermediate variables should be computed from these two parameters, and
the formulas are shown in Equation (7), where V = 1 is taken in the paper. Then, with the help of
intermediate variables, the RGB information can be obtained by Equation (8):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

h =
⌊

TM
60

⌋
(mod6)

f = TM
60 − h

p = V × (1−OM)

q = V × (1− f ×OM)

g = V × (1− (1− f )×OM)

(7)

In addition, the yaml file and the picture in pgm format are used to save the metric map
traditionally, where the picture in pgm picture is a grayscale picture, and only the gray level data can
be saved. Therefore, the picture in ppm picture is used to save the topological map, because the picture
in ppm format can save RGB color data. Moreover, the ppm image format is divided into the ASCII
encoding format (file descriptor is P3) and the binary-encoding format (file descriptor is P6), because
the binary encoding format consumes less memory than the ASCII encoding format, so the binary
encoding format is used.

(R, G, B) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(255, g, p)
(q, 255, p)
(p, 255, g)
(p, q, 255)
(g, p, 255)
(255, p, q)

if h = 0
if h = 1
if h = 2
if h = 3
if h = 4
if h = 5

(8)

Except for the ppm image, a yaml file that contains the pixel coordinates of topological vertices,
adjacent vertices, and other information is also saved, and the details saved in this yaml file will be
explained in the next section. In order to simplify the calculation, in the following experiments, the
area indicated by red is occupied, the area indicated by green is free and the area indicated by blue
is unknown.

3.3. Topological Map Reading

The reading of the topological map means that the map file is parsed first, and then the obstacle
occupied information and topological information are restored. The reading process takes two steps:
reading the yaml file and the ppm image.

Here, to explain the contents of the yaml file, the file contains the following main parts:

� Image file path: Refers to the saved path of the ppm image file.
� Resolution: Refers to the resolution of the map, and is used to represent the scale of a pixel in the

real world, with a unit (meters/pixel).
� Origin: Refers to the two-dimensional (2D) pose of the lower left pixel in the map, as (x, y, yaw),

with yaw as the counter-clockwise rotation (yaw = 0 means no rotation). The yaw is ignored in
this paper.

� Free thresh: Pixels with an occupancy probability less than this threshold are considered
completely free.

� Occupied thresh: Pixels with an occupancy probability greater than this threshold are considered
completely occupied.

� Mode: The way the file is saved, which can be one of three values: trinary, scale, or raw. Trinary
is the default.

� Number of topological vertices.
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� Topological information: A series of lists that contain the pixel coordinates of topological vertices,
adjacent vertices, and other information (such as semantic information; this is empty in the paper).

In the map representation method proposed in this paper, the metric map is a two-dimensional
map, so the map coordinates, pixel coordinates, initial points, and other relationships can be shown in
Figure 4 below. In the image, different color regions represent different topological regions, and dark
color regions are more likely to be occupied.

pixel coordinate system

2-D map coordinate system

x axis
y axis

origin point
resolution,

meters/pixel

Figure 4. Relations between coordinate systems in the picture in ppm format.

Traditionally, the origin of the pixel coordinate system is in the upper left corner of the picture,
while the origin of the map coordinate system is in the center of the picture, and the pixel coordinates
of the center can be calculated by the origin point. Then, with the help of the resolution of the map, all
the pixels can be restored to grid cells.

In the first place, the pixel coordinates of the pixel points in the picture need to be converted into
map coordinates by the map coordinates of the lower left pixel, and the specific conversion formula is
as shown in Equation (9): {

xmap = xorign+ xpixel ∗ res
ymap= yorign+ hmap ∗ res −ypixel ∗ res

(9)

where (xpixel, ypixel) is the pixel coordinate, (xmap, ymap) is the map coordinate, res is the map
resolution, and hmap is the height of the map.

At the same time, the RGB image information in the ppm image file needs to be converted into
two parameters in the conical space model, and the conversion formula is shown in Equation (10).

V ← max(R, G, B)

OM ←
{

V−min(R,G,B)
V
0

if V �= 0
otherwise

TM ←

⎧⎪⎪⎨⎪⎪⎩
60(G−B)

V−min(R,G,B)
120+60(B−R)
V−min(R,G,B)
240+60(R−G)
V−min(R,G,B)

if V = R
if V = G
if V = B

(10)

where if TM < 0, then TM = TM + 360. After the above calculation, the final range of the three values
is: 0 ≤ V ≤ 1, 0 ≤ OM ≤ 1, 0 ≤ TM ≤ 360.

Afterwards, the topological information can be obtained from the parameter TM, and the
topological map is established. In addition, the occupied information of the point is read from
the parameter OM, and the metric map is established. In this way, the topological information and
occupied information can be completely recovered.
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4. Experiment and Result

Finally, several experiments will be carried out to illustrate the effectiveness of the proposed
algorithm and the rationality of the topological map representation method. Relevant experiments
were completed in the simulation environment, and the metric map was obtained by using the
gmapping algorithm [31].

In the Gazebo simulation environment, four environments were built representing an indoor
home, office, pillar, and open space. The experimental environment is shown in Figure 5. In the
experiment, the turtlebot2 robot equipped with a 2D laser sensor was used as an experimental
platform. All of the experiments were performed on a notebook with a memory 8G, i7 processor, and a
GTX1050 graphics card.

  
(a) indoor home (b) office 

 
(c) pillar (d) open space 

Figure 5. Simulation environment.

The first experiment was carried out in the indoor home environment, and each part of the whole
system was tested. The experimental results are shown in Figure 6, which includes the construction of
the metric map, the construction of the topological map, the adjustment of the topological map, and
the preservation of the topological map. These continuous processes truly implement the process of
topological mapping from build to save.

   

  

Figure 6. Topological map construction process.

In the following, relevant experiments were carried out in the office environment, pillar
environment, and open space. The results are shown in Figure 7, which shows the metric map
and topological map constructed in different environments. Among them, the growth radius is
between 1.2–3 m, the map resolution is 0.20 m, and the control weight is one.
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(a) office environment, where r =0.10, r =0.01, r =0.80 

  
(b) pillar environment, where r =0.12, r =0.05, r =0.70 

  
(c) open space, where r =0.13, r =0.06, r =0.65 

Figure 7. Occupied map (left) and its corresponding topological map (right).

The office environment consists of many small spaces and long corridors. It can be seen that
the map construction algorithm performs poorly at the door and the area is somewhat deformed.
However, in the latter two examples, the map construction algorithm is more perfect: the region is
more similar to the ellipse, and the dynamic growth and merging process makes the small region
fully covered.

Next, in the indoor environment, this paper chooses a special location (next to the dining table
in the living room) to build the map, and discusses the impact of these three parameters on the map
construction under the circumstances of changing the obstacle ratio, the point addition ratio, and the
points pass ratio. Here, the growth radius is set to 1.5 m, the map resolution is 0.2 m, and the control
value Rw is set to one. The details of regional growth are shown in Figure 8.

The obstacle ratio is to prevent the region from growing into a concave region, and ensure the
convexity of the topological region. As can be seen in group (a) of Figure 7, with the increase of the
obstacle ratio, the area will grow toward a small space (such as a door) next to it, and a few obstacle
points will be added continuously.

The points addition ratio prevents malformation, making the growth area approximately circular
or elliptical rather than elongated. It can be seen in group (a) of Figure 8 that when the point addition
ratio is too small or too large, it is easy to cause growth malformation or insufficient growth.

The points pass ratio can reflect the contrast between the growth area and the ideal area in the
current state. It is used to modify the growth radius in real time, so its role is to prevent growth
deficiency. When the growth area is far from the ideal area, it can make the region grow seriously. This
effect is well reflected in the (c) group, but it also destroys the convex nature of the area. Therefore, the
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above three parameters need to be adjusted according to the actual situation, and the topological map
will represent the environment better.

   
(a) r  = 0.01 r = 0.0  r = 0.  

   
(b) r =0.10 r =0. 0 r =0. 0 

   
(c) r =0.25 r =0.6 r =0.90 

Figure 8. The influence of three parameters on the construction of the topological map. (a) Impact of
changes in the obstacle ratio on the region. (b) Impact of changes in the point addition ratio on the
region. (c) Impact of changes in the points pass ratio on the region.

In addition, map resolution is another important factor affecting the construction of topological
maps. In the indoor home environment, a large number of experiments were carried out for different
resolutions in order to obtain an optimal topological map. Figure 9 shows the effect of map resolution
on topological map connectivity and occupancy.

Figure 9. The impact of map resolution on topological map construction.

Finally, topological maps built in the office environment, pillar environment, and open space are
saved, as shown in Figure 10. Experiments show that the topological map representation proposed in
this paper can save the occupied information and topological information well.
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Figure 10. Topological maps saved in three environments.

What’s more, the system proposed in this paper was integrated into the turtlebot2 equipped
with the hokuyo laser sensor and NVidia TK1, and the topological map construction was successfully
completed in the author’s laboratory, refer to the Supplementary Materials. This experiment proves
the practicality of the pipeline proposed in this paper on mobile platforms such as service robots. The
configuration and map of the turtlebot2 experimental system is shown in Figure 11.

 

Figure 11. Setup of the turtlebot2 experiments and maps.

Not only is the topological map construction method not limited by the environment geometry,
but the topological map preservation method can also simultaneously save the occupied information
and topological information to achieve the map conditions required for accurate navigation. In
order to better illustrate that, Table 1 summarizes some of the information about the topological map
creation in various environments. As can be seen from the table, the topological map can cover the
entire environment, and the more complex the environment, the more topological vertices the map
construction method will use to describe it. Although the topological map storage requirements
are larger than the metric maps, more information will be saved to provide the same precision
navigation environment.

Table 1. Topological map information for each scene.

Topological Map Information Storage Requirements (kB)

Number of Vertexes Occupied Ratio Metric Map Topological Map

Indoor (171.224 m2) 31 0.922444 36.0183 109.46
Office (115.389 m2) 22 0.985809 30.0172 91.27
Pillar (129.821 m2) 15 0.984625 20.0172 72.061

Open space (171.261 m2) 15 0.936123 16.0172 48.0853
Laboratory (277.999 m2) 16 0.883049 30.0181 90.0903

5. Conclusions

In this paper, a new framework for creating high-precision topological maps and efficient map
representations for diverse environments is presented. In various structured environments, the regional
dynamic growth algorithm proposed in this paper can divide the free space into multiple convex
regions, each forming a topological region to represent the environment. This greatly reduces the use
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requirements compared to the most advanced methods, and extends the range of use. The topological
map representation method proposed in this paper uses the parameter TM and the parameter OM of
the conical space model to represent the occupation information and topological information of the
map efficiently, which satisfies the conditions of high-precision navigation.

Through a large number of experiments, the topological map construction method proposed in this
paper can construct a topological map that conforms to a specific environment without being limited by
the environment geometry. In addition, the topological map can be made to better describe the entire
environment by modifying the corresponding control parameters. It also verifies that the topological
map preservation method proposed in this paper can save the occupied information and topological
information at the same time by occupying a small amount of storage space. The universality
of the construction method and the efficiency of the preservation method provide conditions for
human–machine interactive navigation, so that the topological map can be truly applied in real life.

For the future research, since this paper only studies two-dimensional topological maps,
three-dimensional topological maps will be the direction of future work. In addition, the semantic
information of the actual scene can be added to the topological node to improve the robot’s
understanding of the actual environment.

6. Patents

A patent named “Human–machine interactive navigation system and method based on
brain–computer interface” is pending.

Supplementary Materials: A video is available online at https://youtu.be/XUidY4vnslU, Video title: A topology
map construction experiment based on dynamic growth algorithm.
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Featured Application: Navigation for a service robot with facial and gender recognition capabilities

in an indoor environment with static and dynamic obstacles.

Abstract: This paper investigates the use of an autonomous service robot in an indoor complex
environment, such as a hospital ward or a retirement home. This type of service robot not only needs
to plan and find paths around obstacles, but must also interact with caregivers or patients. This
study presents a type of service robot that combines the image from a 3D depth camera with infrared
sensors, and the inputs from multiple sonar sensors in an Adaptive Neuro-Fuzzy Inference System
(ANFIS)-based approach in path planning. In personal contacts, facial features are used to perform
person recognition in order to discriminate between staff, patients, or a stranger. In the case of staff,
the service robot can perform a follow-me function if requested. The robot can also use an additional
feature which is to classify the person’s gender. The purpose of facial and gender recognition includes
helping to present choices for suitable destinations to the user. Experiments were done in cramped
but open spaces, as well as confined passages scenarios, and in almost all cases, the autonomous
robots were able to reach their destinations.

Keywords: robot; obstacle avoidance; facial and gender recognition

1. Introduction

Today’s workers in care-taking facilities have their hands full taking care of patients, thus require
help for everyday routines. There are many branches of investigation into using machines to help out
with daily routines in the health-care industry, such as gesture recognition [1], or pedestrian movement
prediction [2]. We choose to investigation helpful tasks, such as delivering proper medicines to target
patients, or helping to carry heavy loads in follow-me mode, performed by an autonomous robot
with face and gender recognition abilities. For these purposes, this paper presents a tri-wheeled
autonomous service robot equipped with a camera, an RGB-Depth (RGB is acronym for Red, Green,
and Blue) sensor, and sonar sensors. It has built-in facial recognition ability, ability to separate staff or
patients from visitors, and it can also distinguish the gender of a visitor for record-keeping purposes.
By recognizing staff, it can offer the staff functions not available to patients or visitors, such as the
follow-me function. By recognizing patients, it can help dispense the proper medication to each
individual patient. A possible scenario for this robot could be using it to dispense medicine to selected
patients who may be walking around the hallways. In navigation, it can avoid static as well as dynamic
obstacles while moving toward its objective, using a dual-level Adaptive Neuro-Fuzzy Inference
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System (ANFIS)-based fuzzy controller. It uses a depth-map to detect obstacles ahead, then uses image
processing techniques to extract information as input into an ANFIS-based fuzzy system for analysis in
order for the service to be able to avoid obstacles. The robot also incorporates sonar information using
another ANFIS-based fuzzy system when it determines that depth-map information is insufficient.

In 1998, Yamauchi and Schultz [3] proposed an idea to include extra distance sensors on robots,
such as laser distance sensors and ultrasound distance sensors. The distance sensors can aid in
detecting surrounding objects or obstacles in real time so that the robot can locate or correct itself
using known map data. However, the high costs of the precision sensors make them unsuitable for
popular use. Even though ultrasonic sensors are relatively cheap by comparison, their deviation of
errors is wider and they have detection blind spots; the detection distance is only proportional to the
volume of the sound generator. Prahlad [4] proposed a driver-less car that has face detection and
tracking capabilities. Similarly, we added onto our architecture the ability to perform face and gender
recognition. Correa [5] proposed the development of a sensing system in an indoor environment,
allowing the robot to have autonomous navigation and the ability for identification of its environment.
His proposed system consisted of two parts: The first part is a reactive navigation system where the
robot uses the RGB-Depth sensor to receive depth information and uses the arrangement of obstacles as
the basis to determine the path to avoid the obstacles indoors; the second part uses an artificial neural
network to identify different configurations of the environment. Csaba [6] introduced an improved
version based on fuzzy rules. His system uses 16 rules, three inputs and one output, one Mamdani-type
fuzzy controller, and obtained acceptable results in real-time experiments. In 2016, Algredo-Badillo [7]
presented the possibility of a fuzzy control system, with the output from depth sensor as its input, for
an autonomous wheelchair as a possible design. In 2018, de Silva [8] and Jin et al. [9] show that fusion
of data from multiple sensors can perform better than a single sensor for a driver-less vehicle.

Our study builds an autonomous robot with a camera, a RGB-depth sensor, and sonar sensors.
Prior to moving, the robot scans the entire room with a pre-trained pedestrian classifier in order to
determine if a targetable person or persons exist that need to be tracked. If the robot locates its target
and moves toward the person, the person’s face is located and facial and gender recognitions would
be performed simultaneously in order to determine if the target person’s identity is in the database or
if the person is a stranger. While moving, the dual sensor inputs to the fuzzy-based real-time obstacle
avoidance system are used for path planning. The target person can then input target location and
follows the robot or activates the robot’s follow-me function instead. Using the follow-me function, the
robot can help carry heavy loads for the user. The flowchart of the system is shown below in Figure 1.
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Figure 1. The system flowchart.
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2. Method

2.1. Facial Recognition

We used OpenCV’s LPBH (Local Binary Patterns Histogram) face recognizer method [10],
which uses Local Binary Patterns Histogram as descriptors. It has shown to work better than the
EigenFaces [11] or the FisherFaces [12] face recognizer methods under different environments and
lighting conditions, and can reach an accuracy rate of more than 94% when 10 or more faces per person
are used during its training [13]. The training and testing datasets were taken from Aberdeen [14],
GUFD [15], and Utrecht ECVP [16]. Pictures of laboratory personnel were later insert into the training
dataset. The purpose of adding face and gender recognition is so that the robot can locate an assigned
target or targets, then performs its assigned tasks accordingly. The flowchart for face and gender
recognition is shown in Figure 2.
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Figure 2. Facial and gender recognition flowchart.

2.2. Gender Recognition

In the gender identification part, the features with higher classification accuracy are selected from
LBP [17] and HOG (Histogram of Oriented Gradients) [18] of different scales, and then screened using
p-values before being combined. The advantage of this method is that it uses the differences between
LBP and HOG methods of calculation to increase the classification accuracy. Simple experiments show
that the results of combining both is higher than using either one alone. In addition, using the p-value
to filter can be used to pick out features that are more prominent, so that the number of classification
features required would be greatly reduced, and the time required for training or testing could also
be improved.

After p-value is used to filter the statistical values of the texture features of HOG and LBP, the
more robust features in the training samples are used to train a SVM (Support Vector Machine) [19]
model, which is used as the basis for the classification of the test samples. The training and testing
data were taken from the same online databases for facial recognition. We compared the accuracy rates
of LBP, HOG, and LPB + HOG + p-value filtering. The results are shown below in Table 1. The rate of
success of HOG + LBP + p-value filtering has reached 92.6%.

Table 1. Comparison of Gender Classification Accuracy Using Different Features.

Feature (s) Classification Accuracy Feature Points

LBP 91.8862% 2891
HOG 90.0464% 1548

LBP + HOG + p-value 92.6829% 1365
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2.3. Object Segmentation

Object segmentation is performed using map from the depth sensor. An example of depth map
vs. standard RGB camera is shown below in Figure 3.

 

Figure 3. Example of depth map vs. standard camera image.

A depth map includes all objects nears and far, and contains too much information for accurate
processing, so we decided that the threshold of the depth map should first be limited by a depth value
less or equal to 1.5 m. An example result is shown below in Figure 4:

 
(a) 

 
(b) 

 
(c) 

Figure 4. (a) Camera image, (b) depth map, (c) depth map threshold of 1.5 m.
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At this range, generally the obstacles tend to be at the bottom of the depth image. In order to
speed up the process, we extract the regions of interest (ROI) from the entire image by disregarding the
depth information from above the middle of the height of the image. This is also to avoid the effects of
lighting from above. In Correa’s paper [5], he listed eight possible scenarios for obstacle arrangement;
where the scene is divided into five parts, and if any of the space is occupied by an obstacle then it is
marked, as shown in Figure 5. For example, the obstacle arrangement in Figure 4c is the scenario of
Figure 5d.

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 5. Correa’s eight obstacles scenarios. (a) No obstacle; (b) One obstacle at the far right; (c) Two
obstacles at the right, separated by a gap; (d) One obstacle at the far left; (e) Two obstacles at the left,
separated by a gap; (f) An obstacle at the middle; (g) Two obstacles at the far right and far left; (h) Three
obstacles separated by two gaps.

In the most likely cases are cases (f–h), scenarios where the robot uses Correa’s method randomly
move left or right, and can easily make the wrong decision. So instead of detecting obstacle arrangement
first before moving, we decided that the robot should actively seek gaps between obstacles while moving
in order to find the largest gap and judge if there is a chance to pass through. Figure 6 shows the various
gaps detected using this method. The proposed method would be more proactive than that proposed
by Correa.

Depth Map Gaps Detected 

  

  

  

Figure 6. Threshold depth maps and detected gaps.
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2.4. Robot Movements in the Presence of Obstacles

There are five possible commands for the robots to move: forward, toward left, toward right,
pause, and turn around. Forward command is issued when fuzzy analysis of the obstacles shows that
there is a gap in the middle that is passable. There is a necessary initial condition for the robot to move
forward: that within its depth sensor’s field-of-view, at least one passable gap exists. If this initial
condition does not exist, then the robot can turn around, move forward a little, then turn around again
in order to increase its field-of-view. The turn towards left command is issued if the fuzzy analysis of
the obstacles determines that there is a gap wide enough to pass and the center of the gap is toward
the left of the depth map, but it is not a hard right, rather at an angle that causes the robot to move
toward the center of the gap; similarly for the turn towards right command. The turnaround command
is issued when fuzzy analysis determines that there is no gap wide enough to pass through. The pause
command is issued if additional information from the sonar is required. The flowchart for obstacle
avoidance is shown below in Figure 7.
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Figure 7. The flowchart for robot’s obstacle avoidance.

2.5. ANFIS-Based Fuzzy System

ANFIS is the acronym for Adaptive Neuro-Fuzzy Inference System. An ANFIS [20] system
structure for two variables and two rules is shown in Figure 8, where

Rule 1: If input x is A1 and input y is B1,
Then f1 = p1x + q1y + r1.
Rule 2: If input x is A2 and input Y is B2,
Then f2 = p2x + q2y + r2.

Then the output f is a linear combine of weighted f1 and f2. In Figure 8, the first layer is input
layer, which contains the membership functions of variables. The second layer is the rule layer, which
gets fuzzy rules from the combinations of the membership function of each variable. The third layer is
the normalization layer, which normalizes the results from the previous layer. The fourth layer is the
inference layer. The fifth layer is output layer, which calculates the sum from previous layer’s output
values. De-fuzzification is then performed on the output.

In our system, there are two fuzzy systems, as shown in Figure 7, where the first system uses
depth map alone in determining whether a crossable gap exists between obstacles. In the second
system, where depth map alone is determined to be insufficient for accurate judgement of the closeness
of obstacles, the input from sonars are then used in addition to the depth map as inputs. In the
following subsections, we will discuss these two fuzzy systems.
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Figure 8. The ANFIS-based fuzzy system for two rules.

2.5.1. Fuzzy System Using Depth Map Alone

Because our RGB-Depth sensor is only accurate for obstacles up to 1.5 m away, there is a possibility
of mis-judging gap width, and that a crossable gap may be judged as not crossable. Therefore, this is
where the first fuzzy system is used to judge whether a gap is crossable. We use as input the value of
the depth map, and the absolute difference between the depth values of neighboring obstacles. COG
(Center of Gravity) is used as the de-fuzzification method. The 9 rules are shown in Table 2. The
threshold values of 400 and 700 were determined experimentally first.

Table 2. Fuzzy rules for using depth map alone.

1 When gap width is less than robot width, and the absolute depth difference between neighbors is less than
400, then output LOW.

2 When gap value is less than robot width, and the absolute depth difference between neighbors is between 400
and 700, then output LOW.

3 When gap value is less than robot width, and the absolute depth difference between neighbors is greater than
700, then output LOW.

4 When gap value is around robot width, and the absolute depth difference between neighbors is less than 400,
then output LOW.

5 When gap value is around robot width, and the absolute depth difference between neighbors is between 400
and 700, then output LOW.

6 When gap value is around robot width, and the absolute depth difference between neighbors is greater than
700, then output HIGH.

7 When gap value is greater than robot width, and the absolute depth difference between neighbors is less than
400, then output HIGH.

8 When gap value is greater than robot width, and the absolute depth difference between neighbors is between
400 and 700, then output HIGH.

9 When gap value is greater than robot value, and the absolute depth difference between neighbors is greater
than 700, then output HIGH.

An example using these rules is shown in Figure 9, where the gap value is 241, around the robot’s
width, and the depth difference between neighbors is 663; the 9 rows in Figure 9 represent inputs and
outputs for each of the 9 fuzzy rules. The bottom right graph is the visualization for the final output.
The red lines for the input columns are visual representation of the input values.
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Figure 9. An example of fuzzy-rules-based decision.

2.5.2. Combining Sensors

One drawback using the depth map is the problem that if the obstacles are too low and too close
to the robot, then they are undetectable by using the depth map alone. In this case, the sonars will be
activated as aid in obstacle-avoidance. However, judging how much weight should be given to the
depth map or the sonar map in order to yield the optimal map so as to find the largest available gap is
a problem. It requires solving the weights in Equation (1) at each instance of decision making:

(Result Map) = Wd * (Depth Map) + Ws * (Normalized Sonar Map) (1)

The field of research of combining sonar map with other sensors, such as depth map, is still an
area that requires exploration [21,22]. The sonar map can only be used for obstacles that are close,
so using the sonar map alone may cause the robot to spin continuously in order to acquire more
information. Because of this, our research uses the depth map to move the robot until it moves too
close to the gap or obstacles and determines that additional information would be required, then it
activates the sonar system in order to acquire the sonar map. There are eight sonar sensors installed in
a semi-circular fashion, as illustrated in Figure 10.

Figure 10. Placement of sonar sensors near our robot’s base.

However, the leftmost and rightmost sensors are not used because they seem to cause erroneous
decisions. The sonar signals are first normalized between 0 and 1.0, and it is determined that signal
strength less than 0.4 indicates that obstacles are close, while greater than 0.6 indicates that obstacles
are far away. If each of the six sonar signals are used as individual fuzzy inputs, then the system
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would become overly complicated. Therefore, in order to reduce the number of fuzzy rules, the signals
for the left three sensors are averaged into a single input, and the signals for the right three sensors
are averaged into another single input. This would effectively reduce the number of fuzzy rules.
We designed a total of 8 fuzzy rules for combining the sensors. They are listed in Table 3.

Table 3. Fuzzy rules for combining sensors.

1 If the gap within depth map is greater than robot width, and the left sonar input is high, and the right sonar
input is high, then Wd = 1.0 Ws = 0.0.

2 If the gap within depth map is greater than robot width, and the left sonar input is high, and the right sonar
input is low, then Wd = Ws = 0.5.

3 If the gap within depth map is greater than robot width, and the left sonar input is low, and the right sonar
input is high, then Wd = Ws = 0.5.

4 If the gap within depth map is greater than robot width, and the left sonar input is low, and the right sonar
input is low, then Wd = Ws = 0.5.

5 If the gap within depth map is less than robot width, and the left sonar input is low, and the right sonar input
is low then, Wd = 0.0, Ws = 0.5.

6 If the gap within depth map is less than robot width, and the left sonar input is high, and the right sonar
input is low then, Wd = Ws = 0.5.

7 If the gap within depth map is less than robot width, and the left sonar input is low, and the right sonar input
is low then, Wd = Ws = 0.5.

8 If the gap within depth map is less than robot width, and the left sonar input is high, and the right sonar
input is high then, Wd = Ws = 0.5.

An example of using these rules as shown in Figure 11, where gap width is around the robot’s
width, the normalized and averaged value for left sonar is 0.259, and the normalized and averaged
value for right sonar is 0.729. The eight rows in Figure 11 represents the inputs and outputs for the
8 rules. The red lines are symbolic representations of the input values.

 

Figure 11. An example of using fuzzy rules to combine sensors input.

Figure 12 shows the paths the robot takes when decisions are made based on using fuzzy rules to
combine sonar map and depth map versus using only the sonar map alone. In situations like this, we
can see the advantage of combining the inputs of sensors.
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Obstacle Robot

Sonar Alone

Sonar +
Depth Map

Figure 12. The path our robot takes when using sonars alone vs. combining sensors.

3. Experiment

3.1. Setup

The experimental robot is shown in Figure 13, with camera and RGB-Depth sensor on its top and
middle, respectively. The sonar sensors are located below. Its width is 381 mm, and it has a swing
radius of 26.7 cm. Its software is running on a laptop located in the middle.

 

Figure 13. The experimental robot.

The experiments are divided into 2 subsections. The first is the face recognition plus gender
determination. The second subsection is to test the obstacle avoidance capability of the robot. This
particular subsection is further divided into situations when the obstacles are static, and when the
obstacles are moving (e.g., pedestrians). These experiments were performed in real-time. These
experiments were performed in an area of about 7 m by 3 m, with office chairs as obstacles.

3.2. Face and Gender Recognition

In the first experiment, the robot is placed a little distance away from the human person. The
robot would adjust its orientation and distance to the human person so as to place the human face,
detected using Viola’s method [23], square in the middle of its field-of-view, and tracked using the
KLT feature tracker [24]. The training sample included 400 male photos and 300 female photos. The
test samples included 265 male photos and 227 female photos. The correct gender recognition rate
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was 92.6829%. Later, 10 photos of each laboratory personnel were added to the training set, and the
robot was able to perform on-line face recognition during the test, and recognize the human persons in
front as laboratory personnel and correctly classified their gender. After recognition and classification,
choices for destinations are then presented to the user via the monitor based on the result, including
a Follow-Me choice for lab workers. Examples of classification results are shown in Figure 14.

  
(a) Female Lab Worker (b) Male Lab Worker 

Figure 14. Examples of facial recognition and gender classification.

3.3. Obstacles Avoidance

3.3.1. Static Obstacle Avoidance

In the static obstacles experiment, the testing site is a hallway. The obstacles are placed along the
hallway, as shown in Figure 15.

 

Robot
Start

Robot
End

Figure 15. Static obstacles for the robot.

Sufficient gaps are left between the obstacles so that the robot should be able to reach its final
destination. The following plot, Figure 16, shows the path the robot took. The robot’s position was
recorded at an interval of every 10 s.

 

Figure 16. The path the robot took with positions taken at 10 s interval.

There are a total of 17 possible scenarios designed along the path that we think that the robot
would need to make critical decisions about whether to incorporate sonar sensors in its decisions. The
following figure, Figure 17, shows where each of the 17 scenarios, T1–T17, took place, and Table 4
shows the input values and the robot’s decisions for the 17 scenarios.
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Figure 17. The seventeen scenarios (T1–T17) where decisions of the robot were recorded.

Table 4. Sensors Inputs and Decision for Scenarios T1–T17.

Scenario
Left Obstacle
Depth Value

Right
Obstacle

Depth Value

Gap
Normalized to
Robot Width

Left Sonar
Normalized

Right Sonar
Normalized

Final
Decision

T1 N/A 317 1.41 1 1 Forward
T2 97.6 10,000 1.67 0.2 1 Right Turn
T3 N/A 106.3 1.20 0.8 0.44 Left Turn
T4 N/A N/A 0.0 0.22 0.22 Forward
T5 128.9 N/A 0.0 0.2 0.62 Right Turn
T6 122.1 125.6 1.64 0.4 0.4 Forward
T7 139.9 176.3 1.56 0.58 0.66 Forward
T8 272.2 N/A 2.24 0.4 0.36 Forward
T9 N/A N/A 0.0 0.3 0.22 Forward
T10 N/A 188.8 1.67 1 0.5 Forward
T11 163.0 160.3 1.05 0.5 0.38 Forward
T12 100.1 N/A 1.33 0.08 0.13 Right Turn
T13 193.1 1000.0 0.84 0.4 1 Right Turn
T14 163.5 196.4 0.83 0.54 0.4 Forward
T15 N/A N/A 0.0 0.04 0.22 Forward
T16 N/A N/A 0.0 0.22 0.22 Forward
T17 115.9 N/A 1.13 0.22 0.42 Right Turn

Figure 18 shows the fuzzy inputs and outputs at T1–T17.
Table 5 below illustrates the comparisons between our method, Correa’s method [3], and Csaba’s

method [4], using single-point analysis at each scenario point. Success is defined as being able to
avoid collision.

Table 5. Comparisons between Correa, Csaba, and our proposed method on T1–T17 scenarios.

Scenario Correa Csaba Our Method

T1 Fail! Success Success
T2 Fail! Fail! Success
T3 Fail! Success Success
T4 Success Success Success
T5 Fail! Fail! Success
T6 Fail! Fail! Success
T7 Success Success Success
T8 Success Success Success
T9 Success Success Success
T10 Fail! Success Success
T11 Success Success Success
T12 Fail! Success Success
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Table 5. Cont.

Scenario Correa Csaba Our Method

T13 Fail! Fail! Success
T14 Fail! Success Success
T15 Fail! Success Success
T16 Success Success Success
T17 Fail! Success Success
T1 Success Success Success

T1 
 

T2 
 

T3 
 

T4 

T5 
 

T6 
 

T7 
 

T8 

T9 
 

T10 
 

T11 
 

T12 

T13 
 

T14 
 

T15 
 

T16 

T17 

   

Figure 18. Fuzzy inputs and decisions for combining sensor maps at T1–T17.

3.3.2. Dynamic Obstacle Avoidance

Eleven scenarios were setup using one or two moving obstacles for this experiment. The obstacles
are to simulate pedestrians in a service environment, and none was the robot’s target. Table 6 illustrates
these scenarios.
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Table 6. Eleven scenarios for dynamic moving obstacles.

Scenario # Scenario

1 Single Obstacle Moving Towards the Robot
2 Single Obstacle Moving Fast from Right of the Robot
3 Single Obstacle Moving Slow from Right of the Robot
4 Single Obstacle Moving Fast from Left of the Robot
5 Single Obstacle Moving Slow from Left of the Robot
6 Dual Obstacles Moving Towards the Robot Then Separates
7 Dual Obstacles Moving From Left and Right of the Robot Then Crisscross
8 Dual Obstacles Moving From Left of the Robot At The Same Speed
9 Dual Obstacles Moving From Left of the Robot At Different Speeds
10 Dual Obstacles Moving From Right of the Robot At The Same Speed
11 Dual Obstacles Moving From Right of the Robot At Different Speeds

Figure 19 illustrates how the robot responded at each of these scenarios. The red line represents
the path of the robot, the blue line represents the path of the first obstacle, and orange line represents
the path of the second obstacle. Each dot represents sampled locations taken between fixed time
intervals. In each of these scenarios, except for the third, the robot was able to pass through the
obstacles and reach the other side. In the third scenario, the robot was able to avoid collision by
turning around.

   
(a) Scenario 1 (b) Scenario 2 (c) Scenario 3 

   
(d) Scenario 4 (e) Scenario 5 (f) Scenario 6 

   
(g) Scenario 7 (h) Scenario 8 (i) Scenario 9 

  

 

(j) Scenario 10 (k) Scenario 11  

Figure 19. The paths of the moving obstacles (blue, orange) and the robot (red) for the 11 scenarios.
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4. Discussion and Conclusions

In this paper, we presented a service robot with face recognition and gender classification abilities,
with accuracy reaching 92.68%. The service robot can perform different tasks based on the classification
results, such as activating the Follow-Me function for laboratory staff only. Possible uses of the robots
including delivering medicines to target patients, assist visitors to find patients, and other tasks. We
also developed a dual-level ANFIS-based fuzzy obstacle-avoidance system based on the inputs from
two different types of sensors: RGB-Depth and sonars. It is found that the obstacle-avoidance capability
using both types of sensors surpasses the performance of using just a single type sensor. We performed
the experiment testing the obstacle avoidance capability of the robot under both static and dynamic
environments and found that the robot can successfully maneuver around obstacles in almost all cases.
In the future, we hope to improve the robot’s navigation abilities by including advanced path planning
using indoor maps of the environment, or different hardware configurations for other purposes.
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Abstract: This paper focuses on one of the collision avoidance scenarios for unmanned aerial vehicles
(UAVs), where the UAV needs to avoid collision with the enemy UAV during its flying path to the goal
point. Such a type of problem is defined as the enemy avoidance problem in this paper. To deal with
this problem, a learning based framework is proposed. Under this framework, the enemy avoidance
problem is formulated as a Markov Decision Process (MDP), and the maneuver policies for the UAV
are learned based on a temporal-difference reinforcement learning method called Sarsa. To handle
the enemy avoidance problem in continuous state space, the Cerebellar Model Arithmetic Computer
(CMAC) function approximation technique is embodied in the proposed framework. Furthermore,
a hardware-in-the-loop (HITL) simulation environment is established. Simulation results show that
the UAV agent can learn a satisfying policy under the proposed framework. Comparing with the
random policy and the fixed-rule policy, the learned policy can achieve a far higher possibility in
reaching the goal point without colliding with the enemy UAV.

Keywords: enemy avoidance; reinforcement learning; decision making; hardware-in-the-loop
simulation; unmanned aerial vehicles

1. Introduction

Unmanned Aerial Vehicles (UAVs) have received considerable attention in many areas [1], such
as commercial, search and rescue, military, and so on. In the military area, there are applications
such as the surveillance [2,3], target tracking [4,5], target following [6,7], and so on. Among these
applications, collision avoidance is one of the most important concerns [8], especially in unsafe
environment. In such cases, a UAV should keep safe separation with various kinds of objects, such
as static obstacles [9,10], teammates [11], and moving enemies. The strategies toward different
approaching objects are different due to specific requirements in dealing with those objects. This
paper focuses on avoiding the collision with moving enemies. There are many researches on collision
avoidance problems. However, relatively fewer works are on the avoidance of moving enemies,
comparing with those on the avoidance of static obstacles and flying teammates. Furthermore, the
uncertain motion of enemies and the necessity to attack enemies create more challenges on the
avoidance of moving enemies than avoiding other objects. Besides, the mission of the UAV, such as
reaching a specific goal destination, should also be considered. Therefore, the avoidance of moving
enemies is a challenge problem, and such a problem is defined as the enemy avoidance problem in
this paper.

There are many approaches to handle the collision avoidance problem in different stages [12].
Many of those approaches rely on models for the dynamic of the environment and UAVs. However,
the accuracy of these models can sometimes greatly affect the performance of those methods. Moreover,
building these models is not easy work, and is even impractical. On the other hand, a complex model
means heavy computation load when making decisions. Therefore, learning methods are increasingly
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used in collision avoidance problems, which are based on collected data. However, most of these
learning methods are used to predict the effect of the decision, not directly used for the decision
making. Different from other learning methods, reinforcement learning is a very popular method
for sequential decision making problems [13]. It can learn to make decisions incrementally based
on feedback from the environment. Therefore, it can generate a good policy even if the models of
the environment are unknown. Since a sequence of appropriate actions are required to avoid the
enemy UAV, the enemy avoidance problem can be regarded as a sequential decision making problem.
Therefore, this paper proposes a framework which incorporates the reinforcement learning to deal
with the enemy avoidance problem.

Many methods for the collision avoidance problem discretize the state space to make decisions
[14,15]. However, this paper studies the enemy avoidance problem in continuous state space. Therefore,
the function approximation technique, which can handle continuous space, is also embodied in the
proposed framework.

As for the UAVs, most researches [16–18] focus on quadrotors rather than fixed-wing UAVs
in collision avoidance problems. However, the dynamics of quadrotors and fixed-wing UAVs are
different. In addition, the UAV in the enemy avoidance problem has the mission to reach the goal
point, and thereby needs to keep away from the enemy UAV and even attack enemy UAVs. In practical
application, the fixed-wing UAVs are more suitable for such a problem scenario for their better mission
fulfillment properties, such as higher endurance and greater speeds. Therefore, this paper focuses on
the enemy avoidance problem of fixed-wing UAVs.

Since learning the policy on the real UAV platform would bring about great consumption,
a hardware-in-the-loop (HITL) simulation system is constructed. With hardware-in-the-loop, the
simulation system can provide very consistent properties to that of the real environment, which highly
respects the kinecmatic and maneuver constraints of the UAVs. Furthermore, it saves the energy to
build a model for the related hardware, which is usually very hard to build accurately. Comparing
with the real UAV platform, the HITL simulation system can repeat the experiments as many times as
needed without worrying about UAV costs.

The contributions of this paper are summarized as follows.

(i) An interesting new problem called the enemy avoidance problem is defined, which can be a
good adding up scenario to the collision avoidance problem. The newly defined problem is
different from most of the existing collision avoidance problems, for it is to avoid the collision
with the enemy UAV rather than static obstacles or moving teammates.

(ii) A novel framework is proposed to learn the policy for the decision making UAV. The proposed
framework formulates the enemy avoidance problem as a Markov Decision Process (MDP)
problem, and solves the MDP problem by a temporal-difference reinforcement learning
method called Sarsa. The Cerebellar Model Arithmetic Computer (CMAC, [19]) technique
is also embodied in the proposed framework for the generalization of the continuous state
space. With this framework, such a decision making problem is transformed from the usual
computational problem to a learning problem. Besides, it can learn the policy with an unknown
environment model, and can make decisions based on continuous state space rather than discrete
ones like most existing works do.

(iii) A hardware-in-the-loop (HITL) simulation environment for the enemy avoidance problem is
constructed, which is used for the policy learning and policy testing experiments. Different from
the simulation environment in most of the existing works, this HITL simulation system saves a
lot of model designing trouble, and has better consistency to the real environment, such as the
environment noise. When comparing with real environment platforms, the HITL simulation
system has the advantage of saving experimental cost.

The remainder of this paper is outlined as follows. Section 2 gives some reviews on the related
literature. The enemy avoidance problems are presented in Section 3. The proposed framework for
the enemy avoidance problem is elaborated in Section 4. Section 5 details the construction of the
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hardware-in-the-loop simulation environment. Simulation experiments and results are illustrated in
Section 6. Finally, Section 7 concludes the whole work and discusses future works.

2. Literature Review

There are many researches on collision avoidance problems, and different methods are used to
solve different collision avoidance problems. Therefore, this section will give a summary about several
widely used methods in collision avoidance problems, as well as a comparison between our work and
these existing works.

One of the most widely used methods is to formulate the collision avoidance problem as an
optimization problem, while considering all kinds of constrains. Therefore, to avoid collision is to
solve the optimization problem with appropriate methods under different constrains. The work
in [20] formulates the collision avoidance problem as a convex optimization problem, and seeks for
a suitable control constraint set for participating UAV based on reachable sets and tubes for UAVs.
This method is limited to linear systems. The collision avoidance in work [21] is formulated as a
set of linear quadratic optimization problems, which are solved with an original geometric based
formulation. To handle flocking control with obstacle avoidance, work [22] proposes a UAV distributed
flocking control algorithm based on the modified multi-objective pigeon-inspired optimization (MPIO),
which considers both the hard constraints and the soft ones. Our previous works [23,24] formulate
the conflict avoidance problem as a nonlinear optimization problem, and then use different methods
to solve such an optimization problem. The work in [23] proposes a two-layered mechanism to
guarantee safe separation, which finds the optimal heading change solutions with the vectorized
stochastic parallel gradient descent-based method, and finds the optimal speed change solutions
with a mixed integer linear programming model. The work in [24] uses the stochastic parallel
gradient descent (SPGD) method to find the feasible initial solutions, and then uses the Sequential
quadratic programming (SQP) algorithm to compute the local optimal solution. Even for the obstacle
avoidance problem in other areas, the optimization methods are also used. For example, two swarm
based optimization techniques are used in work [25] to offer obstacle-avoidance path planning for
mobility-assisted localization in wireless sensor networks (WSN), which are grey wolf optimizer and
whale optimization algorithm. The main difference between the collision avoidance for UAVs and
the obstacle-avoidance path planning in WSN lies in the constrains and objective of the optimization
model. Usually, solving the optimization problem requires a lot of computation. Therefore, our work
does not formulate the enemy avoidance problem as an optimization problem, but formulates it as an
MDP problem and solves the MDP incrementally by interaction with the environment.

Another kind of method for solving collision avoidance problems is to predict the potential
collision with certain techniques. The work in [26] proposes an approach based on radio signal
strengths (RSS) measurements to obtain position estimation of the UAV, and to detect the potential
collisions based on the position estimations, and then to distribute the UAVs at different altitudes to
avoid collision. The work in [27] proposes a model-based learning algorithm that enables the agent to
learn an uncertainty-aware collision prediction model through deep neural networks, so as to avoid the
collision with unknown static obstacles. The work in [28] proposes a data-driven end-to-end motion
planing approach which helps the robot navigate to a desired target point while avoiding collisions
with static obstacles without the need of a global map. This approach is based on convolutional neural
networks (CNNs), and the robot is provided with expert demonstrations about navigation in a given
virtual training environment. One of the problems for such kind of methods is that high capacity
learning algorithms like deep learning tend to overfit when little training data is available. Therefore,
the work in [29] collects a lot of crash samples to build a dataset by crashing their drone 11,500 times.
The used data driven approach demonstrates such negative data is also crucial for learning how to
navigate without collision. However, to collect both positive data and negative data for prediction is
very costly. Different from these works, our work aims to obtain a policy with the proposed framework.
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The policy is a mapping from the state directly to the action, therefore, no prediction of the collision
is needed.

As reinforcement learning gains its popularity in decision making problems, there are works
that use different reinforcement learning to solve the collision avoidance problem. The work in [30]
proposes to combine Model Predictive Control (MPC) with reinforcement learning to learn obstacle
avoidance policies for the UAV in a simulation environment. In this method, the MPC is used
to generate data at the training time, and the deep neural network policies are trained with an
off-policy reinforcement learning method called guided policy search based on the generated data.
The work in [31] proposes a geometric reinforcement learning algorithm for UAV path planning,
which constructs a specific reward matrix to include the geometric distance and risk information. This
algorithm considers the obstacles as risk and builds a risk model for the obstacles, which is used in
constructing the reward matrix. The work in [32] models the UAV collision avoidance problem as a
Partially Observable Markov Decision Process (POMDP) and uses Monte Carlo Value Iteration (MCVI)
to solve the POMDPs, which can cope with high-dimensional continuous-state space in a collision
avoidance problem. The work in [33] formulates the problem of collision avoidance as an MDP and
a POMDP, and uses generic MDP/POMDP solvers to generate avoidance strategies. Though the
framework proposed in our work is also based on reinforcement learning, many details are different
from the these works. For example, this paper uses neither special data generating process, nor
complex reward function designing. Besides, the environment transition model is unknown in this
paper, and a different reinforcement learning method is adopted.

Another big difference between the existing works and our work is that the collision avoidance
problem in this paper is not exactly the same as those in previous works. First, the UAV in this paper
needs to avoid collision with a moving enemy UAV, not static obstacles [25] or teammates [11]. Besides,
the actions the UAV uses to avoid collision include both heading angle change and velocity change.
The work in [34] investigated strategies for multiple UAVs to avoid collision with moving obstacles,
which is a little similar with collision with enemy UAV. However, their work assumes all UAVs and
all obstacles have constant ground speeds, and the direction of the velocity vector of an obstacle is
constant. Therefore, they only consider change in direction of the UAV for collision avoidance, and
do not consider change in velocity of the UAV. Furthermore, this paper does not attempt to build an
environment model, but approximates it by continuous interaction with the environment. Similarlly,
work [35] also approximates the unmodeled dynamics of the environment, but it uses back propagation
neural networks and proposes a tree search algorithm to find the near optimal conflict avoidance
solutions. In addition, this paper considers continuous state space in the decision making process, not
the discrete one like many other related works do.

3. Problem Definition

We call the problem posed in this paper the enemy avoidance problem, which is different from
the usual collision avoidance problems or path planning problems. Before proposing methods to solve
this problem, we first give a detailed description for the enemy avoidance problem, as well as the
related assumptions and definitions.

3.1. Problem Description

For the convenience of the research, we define the enemy avoidance problem in a fixed region.
There are two UAVs flying toward each other in the region, namely the decision making UAV f and
the enemy UAV e. The fixed region is where the two UAVs may collide with each other. The decision
making UAV f enters the region from the left side, while the enemy UAV e enters the region from the
right side. Both UAVs are flying toward their own goal points. Let Gf and Ge denote the goal point
of the decision making UAV f and that of the enemy UAV e, respectively. The goal point Gf for the
decision making UAV f is located near the right edge of the region, while the goal point Ge for the
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enemy UAV e is located near the left edge of the region. Both goal points are on the middle line of the
region, as shown in Figure 1.

Figure 1. The enemy avoidance scenarios.

In such a region, there is no hovering requirement or taking off and landing requirements,
therefore the fixed-wing UAV can be easily applied in such problem settings.

The mission of the decision making UAV f is to reach the goal point Gf safely and with as little
cost as possible. However, the decision making UAV f and the enemy UAV e are flying in opposite
directions along the middle line of the region toward their own goal points, which poses the decision
making UAV f the danger of collision with the enemy UAV e. Therefore, the decision making UAV f
needs to avoid the enemy UAV e during its flight towards the goal point Gf . Ways to avoid collision
with the enemy UAV include changing the heading angle or the velocity, and attacking the enemy
UAV. Though changing the heading angle can let the decision making UAV avoid flying directly into
the enemy UAV if the the enemy UAV happens to be in the heading direction of the decision making
UAV, inappropriate heading angle change may make the decision making UAV fly too far away from
the goal point Gf . Similarly, changing the velocity at an appropriate time can also avoid collision
with the enemy UAV, such as accelerating to pass the enemy UAV before the collision or decelerating
to wait for the enemy UAV to pass. Successfully attacking the enemy UAV can also provide good
insurance for the decision making UAV to fulfill its mission. However, the attacking action may fail in
destroying the enemy UAV, and the decision making UAV suffers certain losses when using attacking
action. Therefore, the decision making UAV should not use the attacking action too often. To achieve
the mission requirements, the decision making UAV cannot use just one single avoiding action, but
should arrange all the actions in an appropriate sequence.

On the other hand, the enemy UAV simply flies toward the goal point Ge with constant velocity
and heading angle if the decision making UAV does not collide with it or attack it successfully.
The scenario is supposed to end as soon as the decision making UAV has collided with or successfully
attacked the enemy UAV, or the decision making UAV has reached the goal point Gf successfully or
has been out of the region.

To arrange an appropriate action sequence is the process of decision making, which is also the
main focus of this work. In decision making, such an action sequence is called the policy. Based on
the action chosen by the on-board agent at each decision making step, the decision making UAV can
adjust its flying attitude or attack the enemy UAV. The agent makes decisions based on both its own
information from its on-board sensor system and the enemy UAV’s information from the ground
station. The action executed by the decision making UAV makes the UAV changes its state in the
environment. On the other hand, the enemy UAV also updates its states in the environment and senses
its own states from the environment with its on-board sensor system. The ground station captures all
UAVs’ information, and then transmits the information to the decision making UAV. Figure 2 presents
the overall decision making process of the enemy avoidance problem. Therefore, how the decision
making agent uses the gathered information to make decisions for avoiding collision with the enemy
UAV is what this paper is going to solve. Furthermore, the time and the location at which the enemy
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UAV enters the region are not fixed each time. Therefore, the decision making ability of the decision
making UAV should be able to generalize to different enemy avoidance cases.

Figure 2. The decision making framework.

3.2. Assumptions and Definitions

At first, we need to make some assumptions about the posed enemy avoidance problem.

Assumption 1. The enemy UAV has constant desired velocity and desired heading angle, while the actual
velocity and heading angle of the enemy UAV oscillate a little around the desired ones.

Assumption 2. The decision making UAV can change its attitude and attack the enemy UAV during its flight
according to the action decided by the UAV agent.

Assumption 3. The heights of the UAVs are not considered. Therefore, all the distances in the problem are
simply computed by two dimensions.

Assumption 4. Each UAV obtains its own position and attitude (velocity and heading angle) with its on-board
sensor system. The decision making UAV can obtain information about all the UAVs through the ground station.

Assumption 5. There are no other UAVs in the region except the decision making UAV and the enemy UAV,
as well as no obstacles in the region.

In these assumptions, Assumptions 1 and 3 are used to simplify the enemy avoidance problem,
so that we can focus more on other more important factors in the enemy avoidance problem. The
researched results then can be used as the basis of more practical problems. With Assumption 5, this
paper can focus on the collision avoidance of the enemy UAV, and does not need to consider collision
with other UAVs and obstacles.

Furthermore, we give some definitions that will be used in solving the enemy avoidance problem.

Definition 1. (Distance). The distance between two points a = (xa, ya) and b = (xb, yb) is calculated with
the following equation:

dab =

√
(xa − xb)

2 + (ya − yb)
2 (1)

Definition 2. (Reaching Goal). A UAV f is regarded as having reached a goal G when the following condition
is satisfied:

d f g < rg (2)

where d f g denotes the distance between the UAV f and the goal point G, and rg is the specified goal radius.

Definition 3. (Collision). A UAV f is regarded as having collided with the enemy UAV e when the following
condition is satisfied:

d f e < rc (3)

where d f e denotes the distance between the UAV f and the enemy UAV e, and rc is the specified collision radius.
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Definition 4. (Attacking Probability). The success of an attacking action is defined by the attacking probability
P, which is specified by the following equation:

P = e1−
d f e
30 (4)

4. Problem Sovling

This paper proposes a new framework to solve the enemy avoidance problem, which formulates
the enemy avoidance problem as the Markov Decision Process (MDP) and learns the decision making
policy for the enemy avoidance problem based on reinforcement learning. Firstly, the detail of
formulating the enemy avoidance problem as the Markov Decision Process (MDP) is presented,
which is the basis of the reinforcement learning. Secondly, how to learn the policy based on a
temporal-difference reinforcement learning method called Sarsa is elaborated, as well as the embodied
function approximator called CMAC for the generalization of the continous state.

4.1. Formulate the Problem as the MDP

Reinforcement learning has been widely used in sequential decision making problems which are
formulated as the Markov Decision Process (MDP). Typically, an MDP comprises of four elements:
the state set S , the action set A, the transition function T , and the reward function R. When an
agent is in a state s ∈ S , it can choose an action a ∈ A according to a policy π. After executing
the action a, the agent will enter into the next state s′ ∈ S according to the transition function T ,
and will receive an immediate reward r according to the reward functionR. In this enemy avoidance
problem, the environment transition function T is unknown, and will be learned by interaction with
the environment. To formulate the enemy avoidance problem as the MDP, the state space S , the action
space A, and the reward functionR are defined as follows.

4.1.1. State Space

In this enemy avoidance problem, the design of the state space mainly considers the positions
and attitudes of the UAVs, as well as the position of the goal point Gf . However, these raw data are
not used directly as the state variables. Instead, higher-level variables based on these data are defined.
To be specific, the state space contains three sets of variables:

(i) Variables about the status of the decision making UAV f :

• v f : The velocity of the decision making UAV f .
• ψ f : The heading angle of the decision making UAV f .

(ii) Variables about the goal point Gf :

• d f g: The distance from the decision making UAV f to the goal point Gf .
• ωg: The angle between the north direction and the line from the decision making UAV f to

the goal point Gf .

(iii) Variables about the status of the enemy UAV e:

• ve: The velocity of the enemy UAV e.
• ψe: The heading angle of the enemy UAV e.
• d f e: The distance from the decision making UAV f to the enemy UAV e.
• ωe: The angle between the north direction and the line from the decision making UAV f to

the enemy UAV e.

As we can see, there are 8 state variables in total. Figure 3 illustrates these state variables.
The value ranges for all the velocity variables are [10, 20], while the value ranges for all the angle
variables are [0, 360). Suppose the length and width of the region are l and w, respectively. Thus,
the value ranges of all the distance variables are (0, d), where d =

√
l2 + w2. The reference frame is
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set in this way: the X axis points to the North, and the Y axis points to the East. Besides, the system
neglects the rotation and acceleration of the earth, and the earth is assumed to be flat.

Figure 3. The denotations for the state variables.

4.1.2. Action Space

At each decision making step, the agent needs to decide an action for execution, so as to change
the altitude of the decision making UAV. Six actions are defined in this paper: flying toward the goal,
accelerating, decelerating, increasing the heading angle, decreasing the heading angle, and attacking
the enemy. Denote these actions with A = {a0, a1, ..., a5}. Each action corresponds to a way to change
the desired attitude. The details are listed as follows.

• a0: Fly toward the goal straightly, while keeping the desired velocity as the same in the previous
step.

• a1: Increase the desired velocity with ΔV and fly with the same desired heading angle as the
previous step.

• a2: Decrease the desired velocity with ΔV and fly with the same desired heading angle as the
previous step.

• a3: Increase the desired heading angle with Δφ and fly with the same desired velocity as the
previous step.

• a4: Decrease the desired heading angle with Δφ and fly with the same desired velocity as the
previous step.

• a5: Attack the enemy UAV, while the desired attitude changes as that of a0.

The desired height is set with a fixed value h in all cases, for the flying height is not considered in
this problem.

4.1.3. Reward Function

There are two types of rewards in this enemy avoidance problem, denoted by r1 and r2,
respectively. The first type of reward r1 is the usual reward given at each decision making step,
which aims to encourage the agent to reach the goal point in as few steps as possible. The other reward
r2 is the reward given at the end of the episode for different ending reasons. There are four situations
that will end an episode. Denote these four situations by ST = {sT1, sT2, sT3, sT4}, which are defined as
follows.

• sT1: The decision making UAV has collided with the enemy UAV.
• sT2: The decision making UAV has reached the goal point.
• sT3: The decision making UAV has attacked the enemy UAV successfully.
• sT4: The decision making UAV has been out of the region.

Since the mission of the decision making UAV is to reach the goal point successfully, the agent
will be rewarded with a very big value when the mission is fulfilled. Cases that the decision making
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UAV needs to avoid, such as colliding with the enemy UAV or out of the region, should be punished.
Successfully attacking the enemy UAV can guarantee the fulfillment of the mission for the decision
making UAV, therefore it should be rewarded. However, since the attacking action is costly and may
fail, it will be better to limit the use of the attacking action. Considering this, a small punishment is
given when attacking action is used. Therefore, we define the reward r = r1 + r2, where r1 = −1, and
r2 is defined as below:

r2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

−20 a = a5;

−100 s = sT1;

−100 s = sT4;

2 s = sT3;

500 s = sT2.

(5)

4.2. Learning Policy with the Sarsa Method

In the first part of the new framework, the enemy avoidance problem has been formulated as an
MDP. For the second part of the new framework, the agent of the decision making UAV is allowed to
learn the policy based on the Sarsa reinforcement learning method.

There are mainly three classes of methods for solving the reinforcement learning problem [13]:
dynamic programming, Monte Carlo methods, and temporal-difference (TD) learning. Dynamic
programming methods require a complete and accurate model of the environment (the transition
function T ), while the Monte Carlo methods are not suitable for step-by-step incremental computation.
Only the temporal-difference methods require no model and are fully incremental. In the enemy
avoidance problem, the environment transition function T is unknown, and the policies need to be
learned by continuous interaction with the environment. Therefore, the temporal-difference methods
are more suitable for the enemy avoidance problem. As one of the temporal-difference reinforcement
learning methods, the Sarsa method is chosen to be used in the proposed framework to learn the policy
for the enemy avoidance problem.

Since the state space in the enemy avoidance problem is continuous, it is impractical to visit
each state with each action infinitely often. Therefore, certain function approximations are needed to
generalize the state space from relatively sparse interaction samples and with fewer variables than
there are states. In this paper, the CMAC (cerebellar model arithmetic computer, [19]) technique is also
embodied in the proposed framework to approximate the Q-value function when learning with the
Sarsa method.

The details of how the proposed framework embodies the Sarsa method and the CMAC function
approximator to learn the policy for the enemy avoidance problem are elaborated as follows.

4.2.1. Sarsa Method

The Sarsa method is an on-policy temporal-difference learning method, where the agent attempts
to update the policy that is used to make decisions for the decision making UAV f at the same time.
Different from most reinforcement learning methods where the main goal is to estimate the optimal
value function, the Sarsa agent learns an action-value function Q(s, a) rather than a state-value function
V(s). For the enemy avoidance problem, the Sarsa agent updates its action-value function Q(s, a) after
every transition from a state s ∈ S, where s is not an episode ending situation. That is to say, s /∈ ST . If
the state s′ ∈ ST , then Q(s′, a′) = 0.

The updating rule is given in Equation (6), where γ is the discount rate, and α is a step-size
parameter. Every element of the quintuple of the enemy avoidance events, (s, a, r, s′, a′), are used in
this updating rule. Such a quintuple makes up a transition from one state-action pair of the enemy
avoidance problem to the next, and therefore gives rise to the name Sarsa for the algorithm.

Q(s, a)← Q(s, a) + α(r + γQ(s′, a′ −Q(s, a)) (6)
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In the proposed framework, the Sarsa algorithm [13] is adapted into the enemy avoidance problem
for the agent to learn the policy, which is presented in Algorithm 1.

Algorithm 1 Sarsa Algorithm for the Enemy Avoidance Problem

1: Initialize Q(s, a) arbitrarily
2: for each episode do

3: Initialize s as all the UAVs having entered the problem region
4: Choose a ∈ A for s using policy derived from Q with ε−greedy
5: for each step of episode do

6: Take action a, observe r, s′

7: Choose a′ ∈ A for s′ using policy derived from Q with ε−greedy
8: Q(s, a)← Q(s, a) + α(r + γQ(s′, a′)−Q(s, a))
9: s ← s′; a ← a′

10: end for

11: until s ∈ ST
12: end for

4.2.2. CMAC Function Approximation

In the proposed framework for the enemy avoidance problem, the state space is continuous.
Therefore, the learning agent for the decision making UAV needs to use function approximation to
generalize from limited experienced states. With function approximation, the action-value function
Q(s, a) of the enemy avoidance problem is maintained in a parameterized functional form with
parameter vector

−→
θ . In this framework, the linear function form is used, as presented by Equation (7),

where
−→
φ (s,a) is the feature vector of the function approximation.

Q(s, a) =
−→
θ T−→φ (s,a) (7)

The CMAC (cerebellar model arithmetic computer, [19]) is one of those linear function
approximators, and thus is used to construct the feature vector

−→
φ (s,a) in the proposed framework. To

update the parameter vector
−→
θ , the gradient-descent method is adopted in the proposed framework

as well.
The CMAC discretizes the continuous state space of the enemy avoidance problem by laying

infinite axis-parallel tilings over all the eight state variables and then generalizes them via multiple
overlapping tilings with some offset. Each element of a tiling is called a tile, which is a binary feature,
as shown by Equation (8).

φ(s,a)(i) =

{
1 tile i is activated.

0 otherwise.
(8)

Therefore, the CMAC maintains Q(s, a) of the enemy avoidance problem in the following form:

Q(s, a) =
n

∑
i=1

θ(i)φ(s,a)(i) = ∑
i∈I(

−→
φ (s,a))

θ(i) (9)

where I(
−→
φ (s,a)) is the set of tiles that are activated by the pair (s, a) in the enemy avoidance problem,

whose tile values are 1.
The parameter vector

−→
θ is adjusted by the gradient-descent method, whose updating rule is

as follows: −→
θ t+1 =

−→
θ t + αδt (10)

where δt is the usual TD error,
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δt = rt+1 + γQt(st+1, at+1)−Qt(st, at) (11)

5. Simulation Environment

Since it is hard to build an accurate environment model for the enemy avoidance problem,
and the RL agent needs to approximate the environment model through continuous interaction with
the environment, this paper builds a hardware-in-the-loop (HITL) simulation system for the enemy
avoidance problem. In this HITL simulation system, the kinecmatic and dynamic of UAVs are modeled
by the X-plane simulators, while the maneuver and control properties of the system are confined by
the hardware controller called Pixhawk. With such a HITL simulation system, the simulation can be
more consistent to real flying, and can reduce the energy of building a complex environment model
and save the cost of a real flying test.

In this section, how the HITL simulation system is constructed will be detailed. After this,
the simulation process for an episode will be given.

5.1. System Construction

The X-plane flight simulator is used in this paper to simulate the flying dynamics of both the
decision making UAV and the enemy UAV, and each X-plane is controled by a Pixhawk (PX4) flight
controller. The Pixhawk is a hardware which is also used in controlling the real UAVs. In the simulation
system, there is a ground station which can broadcast the information of all the UAVs to every UAV.
The PX4 can control the flying of the UAVs according to the desired attitude. The desired attitude
is composed of the desired velocity, the desired heading angle, and the desired height. In each UAV,
there is an on-board sensor system which is used to sense the position and the attitude information
of the UAV. Besides, each UAV has an agent for the communication and the decision control. To be
specific, the agent for the decision making UAV has three modules: communication module, decision
making module, and translator module. The on-board sensor system sends the sensed information
to the agent through the communication module, while the communication module also sends the
received information to the ground station and receives the enemy UAV’s information from the ground
station. Based on all the information received by the communication module, the decision making
module then decides which action the decision making UAV should take, while the translator module
interprets the action into desired attitude and sends it to the PX4 for the UAV flying control. Since the
enemy UAV in this paper is assumed to fly towards the goal point Ge directly all along the process,
there is no decision making module in the enemy agent. Therefore, the enemy agent is composed of
two modules: communication and control module. The communication module of the enemy agent
has the same function as that of the agent for the decision making UAV. In the enemy agent, the control
module sends the desired attitude to the PX4, where the desired velocity and the desired height are
fixed at the initialization of the simulation, and the desired heading angle is calculated based on the
relationship between the goal point and the position of the enemy UAV.

The structure of the simulation system is illustrated by Figure 4.

Figure 4. The structure of the simulation system.
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Since another purpose of this paper is to explore the collision avoidance solution for the fixed-wing
UAV, the X-plane simulator is set to use the fixed-wing simulation model. The simulation environment
is shown as in Figure 5.

Figure 5. The simulation environment.

Beside receiving and sending the flying information of the UAVs, the ground control station also
needs to send commands to all the UAVs. With these commands, the simulation process can be well
controlled by the ground station.

5.2. Simulation Process

In order to collect as many samples as possible for the policy learning, the simulation should be
carried for many episodes. Each episode is run with the same process, as shown by Figure 6. There are
five steps for an episode, listed as follows.

(i) Both PX4s are set on the mission mode, so as to control the two UAVs to loiter around their own
loiter points outside of the region. The loiter points are send to the PX4 from the ground station
before the simulation begins.

(ii) The ground station sends a command asking all the UAVs to fly to their goal points. Both PX4s
are set to the offboard mode, so that the UAV agents can guide their own UAVs to fly towards
their goal points. In this stage, the agents use the simple-fly pattern to guide the flying of the
UAVs. In the simple-fly pattern, the desired heading angle of the UAV is the angle toward the
goal point directly, while the desired velocity and the desired height stay unchanged.

(iii) When both UAVs have entered the region for the enemy avoidance problem, the ground station
sends a command to inform both UAV agents that the new episode begins. Upon receiving
this command, the decision making agent changes into its decision making pattern from the
simple-fly pattern, during which the agent can either learn the policy with reinforcement
learning or make decisions with certain policy. On the other hand, the enemy agent still guide
the enemy UAV fly straightly toward its goal point Ge with simple-fly pattern during this stage.

(iv) When the simulation meets one of those ending conditions, the ground station sends a command
to both UAVs to inform the ending of the episode. Both PX4s are set back to the mission mode
after receiving this command from the ground station.

(v) Under the mission mode, both PX4s control their own UAVs fly back to their loiter points again,
since the loiter points remain as their next point in the mission mode. When both UAVs have
returned to their loiter points, the ground station sends the command to make both UAVs fly
into the region again for the start of the next episode.

348



Appl. Sci. 2019, 9, 669

Figure 6. The simulation process.

6. Implementation and Results

Based on the HITL simulation environment built in Section 5, the decision policy for the enemy
avoidance problem will be learned with the new framework constructed in Section 4. Furthermore,
a fixed-rule policy and a random policy are designed to compare with the policy learned by the Sarsa
based framework.

The experiment settings are as follows. The region for the enemy avoidance problem has a length
of l = 600 m and a width of w = 450 m. The outside loiter center of each UAV is 100 meters away from
the nearest region edge, and the loiter radium is 100 m. The goal point Gf is inside the region, which is
150 m away from the right edge of the region. The decision making UAV loiters around the goal point
Gf with a loiter radium of 50 m when it has arrived the goal point Gf , and the goal radius is rg = 100
m. The collision radius is rc = 40 m. Set ΔV = 1.0 m/s and Δφ = 5.0 degree.

6.1. Learning with the Sarsa Based Framework

First, we use the newly constructed framework based on the Sarsa method and the CMAC
function approximator to learn the policy for the enemy avoidance problem in the HITL simulation
environment.

As in reinforcement learning, the goal is to maximize the expected accumulate rewards, thus the
action-value function Q is an effective metric to measure the performance of the policy learning.

Considering the mission of the decision making UAV, it has to reach the goal point Gf successfully
as soon as possible. On the other hand, the number of steps that an episode lasts can partially indicates
how long it takes the decision making UAV to reach the goal point Gf . Therefore, the number of steps
for an episode can be used as a metric to measure the performance to some extend.

However, there are several ending reasons. It can take very few steps to end the episode if the
decision making UAV collides with or attacks the enemy UAV at a very early stage of an episode.
Therefore, the number of steps alone is not enough to measure the performance of the learning in the
enemy avoidance problem. To this end, the numbers of episodes that ending for different reasons are
calculated, so as to measure more accurately how the learning changes the episode ending reasons.

The experiment for learning the policy with the proposed framework has been run for
14,362 episodes. The related parameter settings are: ε = 0.01, α = 0.1, γ = 0, and the number
of tiles laid for each variable is n = 32. The results of the above three metrics are presented as follows.

Figure 7 illustrates how the Q -value changes with the increase of the episodes during the policy
learning process. The figure is drawn with data filtered by a window of 1000 episodes. From Figure 7,
it can be seen that the Q-value increases as the number of episodes increases, and becomes stable after
around 10,000 episodes.
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Figure 7. The Q-value for each episode in the policy learning.

Figure 8 shows how the number of steps for each episode changes as the number of policy
learning episodes increases. The figure is also drawn with data filtered by a window of 1000 episodes.
In Figure 8, the number of steps fluctuates very much at the beginning, but converges to a
relatively small number as the number of episodes increases, and it comes to a plateau after around
10,000 episodes.
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Figure 8. The number of steps for each episode in the policy learning.

Figure 9 presents how the accumulated numbers of different ending reasons change during the
policy learning process. From Figure 9, it can be see that the episodes are mostly ended for collision
with the enemy UAV at the initial period of the learning process. After about 1500 episodes, the number
of episodes ending for reaching the goal begins to increase rapidly, which surpasses those of other
ending reasons very soon. The number of episodes ending for successfully attacking the enemy UAV
has a rise from about the 4000th episode to about the 8000th episode, and surpasses the number of
episodes ending for collision with the enemy UAV during this period. Except for ending for reaching
the goal point, the numbers of other ending reasons all stop to increase after about 9000 episodes.
These results mean that the learning agent gradually learns to avoid the enemy UAV and attack the
enemy UAV, and then it learns to limit the usage of the attacking action, and finally it has learned a
very good policy to reach the goal point.
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Figure 9. The numbers of different ending reasons in the policy learning.

From the above results for three metrics, it can be seen that the policy learning process under the
proposed framework converges after about 10,000 episodes. Such episode number for converging is
a reflection of the sample complexity of this learning based method. The proposed framework is to
reduce the computation cost on the price of the sample complexity. However, such policy learning can
be done before the real-time decision making, while decision making depending on some computation
methods need to bear those computation costs at each real-time decision making step. Therefore,
the proposed framework still has its advantages on these points.

6.2. Designing Comparison Policies

In order to show the effectiveness of the policy learned by the Sarsa based framework, we design a
set of rules to guide the flying of the decision making UAV based on human experience, which is called
the fixed-rule policy. As a more baseline comparison, a random policy is also used for the comparison.
The detail of these two comparison policies are introduced in the following.

6.2.1. Fixed-Rule Policy

The fixed-rule policy is designed with human experience. It composes of several if-then rules.
At each decision making step, the agent examines the current state and decides which rule can be used.
The detail of the designed rules are listed as in Algorithm 2.

The designing of these rules aims at guiding the UAV flying toward the goal as straightforward
as possible and trying to avoid the enemy UAV at the same time. However, these if-then rules are very
simple ones due to the limitation of the human knowledge. Therefore, the hypothesis here is that the
Sarsa based framework can help the agent discover more latent rules to guide the flying of the decision
making UAV.
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Algorithm 2 Fixed-rule Policy

1: if the distance to the nearest enemy<100 m then

2: if decision steps from the last attacking action>10 decision steps then

3: execute the attacking action
4: else

5: fly to the goal
6: end if

7: else

8: if the enemy UAV in the flying direction (within 2.5 degree) then

9: if the enemy is on the right side then

10: increase the flying angle
11: else

12: decrease the flying angle
13: end if

14: else

15: fly to the goal
16: end if

17: end if

6.2.2. Random Policy

The purpose of designing this random policy is to set a fundamental baseline policy for the
effectiveness comparison of all other policies. The hypothesis is that those effective policies should all
have better performance than this random policy.

In this random policy, the agent chooses action at each decision making step randomly.
The probabilities of choosing each action are equal, so that no special favor is given to any action.

6.3. Policy Comparison Results

To test the effectiveness of the policy learned with the Sarsa based framework, another set of
experiments are carried on the same HITL simulation platform. For comparison, the fixed-rule policy
and the random policy are also tested with the same experimental settings. Each policy is run for
1200 episodes, and the results are summarized as follows.

Firstly, the numbers of steps taken in each episode for using different policies are compared in
Figure 10. The figure is drawn with data filtered with a window of 100 episodes. It can be seen that the
number of steps are stable in the testing process, no matter which policy is used. However, it takes
different numbers of steps to end an episode when different policies are used. Overall, the random
policy takes the least number of steps, while the policy learned with the Sarsa based framework takes
the most. Though more number of steps means more cost, it is also a reflection of higher possibility
to reach the goal point and better policy to avoid the enemy UAV. Such understanding is from the
following two aspects. First, the episode ending for reaching the goal point takes more steps than
the episode ending before reaching the goal point for other reasons, because of the longer distance.
On the other hand, it needs more steps to fly away to avoid the collision with the enemy UAV than to
fly straightly towards the goal. To more accurately show the performance of different policies, more
results are presented below.
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Figure 10. The steps of three policies.

6.3.1. Results of the Random Policy

Figure 11 illustrates how the numbers of episodes ending for different reasons change as the
number of the total episode increases under the random policy. From Figure 11, it can be seen that there
are mainly three ending reasons for these episodes, which are collision with the enemy UAV, reaching
the goal point successfully, and attacking the enemy UAV successfully. Besides, there is nearly no case
for flying out of the region. The number of the episodes ending for reaching the goal point increases
slowest among the three main ending reasons, while the episode number for successfully attacking of
the enemy UAV increases the quickest. This indicates that it is easier to end the episode by attacking
the enemy UAV. The reason for this should be that ending the episode by successfully attacking takes
only an attacking action as long as the attacking action is executed at a relatively near distance from
the enemy UAV. On the contrast, to reach the goal point successfully is much harder, for it needs to
avoid the moving enemy UAV by taking many decision steps in an appropriate sequence.
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Figure 11. The numbers of different ending reasons when using the random policy.

Figure 12 presents the total episode numbers of different ending reasons when the random policy
is used. It can be seen more clearly that the number of episodes ending for reaching the goal point is
smaller than those for the other two ending reasons (collision with the enemy UAV and attacking the
enemy UAV successfully). Therefore, the random policy is unable to guide the decision making UAV
to fulfill its mission very successful, and the results of this policy only reflect different challenges for
achieving different ending reasons.
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Figure 12. The total numbers of different ending reasons when using the random policy.

6.3.2. Results of the Fixed-Rule Policy

When the fixed-rule policy is used, the numbers of episodes ending with different reasons increase
during the testing process, as shown in Figure 13. Still, there are three main ending reasons, which are
collision with the enemy UAV, reaching the goal point successfully, and attacking the enemy UAV
successfully. The number of episodes ending for attacking the enemy UAV is less than that of collision
with the enemy UAV, while the number of the episodes ending for reaching the goal point successfully
is nearly equal to that of collision with the enemy UAV. Compared with the random policy, these results
show that the fixed-rule policy can reduce the unnecessary use of the attacking action, and can increase
the use of some effective enemy avoidance actions so as to increase the probability of reaching the goal
point successfully.
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Figure 13. The numbers of different ending reasons when using the fixed-rule policy.

Figure 14 gives the total number of episodes for each ending reason in the fixed-rule policy
experiment. Compared with that of the random policy, the fixed-rule policy can obviously reduce the
number of episodes ending for attacking the enemy UAV, but is not effective in reducing the number
of episodes for colliding with the enemy UAV.

354



Appl. Sci. 2019, 9, 669

Collision enemy Reaching goal Attacking Out region

Ending reasons

0

50

100

150

200

250

300

350

400

450

E
pi

so
de

 c
ou

nt
s

Different ending reasons under fixed-rule policy

Figure 14. The total numbers of different ending reasons when using the fixed-rule policy.

6.3.3. Results of the Sarsa Learned Policy

Finally, the policy learned with the Sarsa based framework is also tested in the platform. In this
experiment, the agent only takes action at each decision making step by following the learned policy,
without any further learning.

Figure 15 presents how the numbers of episodes ending for different reasons change when the
policy learned with the Sarsa based framework is adopted. Different from the other two policies,
there is only one main ending reason: reaching the goal point. The numbers of episodes ending for
both collision with the enemy UAV and attacking the enemy UAV are sharply reduced in the learned
policy, and can be neglected when compared with that of the reaching goal case. Obviously, the policy
learned with the Sarsa based framework can successfully guide the decision making UAV reaching the
goal point.
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Figure 15. The numbers of different ending reasons when using the policy learned with the Sarsa
based framework.

Figure 16 gives the total numbers of episodes ending for different reasons when the policy learned
with the Sarsa based framework is used. It can be seen that the number of episodes for collision with
the enemy UAV and the number of episodes for attacking the enemy UAV are both reduced to quite
small numbers, which indicates the effectiveness of the policy learned with the Sarsa based framework.
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Figure 16. The total numbers of different ending reasons when using the learned policy.

7. Conclusions and Future Work

In this paper, we have defined the enemy avoidance problem, which is quite different from
most collision avoidance problems. To solve the enemy avoidance problem, we have proposed a
new framework, which formulates the enemy avoidance problem as the Markov Decision Process,
and learns policy for the decision making UAV based on the Sarsa reinforcement learning method,
and generalizes the continuous state space with the CMAC function approximation technique.
Furthermore, we have constructed a HITL simulation system to learn the policy with the proposed
framework and to verify the effectiveness of different policies for the enemy avoidance problem.
The carried experiments show that the HITL simulation system is valid in presenting the enemy
avoidance problem, and also suitable for the RL based framework. The Sarsa based framework can
learn a satisfying policy for the enemy avoidance problem. Further experiments also show that the
policy learned with the Sarsa based framework outperforms both the random policy and the fixed-rule
policy in solving the enemy avoidance problem.

There are several advantages in our proposed method. Firstly, it does not require a mathematically
built environment model to be computed when making decisions. Secondly, it learns the policy off-line,
and the learned policy is a simple mapping from the state to the action. Therefore, little computation is
needed for the on-line decision making. Thirdly, the policy is learned in the continuous space, and
has good generalization ability. However, there are still some weaknesses in our proposed method.
Firstly, samples are needed for the learning, which could also be costly. Secondly, there are a lot of
simplifications in the researched problem, so inconsistency may occur if the method is applied directly
into some more practical real problems.

Therefore, some future works can be explored. Firstly, a more practical problem setting could be
studied. For example, equip the enemy UAV with more practical properties like changeable desired
attitude and the attacking ability, or extend the two dimensional problem into three dimensions, or add
noise like wind disturbance to the environment. Secondly, more efficient reinforcement learning
methods and even some other techniques could be applied, so as to shorten the learning process.
Thirdly, ways to combine the learning method with human experience could be explored, so as to
make use of human experience to facilitate the learning and to discover latent knowledge by agent
learning. Fourthly, methods which consider the collision with both obstacles and other UAVs would
be more useful in improving the autonomy of the UAVs, and therefore could be studied in the future.
Lastly, extending the problem to scenarios with more UAVs can be a very worth research area.
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Abstract: Trajectory prediction is currently attracting considerable attention. This paper proposes
geodesic trajectory planning with end-effector and joint constraints to predict the trajectory properties
of the end-effector, such as velocities, accelerations, and smoothness. The prediction of the trajectory
properties is independent of the joint trajectories. The prediction makes it possible to adjust the
trajectory properties in line with a light computational burden. To demonstrate the effectiveness of
the proposed method, experiments were conducted using the Efort robot. The experiments show that
the proposed method can predict the properties of the trajectory and modify the trajectory to meet
the constraints.

Keywords: predictable trajectory planning; geodesic; constrained motion

1. Introduction

There are growing interests in trajectory prediction. Trajectory prediction can be classified into
two kinds: trajectory prediction for future time and trajectory prediction for future tasks. Future actions
have been predicted for obstacle avoiding and trajectory re-planning [1,2]. Appropriate trajectories
for future tasks have been predicted by using machine learning [3,4]. Fast motion planning has been
obtained from experience. The transfer of previously optimized trajectories to a new situation cannot
be made in the joint space. Little attention has been paid to Cartesian trajectory prediction that predicts
the motion performed by the robot end-effector under joint velocity/acceleration constraints.

Many practical tasks impose constraints on robot motions, such as machining, welding, and
cutting and so on. RRT (rapidly-exploring random tree)/PRM (probabilistic roadmap)-based
approaches were used to plan the path with end-effector constraints [5–9]. The Cartesian positions
of the end-effector at the via-points were achieved, but the motions of the end-effector between via
points are not predictable, in view of the nonlinear effects introduced by the direct kinematics.

There are limits of joint positions, velocities, and accelerations. To obtain smooth motions, the joint
constraints should be bounded. Joint constraints are often met by optimizing appropriate objective
functions, such as keeping the joints close to their range centers [10], using the joint ranges in a
weighted pseudo-inversion [11], or defining an infinity norm to be minimized at the velocity levels [12].
However, this method did not track the assigned paths. Inverse kinematics was used to enable joint
velocity and acceleration not exceeding their limits [13], which was achieved by scaling the task time.
However, these methods cannot meet joint constraints.

Generally, there are three questions. (1) The motions of the end-effector between via points are
not predictable in trajectory planning with end-effector constraints. (2) There is no guarantee that the
end-effector will track the assigned paths in trajectory planning with joint constraints. (3) End-effector
constraints and joint constraints have seldom been considered simultaneously in the previous studies.
In this paper, we attempt to solve these problems.

Appl. Sci. 2018, 8, 2648; doi:10.3390/app8122648 www.mdpi.com/journal/applsci359
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Geodesic is an important concept in Riemannian geometry and can be used in robot trajectory
planning [14,15] and machine tool interpolation [16]. By selecting suitable Riemannian metrics and
local coordinates, the direct output of the proposed method is joint trajectories.

In this paper, we present a predictable trajectory planning with constraints using geodesics.
The end-effector position, velocities, and accelerations can be predicted without forward kinematics.
The prediction of end-effector motion properties can be obtained before the calculation of the geodesic
method. While tracking the constrained end-effector paths, the joint velocity/acceleration constraints
can be met by scaling the motion time. The trajectory based on this method is predictable and has a
light computational burden. Furthermore, the end-effector motions are of high precision.

This paper is organized as follows. The predictable trajectory planning with constraints is
presented in Section 2. Using null constraints and a virtual end-effector constraint, predictable linear
and circular trajectory planning are described in Section 3. Experiments using the Efort robot are
illustrated in Section 4. Finally, the conclusion is given.

2. Predictable Trajectory Planning with Constraints

2.1. Predictable Trajectory Planning with End-Effector Constraints

The robot end-effector moves under some constraints to accomplish some tasks in practical
applications. The end-effector position constraint H and orientation constraint F can be described by{

H(p) = 0
F(n, o, a) = 0

(1)

where p and
{

n o a
}

are the end-effector position and orientation respectively.
The end-effector trajectories in Cartesian space can be predicted without forward kinematics.

The prediction is independent of the joint trajectories and can be made before the calculation of the
proposed geodesic method. The prediction can adjust the end-effector motion properties and has light
computational burdens.

First of all, the corresponding Cartesian paths meet the end-effector constraints defined in
Equation (1). In Cartesian space, the end-effector moves the shortest paths that are usually not
linear paths. Because the linear paths may not satisfy the end-effector constraints the shapes of the
Cartesian paths are determined by the constraints.

Secondly, the Cartesian velocity is constant. Because the velocity of a geodesic is constant, the
velocity always equal to the initial velocity. The velocity of a geodesic trajectory v is

v =
Ld
tw

= v0, (2)

where Ld, tw and v0 are the path length, the motion time, and the initial velocity, respectively.
Because the velocity of a geodesic is constant, the end-effector performs a uniform curved motion.

The tangential acceleration is zero. The centripetal acceleration a is

a =
v2

r
, (3)

where r is the radius of the curvature of a geodesic path.
Finally, the joint and Cartesian trajectories are both smooth. Because the solutions of the geodesic

equations are C3 continuous [10], the joint trajectories are smooth as are the Cartesian trajectories.
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The joint trajectories are calculated by the geodesic method. The position and orientation are the
functions of the joint variables,

p = p(q1 · · · qk)

n = n(qk+1 · · · qn)

o = o(qk+1 · · · qn)

a = a(qk+1 · · · qn)

(4)

where qi are joint variables. By the implicit function theorem [17], there are qi0 and qj0 which are
derived from Equation (1)

qi0 = qi0(q1, · · · qi0−1, qi0+1, · · · qk0)

qj0 = qj0(qk0+1, · · · qj0−1, qj0+1, · · · qn)
(5)

The position and orientation vectors can be described as,

p = p(q1, · · · qi0−1, qi0+1, · · · qk0)

O ∼= n + o + a = O(qk0+1, · · · qj0−1, qj0+1, · · · qn)
(6)

In this way, the end-effector constraints are implicit in the position and orientation vector.
For simplicity, they can be denoted as,

ui =

{
qi, i ≤ i0 − 1

qi+1, k0 ≥ i ≥ i0 + 1

vi =

{
qk+i, i ≤ j0 − k0 − 1
qk+i+1, n ≥ i ≥ j0 + 1
p = (p1, p2, p3)

O = (O1, O2, O3)

(7)

Define Riemannian metrics as

dg = ∑
α,i,j

∂pα

∂ui

∂pα

∂uj
duiduj = ∑

i,j

dgijduiduj

og = ∑
α,i,j

∂Oα
∂vi

∂Oα
∂vj

dvidvj = ∑
i,j

ogijdvidvj
(8)

where dui is the differential of ui, and Σα,i,j is the summation notation with the index α, i, j.
The quantities relevant position and orientation with superscript are d and o, respectively. The
geodesic equations are ⎧⎪⎪⎨⎪⎪⎩

d2ui
dt2 + ∑

k,j

dΓ i
kj

duk
dt

duj
dt = 0

d2vl
dt2 + ∑

m,b

oΓ l
bm

dvm
dt

dvb
dt = 0

(9)

The Christoffel symbols dΓ i
kj and oΓ l

mb are given as⎧⎪⎪⎨⎪⎪⎩
dΓ i

kj =
1
2 ∑

m
dgei( ∂dgke

∂uj
+

∂dg je
∂uk
− ∂dgkj

∂ue
)

oΓ l
bm = 1

2 ∑
f

og f l(
∂o gn f
∂vm

+
∂o gm f

∂vb
− ∂o gbm

∂v f
)

(10)

where dgei and og f l are the elements of inverse Riemannian metric coefficient matrices dG−1 =(
dgij

)−1
and oG−1 = (ogmn)

−1 respectively [16]. ∂ is the notation of partial differential. The Christoffel
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symbols are derived from the position and orientation vectors with end-effector constraints. The joint
trajectories are obtained by Equation (9) together with Equations (5) and (7) with boundary conditions⎧⎪⎪⎪⎨⎪⎪⎪⎩

ui(t0) =
0ui

vl(t0) =
0vl

ui(t0 + tw) = f ui
vl(t0 + tw) = f vl

(11)

where t0,
{0ui, 0vl

}
and

{
f ui, f vl

}
are the start time, the start and end joint positions, respectively.

In other words, the direct output of the geodesic method is joint trajectories.
As we can see above, trajectory planning with the end-effector constraints is given. The prediction

of the end-effector motion properties can be made before the calculation of the geodesic method.
The prediction is demonstrated in Section 3.1 in a simple way. The reason why the trajectories can be
predicted is that they are geodesic trajectories. Geodesic has many merits, such as the shortest path,
constant velocity.

2.2. Joint Velocity/Acceleration Limits Avoidance

The joint velocity and acceleration limits must be taken into account. Assume that the trajectory
planned by the proposed method is,{

tw, qi,
•
qi,
••
q i(i = 1, · · · , n)

}
(12)

Introducing a set of joint velocity/acceleration limits as follows,⎧⎨⎩
∣∣∣ •qi

∣∣∣ ≤ •
qi,lim∣∣∣••qi

∣∣∣ ≤ ••q i,lim

(13)

where
•
qi,lim and

••
q i,lim are the velocity and acceleration limits of the ith joint. Define a scaling factor

α = max

⎧⎨⎩
∣∣∣•qi

∣∣∣
•
qi,lim

,

∣∣∣••q i

∣∣∣
••
q i,lim

, i = 1, · · · , n

⎫⎬⎭ (14)

If α ≥ 1, there is at least one of the joint velocities or accelerations out of its limit. Update the
motion time by the scaling factor,

tnew = αtw (15)

The end-effector motions are predictable. The end-effector moves along the desired paths. The
end-effector velocity is renewed as,

vnew =
1
α

v (16)

Along the geodesic path, the tangential acceleration is still zero. The centripetal acceleration is

anew =
vnew

2

r
=

1
α2 a (17)

The new joint trajectories are obtained by solving the geodesic equations, Equation (9) under the
updated motion time with the boundary conditions,
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
ui(t0) =

0ui
vl(t0) =

0vl
ui(t0 + tnew) = f ui
vl(t0 + tnew) = f vl

(18)

Actually, the joint velocity and acceleration limits avoidance is achieved by scaling the motion
time. Our method can track the assigned paths, and the velocities while the accelerations can be
predicted in advance.

2.3. Acceleration/Deceleration Profile

Because the geodesic is constant-speed, the planning geodesic trajectory is constant
speed. The acceleration/deceleration profile should be considered at the endpoints in the
practical applications.

Generally, the acceleration/deceleration profile is given as

d2qi
dt2 + ∑

k,j
Γi

kj
dqk
dt

dqj

dt
=

acc√
∑
j
(

dqj
dt )

2

dqi
dt

(19)

where Γi
kj and acc are the Christoffel symbols and the acceleration respectively [10]. In fact, acc is the

tangential acceleration. For linear motions, the centripetal acceleration equals zero. The tangential
acceleration is the acceleration acc. The acceleration of curved motions acc is actually the tangential
acceleration.

3. Predictable Linear and Circular Trajectory Planning

3.1. Predictable Linear Trajectory Planning

If the constraint defined in Equation (1) is zero, the method illustrated in Section 2 degenerates
into linear trajectory planning. Because the shortest path in the Cartesian space is a linear path, the
Riemannian metrics dg and og become [9],{

dg = (dp)2

og = (dn)2 + (do)2 + (da)2 (20)

The geodesic equations are ⎧⎪⎪⎨⎪⎪⎩
d2qi
dt2 + ∑

k,j

dΓ i
kj

dqk
dt

dqj
dt = 0

d2ql
dt2 + ∑

m,b

oΓ l
bm

dqb
dt

dqn
dt = 0

(21)

We predict that the end-effector performs linear paths with the joint trajectories derived by
Equation (19). The velocity and acceleration are constant and zero respectively. The Cartesian
trajectories are smooth. These predictions are validated as follows.

The joint variables θ1, · · · , θk0 are regarded as local coordinates of the position space.
The components of the position vector px, py and pz can also be chosen as coordinates. The Riemannian
metric defined in Equation (19) can be rewritten as

dg = (dp)2 = ( dpx dpy dpz )I( dpx dpy dpz )
T

, (22)
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where I is a 3 × 3 identity matrix. The geodesic equations become⎧⎪⎪⎨⎪⎪⎩
d2 px
dt2 = 0

d2 py
dt2 = 0

d2 pz
dt2 = 0

(23)

which are equations of the linear path. Since geodesic has no relation to the coordinates,
Equations (19) and (21) represent the same geodesic. The robot end-effector will move linearly under
the joint trajectories determined by Equation (19). The velocity and acceleration are constant and
zero respectively from Equation (21). The end-effector motion properties can be made before the
calculation of the geodesic method. The Cartesian trajectories are smooth by the theory of the ordinary
differential equation.

3.2. Predictable Circular Trajectory Planning

A geodesic of a spherical surface is a big circle. To obtain circular geodesic trajectory planning,
we can impose a virtual end-effector constraint as

(p− p0)
2 = R2, (R > 0) (24)

where p0 and R are the center and the radius of a spherical surface respectively. The corresponding
Riemannian metrics and geodesic equations can be obtained as in Section 2.

It is predicted that the end-effector performs circular paths with joint trajectories derived by the
geodesic equations. The velocity, tangential acceleration, and centripetal acceleration are constant v,
zero, and v2

R respectively. The Cartesian trajectories are smooth. Similar validation can be obtained.

4. Experiment

The proposed predictable trajectory planning method and joint velocity/acceleration limits
avoidance schemes were validated in the following experiment. The experiment used a 6-DOF
industrial robot Efort robot (ER3A-3C (HD)) produced by Anhui Efort intelligent equipment Co., Ltd.
The link parameters of the Efort robot are shown in Table 1. The joint velocity limits given by the
manufacture are presented in Table 2. The joint acceleration limit is 2 × 104 (rad/s2).

Table 1. Link parameters of the Efort robot.

i αi−1 ai−1 (mm) di(mm) θi

1 0 0 0 θ1
2 −π/2 50 0 θ2
3 0 270 0 θ3
4 −π/2 70 299 θ4
5 π/2 0 0 θ5
6 −π/2 0 0 θ6

Table 2. The joint velocity limits of the Efort robot.

Joint 1 2 3 4 5 6

limits(rad/s) 4.01 4.01 4.36 5.59 5.59 7.33

An actual machining process is performed on the Efort robot. The coordinates and time stamps of
the via points on the machined path are listed in Table 3. The paths are shown in Figure 1. The desired
Cartesian velocity is 800 mm/s. To reduce the vibration, the Cartesian velocities at the corner points
are set at 200 mm/s.
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Before the experiment, we can predict the trajectories. The robot will move along the
path shown in Figure 1 with the end-effector constraints. There will be an acceleration zone, a
constant-velocity zone and a deceleration zone in a normal block. In a short block, there will be only
an acceleration/deceleration zone or a constant-velocity zone. After avoiding the joint limits, the
end-effector will move the desired path. The motion time and velocities will be scaled.

In the constant-velocity zones, the trajectories are generated by Equation (19). The trajectories in
the acceleration and deceleration zones are generated by Equation (17). The corresponding results are
shown in Figure 2. In the first acceleration zone, the velocity creeps up from 0 to 200 mm/s in 0.2 s.
The velocity runs to 800 mm/s within 0.04 s. The total motion time grows from 6.18 s to 6.49 s with the
joint avoidance scheme. Corresponding velocities are also changed.

The joint trajectories are shown in Figure 3. As shown in Table 4, the maximum velocity and
the maximum acceleration of joint 3 are 5.06 rad/s and 2.32 × 104 rad/s2, respectively. Both of the
values exceed their limits. The method of joint velocity/acceleration limits avoidance introduced in
Section 2.2 is employed to adjust the joint velocity and acceleration trajectories. Actually, there are three
areas where the joint velocities exceed their limits. These trajectories can be modified to comply with
the velocity and acceleration constraints by scaling the motion time. Scaling the neighboring zones
using the scaling factor defined in Equation (12), the motion time is updated by the scaling factor as in
Equation (13). The maximum velocity and the maximum acceleration of joint 3 reduced to 4.36 rad/s
and 1.85 × 104 rad/s2. The maximum joint velocities and accelerations are shown in Table 4. Table 4
shows that most of the values are reduced and all values are in the allowable range. The modified
joint trajectories are shown in Figure 3. To see the details clearly, the first modified zone is taken as an
example, as shown in Figure 4. In this zone, the motion time (0.48–0.76) (s) is scaled to (0.48–0.85) (s).
The velocity of the constant-velocity zone is reduced from 800 mm/s to 592.57 mm/s, as shown in
Figure 2. The Cartesian paths marked red in Figure 1 are the joint modified zones. The Cartesian path
marked green in Figure 1 is above the plane. As is shown, the predicted Cartesian path coincides with
the modified test one. The Cartesian velocity shown in Figure 2 is consistent with the predictions
that are acceleration, constant velocity, and deceleration zones. It can be observed that the proposed
method allows us to keep the joint velocities and accelerations below their limits while precisely
tracking the desired paths. The machined workpiece is shown in Figure 5. The computational time of
each interpolation point is about 1ms, which meets the real time demands. The Cartesian trajectories
move as is predicted.

Table 3. The coordinates and time stamps of the via points.

(px, py, pz) (mm) Time (s) (px, py, pz) (mm) Time (s)

1 (500, −260, 100) 0 14 (310, −70, 80) 2.89
2 (500, −260, 80) 0.2 15 (310, −70, 100) 2.99
3 (500, −60, 80) 0.48 16 (355, −115, 100) 3.31
4 (300, −60, 80) 0.76 17 (355, −115, 80) 3.41
5 (300, −260, 80) 1.04 18 (355, −205, 80) 3.86
6 (500, −260, 80) 1.32 19 (310, −160, 80) 4.18
7 (500, −260, 100) 1.42 20 (310, −160, 100) 4.28
8 (490, −250, 80) 1.49 21 (445, −205, 100) 4.99
9 (490, −250, 100) 1.59 22 (445, −205, 80) 5.09
10 (490, −70, 80) 1.83 23 (400, −250, 80) 5.41
11 (310, −70, 80) 2.07 24 (355, −205, 80) 5.72
12 (490, −250, 80) 2.41 25 (490, −70, 80) 5.98
13 (310, −250, 80) 2.65 26 (490, −70, 100) 6.18
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Figure 1. The Cartesian path of the Efort robot.

Figure 2. The Cartesian velocity of the Efort robot.

Figure 3. The joint trajectories (Here, pos., vel., acc., mod. are the abbreviation of position, velocity,
acceleration and modified, respectively).
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Figure 4. The local joint trajectories of first three joints (Here, pos., vel., acc., mod. are the abbreviation
of position, velocity, acceleration and modified, respectively.).

Table 4. Comparisons of joint velocities and accelerations.

Max. Vel. (rad/s)
Max. Modified

Vel. (rad/s)
Max. Acc. (rad/s2)

Max. Modified
Acc. (rad/s2)

joint 1 2.49 2.49 7.12 × 103 7.10 × 103
joint 2 3.21 2.73 1.37 × 104 1.28 × 104
joint 3 5.51 4.36 2.32 × 104 1.85 × 104
joint 4 0.22 0.22 450.47 214.25
joint 5 0.1 0.1 3.25 × 103 3.16 × 103
joint 6 0.1 0.1 1.67 × 104 1.61 × 104

 
Figure 5. A machined workpiece.

5. Conclusions

In this paper, a predictable trajectory planning of industrial robots with constraints is presented.
The end-effector and joint velocity/acceleration constraints are all considered. The end-effector
motions, velocities, and accelerations can be predicted. The prediction is embedded in two aspects.
(1) The direct output of the method is the joint trajectories while the Cartesian trajectories even between
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via points can be predicted. (2) The end-effector paths can be predicted with velocity and acceleration
constraints. Experiments with this method using the Efort robot are given. The results show that the
trajectory can be predicted and modified on-line to meet the robot constraint.

There are also some limitations. In practice, the end-effector constraints may not be described
easily. In the paper, we give two specific end-effector constraints—linear and circular end-effector
motions. There are two ways to deal with complicated end-effector constraints. One is to explore
the equations of end-effector constraints as in Equation (1). The other is to fit complex end-effector
motions by linear and circular motions.

There are also questions to be studied, such as the accuracy of the prediction. Related problems
include the size, influence factor, and improvements of the accuracy of the prediction, and so on.
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Abstract: As a new low volume application technology, unmanned aerial vehicle (UAV) application
is developing quickly in China. The aim of this study was to compare the droplet deposition, control
efficacy and working efficiency of a six-rotor UAV with a self-propelled boom sprayer and two
conventional knapsack sprayers on the wheat crop. The total deposition of UAV and other sprayers
were not statistically significant, but significantly lower for run-off. The deposition uniformity and
droplets penetrability of the UAV were poor. The deposition variation coefficient of the UAV was
87.2%, which was higher than the boom sprayer of 31.2%. The deposition on the third top leaf was
only 50.0% compared to the boom sprayer. The area of coverage of the UAV was 2.2% under the spray
volume of 10 L/ha. The control efficacy on wheat aphids of UAV was 70.9%, which was comparable
to other sprayers. The working efficiency of UAV was 4.11 ha/h, which was roughly 1.7–20.0 times
higher than the three other sprayers. Comparable control efficacy results suggest that UAV application
could be a viable strategy to control pests with higher efficiency. Further improvement on deposition
uniformity and penetrability are needed.

Keywords: unmanned aerial vehicle; pesticide application; deposition uniformity; droplets
penetrability; control efficacy; working efficiency

1. Introduction

Wheat is one of the major food crops in China; the planting area and yield account for 21.4% and
20.9%, respectively, in 2017 (Data from National Bureau of Statistics of China). However, there are
many kinds of pests and diseases which harm the production of wheat. These pests and diseases are
controlled basically by the application of chemical products.

The selection of the equipment to be used is a critical factor for chemical pest control. In China,
more than 88% of sprayers are manually operated [1], which include electric or manual air-pressure
knapsack sprayer and knapsack mist-blower sprayer. The quality of the application depends mainly
on the skill of the operators. These types of equipment are of low cost, easily maintained and adequate
to control periodic and localized problems. However, applications with knapsack sprayer generally
lead to high chemical exposure of the operators [2,3] and postural discomfort [4]. The operational farm
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size is increasing with the growth of agricultural co-operatives, land leasing and contract farming,
while the labor force is declining by urbanization and rural–urban migration [1], leading to these
low-efficiency and labor-intensive equipment types no longer being suitable for crop protection. As one
of the alternative equipment types, self-propelled boom sprayer appeared on the market, equipped
with horizontal spray boom. These machines have relatively higher working efficiency, lower chemical
exposure and higher deposition [5]. However, the complicated terrain and small farm size with
separated plots limit the use of boom sprayer in China. In recent decades, to adapt to this unique
operating environment and meet the shortage supply of the crop protection equipment, unmanned
aerial vehicles (UAV) for pesticide application have been developed quickly in China. Comparing
with the manned agricultural aircraft, UAVs do not require navigation station or airport, and the
edge of field can be its landing site [6]. The low rate of no-load flight and less flight crew reduce the
expenditure of operations and administration [6]. Meanwhile, UAVs have short turning radius due to
hover and turn around flexibly in the air, which are suitable for working in rough terrain and small
plots with high efficiency [1,7,8]. Comparing with the conventional ground crop protection machinery,
UAVs operate with lower labor intensity, operator exposure and have a higher working efficiency,
especially in rough terrain and small plots [1,6,9]. According to the statistics data by the Chinese
Ministry of Agriculture, nearly 14,000 crop protection UAVs are used in the country. The spraying area
approached 5.5 million hectares in 2017.

Because of the broad prospect of application, UAVs have attracted plenty of scholar’s attention. In
the aspect of optimizing operational altitudes and speeds, Qin et al. [7] optimized the flying parameters
for preventing plant hoppers, showing that a flight height of 1.5 m and a flying velocity of 5 m/s
achieved the maximum lower layer deposition and the most uniform distribution for HyB-15L UAV
sprayer (Gao Ke Xin Nong Co. Ltd., Shenzhen, Guangdong, China). The optimal parameters change
with the type of UAV and the crop. In a spraying test of different shape (open center shape and round
head shape) of circus trees, the 3W-LWS-Q60S UAV (Zhuhai Crop Guardian Aerial Plant Protection Co.,
Zhuhai, Guangdong, China) performs better when the working height is 1.0 m compared with 0.5 and
2 m [10]. In the aspect of deposition uniformity, a multi-spraying swath test is conducted with different
UAV sprayers [9]. There is an obviously inconsistent amount of deposition in the longitudinal and
lateral direction and this phenomenon has been reported in many studies [7,10,11]. The control efficacy
on pests and diseases is one of the most important evaluation indices of chemical application. Quite
different from the conventional large volume application, the UAV sprayer belongs to low volume (LV,
4.7–46.7 L/ha) or ultra-low volume (ULV, 0–4.7 L/ha) [12] spraying equipment with the spray volume
in the range of 1–40 L/ha [6,11]. Meanwhile, with the same active ingredient applied per acre, the
chemical concentration of UAV is particularly high. Qin et al. [7] studied the control efficacy of HyB-15L
UAV with spraying Chlorpyrifos·Regent EC against plant hoppers and found that the insecticidal
efficacy is 92% and 74% at 3 and 10 days after application, respectively. On the premise of guaranteed
control efficacy, the working efficiency is another important evaluation index of application. Currently,
UAVs mostly rely on semi-autonomous control with the flight altitude belonging to autonomous
control. The control range is 200–300 m in visible distance with manual control [6]. The payload
capacity of the aerial application UAVs is generally 5–25 kg [6,13,14]. Considering the limited payload
and the flight range, the effective spray work rates of 2–5 ha/h can be achieved in a vineyard with
a gasoline-powered helicopter (RMAX, Yamaha motor Co., Cypress, CA, USA) [11]. The working
efficiency of different UAVs in the grain-filling stage of wheat was studied by Wang et al. [9], with
the daily working area ranging from 13.4 to 18.0 ha in 8 h. Pesticide spray drift is an important
environmental problem for aerial application. Compared with the manned agricultural aircraft [6,15,16],
the droplet drift of UAV is effectively reduced with the lower flight height [6,7] and the downwash
wind [17,18]. According to Xue et al. [19], under the wind speed of 3 m/s, 90% of drift droplets of
Z-3 UAV are located within a range of 8 m of the target area. Similar to Xue et al., Wang et al. [17]
measured that 90% of drift droplets of a fuel powered single-rotor UAV are within 9.3–14.5 m under
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the wind speed of 0.76–5.5 m/s. Compared with the conventional boom sprayer [20,21], the droplets
drift distance of UAV sprayer would be further.

Despite these preceding studies, research is focused mainly on parameter optimization, droplet
deposition and biological efficacy of one equipment. Few studies compare different kinds of
crop protection equipment, especially including UAV sprayer. Under the same working condition,
the comparison of different crop protection equipment on deposition, control efficacy and working
efficiency is very important for equipment selection and application quality analysis. The main objective
of this research was to compare the application quality of a battery motive 3WTXC8-5 six-rotor UAV
with a 3WX-280H self-propelled boom sprayer and two conventional knapsack sprayers (3WBS-16A2
electric air-pressure knapsack sprayer and WFB-18 knapsack mist-blower sprayer). The comparison
items included the spray deposition on the plants and run-off, uniformity and penetrability of the
deposition, deposition characterization (including droplet size, number of spray deposits and the area
of coverage), pesticide efficacy on wheat aphid and working efficiency. The experimental results show
that the control efficacy of the UAV on wheat aphid was comparable to other spraying equipment with
the working efficiency significantly higher than others. Unfortunately, UAV still have many problems
on deposition uniformity and droplets penetrability.

2. Materials and Methods

To compare the advantage and shortcoming of the UAV with other spraying equipment,
we selected three typical types of crop protection equipment including a self-propelled boom sprayer
and two conventional knapsack sprayers for field spray deposition, control efficacy on wheat aphid
and working efficiency tests. The spray deposition was compared from four aspects: the total amount
of deposition and losses to the ground, deposition uniformity, droplets penetration in the canopy
and characterization of the deposition (including droplet size, number of spray deposits and the area
of coverage).

2.1. Spray Equipment

A battery motive 3WTXC8-5 six-rotor UAV (Henan Tianxiucai Aviation protection machinery Co.,
Ltd., Kaifeng, China) (Figure 1A) was used in this study. The UAV was powered by two 12,000 mAh
Li-Po batteries (Shenzhen Grepow battery Co., Ltd., Shenzhen, China). The flying time was 15–20 min
with full tank. The flight speed was 12.6–14.4 km/h with two rotary cup atomizer arranged on
both sides. The interval of nozzles was 0.85 m and the installation angle was vertically downward.
The rotate speed of the disk was 10,000 rotations per minute. The chemicals were transferred from
the tank to the nozzles by a HXB600 micro liquid pump (Shanghai Hallya Electric Co., Ltd., Shanghai,
China) and the flow rate was 1.24 L/min. The accuracy of the flight height and flight velocity were
controlled by the well-trained operator. The flight height was 1.0 m and the effective spraying width
was 4.0 m. The spray volume of one sortie was close to 10 L/ha, which was equal to two times the
tank capacity.

One of the comparison systems was the 3WX-280H self-propelled boom (SPB) sprayer produced
by Sino-Agri Fengmao Plant Protection Machinery Company (Beijing, China) with the tank capacity
of 280 L (Figure 1B). There are 12 ISO 04 nozzles (Spraying system Co.) installed vertically on the
spray boom with the same interval of 0.5 m on the 6-m boom. The spraying height of the boom was
0.5 m from the top of the canopy. The spray pressure was 4 bar and the flow rate was 18.2 L/min.
The operation speed was 6.0–6.5 km/h. Under these application conditions, the spray volume was
close to 300 L/ha.
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(A) (B) 

(C) (D) 

Figure 1. Four test sprayers: (A) 3WTXC8-5 six-rotor unmanned aerial vehicle (UAV) sprayer;
(B) 3WX-280H self-propelled boom (SPB) sprayer; (C) WFB-18 knapsack mist-blower (KMB) sprayer;
and (D) 3WBS-16A2 electric air-pressure knapsack (EAP) sprayer.

The two other conventional sprayers were WFB-18 knapsack mist-blower (KMB) sprayer
(Sino-agri Fengmao, China) (Figure 1C) and 3WBS-16A2 electric air-pressure knapsack (EAP) sprayer
(Chuangxing sprayer factory, Xinxiang, China) (Figure 1D). EAP sprayer was equipped with twin
hollow cone nozzles and a pressure pump provided a maximum pressure of 4 bar and a flow rate
of 1.6 L/min. The tank capacity was 16 L and the length of the lance of the EAP sprayer was
81 cm. The spray swath width was close to 2.5 m. The traveling speed in the test was approximately
1.1–1.3 km/h and the spray volume under these application conditions was close to 300 L/ha. The KMB
sprayer was developed to improve the spraying efficiency of air-pressure knapsack sprayer, which
was equipped with a tank, a spray pipe, a nozzle and a gasoline engine. The droplets were sprayed
from the nozzle, which were further atomized by the high speed air flow. The high speed air flow was
produced by high speed whirling impeller driven by the gasoline engine. The flow rate in this test was
2.0 L/min with the tank capacity of 18 L. The spraying swath width was close to 6.0 m. The traveling
speed was approximately 2.7–3.0 km/h and the spray volume was close to 75 L/ha. The working
height of the nozzle of two conventional sprayers was 0.5 m from the top of the canopy. The spraying
patterns of two knapsack were both swinging spraying.

All working parameters and spray volumes for each sprayer were established taking into account
local farmers practices. Before tests, all spray equipment performed a preliminary test to calibrate the
equipment to ascertain the flow rate of the nozzles. After the flow rate was ascertained, the traveling
speed was also calculated to obtain the stated application rate. To achieve the velocity, the operator
needed to repeat several times before undertaking each trial until the desired traveling speed was
reached. Each spraying treatment was done by a well-trained applicator.
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2.2. Experiment Design

2.2.1. Field Plots

The tests were conducted at the agricultural experiment station of the Chinese Academy
of Agricultural Science located at Xinxiang, Henan Province, China (latitude 35◦8′8′′, longitude
113◦46′58′′) (Figure 2). The experimental farm is a trapezoidal field nearly 50 ha in area and it consists of
many square fields approximately 200 m on a side (Figure 2). The tested material was “Bainong AK58”
wheat in the booting-filling stage on 27 April, which was sown on 10 October, 2014. The plant spacing,
plant height, leaf area of the flag leaf, and planting density were 12 cm, 84.8 ± 4.1 cm, 1927.1 cm2 and
4.1 × 106 plant/ha, respectively. The wheat in the whole test area grew well and consistently.

Figure 2. The test location and the brief overview of the studied wheat field. The experimental fields
are marked with red flags.

2.2.2. Spray-Deposition Measurements

The experiment consists of five treatments: four kinds of spray equipment treatment and a blank
control. The spray deposition, the control efficacy on wheat aphids and working efficiency were tested.
The spray deposition and the control efficacy were tested in a 170 m × 190 m area (Figure 3A). In the
test field, treatments were arranged within the location as a randomized complete block design with
three replications, resulting in three blocks each with five plots corresponding to different treatments.
Each plot was a 30 m × 50 m area. Ten-meter buffer zones [17,19] between plots were set to avoid the
drift pollution (Figure 3A).
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(A) (B) 

Figure 3. (A) Experimental layout of each treatment; and (B) placement of filter papers and
water-sensitive paper at each sampling position within the wheat canopy.

Prior to the application in each treatment, sample collectors were placed at each plot in five
equally-spaced sample sites. Each sample site was 5 m apart and spanned a total of 20 m. The sample
sites were repeated three times with an interval of 15 m between each repetition. To avoid cross
contamination between plots, sampling was arranged at the center of the plots, as shown in Figure 3A.

Sample collectors at each sample site consisted of one water-sensitive paper (WSP)
(25 mm × 75 mm) and four filter papers (90 mm in diameter) (Figure 3B). The WSP was used to
evaluate the characteristic of deposition such as an area of coverage, number of spray deposits and
droplet size. The filter papers were used to measure the deposition distribution in the canopy. The WSPs
were fixed horizontally on plastic rods through double-headed clamps. The heights of these clamps
were adjusted to assist in positioning at a height equivalent to the head of the wheat canopy. The filter
papers were used to simulate leaves to collect foliar deposition at different heights and losses to the
ground. On each sampling site, three filter papers were attached on the wheat head, flag leaf and third
top leaf of one wheat plant. To evaluate the losses to ground, a filter paper was placed on the ground.

In all tests, 70% Imidacloprid·Regent Water dispersible granule (WDG) at 85.7 g a.i./ha (active
ingredient) (Zhejiang Sega Science and Technology Co., Ltd.) and allure red (80% purity, purchased
from Beijing Oriental Care Trading Ltd.) were added into the tank. The pesticides were prepared
according to the recommended dose. Allure red was used as the tracer according to the spraying area
at 450 g/ha. Allure red, a water-soluble colorant, is frequently used in these types of studies [3,9,15].
It presents high recovery rate, high photostability and low acute toxicity in different species of animals
according to the Joint FAO/WHO Expert Committee on Food Additives as well as the European
Union’s Scientific Committee for Food.

Nearly 30 s after spraying, five randomly selected wheat plants of over ground part, WSPs and
filter papers of different canopy positions at each sampling site were collected and placed in labeled
plastic zip-lock bags. Five random wheat plants were combined and bagged as one sample. The sample
of wheat plants was used to measure the total deposition per plant. For each plot, there were 15 wheat
plant samples, 60 filter papers (4 from each sampling site) and 15 WSPs. All samples were placed
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in zip-lock bags along with a label describing the treatment, replication, and location information.
Samples were placed into light-proof seal box immediately after collection and transported to the
laboratory for analysis.

Each filter paper and the wheat sample were washed in 0.02 L and 0.2 L of distilled water in the
collection bags, respectively. Samples were agitated and vibrated for 10 min to allow the dye to dissolve
into the water solution. Previous tests have shown that this methodology results in near total recovery
of dye deposited on samples [22]. After vibration and elution, a sample portion of the wash effluent
was filtered through a 0.22 μm membrane and the filtered wash effluent was poured into a cuvette
to measure the absorbance value by a UV2100 ultraviolet and visible spectrophotometer (LabTech,
Co. Ltd., Beijing, China) at an absorption wavelength of 514 nm. Spray deposits were quantified by
comparison with similarly determined dye concentrations from spray tank samples and the area of the
respective samples. The data were expressed as a quantity of dye (μg) deposited per unit area of the
sample (cm2) or quantity of dye (μg) deposited per plant. Note that throughout the text whenever the
term “deposition” is used, it refers to the mass of dye (which would correspond to amount of active
ingredient), not the mass of total spray mix, deposited on specified sampling surface. The distribution
uniformity of the spray deposition in the canopy was analyzed using the value corresponding to the
coefficient of variation (CV), calculated as the quotient between the standard deviation and the average
of the spray deposits on the crop. In addition, for each application, the recovery rate was calculated
using Equation (1):

R = (D×P/A) × 106 (1)

where R is the recovery rate (%), D is the average deposited tracer solution per plant (μg/plant), P is
the plant density (4.1 × 106 plant/ha), A is the additive amount of allure red (450 g/ha), and 106 is the
unit conversion factor.

In the laboratory, the WSPs were scanned at a resolution of 600 dpi with a scanner. After that,
imagery software DepositScan [23] (USDA, USA) was utilized to extract droplet deposits in the digital
image and analyzed the droplet size, number of spray deposits and the area of coverage. The Volume
Median Diameter (VMD) is a key index for reflecting the droplet size, which was used in this study.

The climatic conditions were recorded using a Kestrel 5500 digital meteorograph (Loftopia, LLC,
USA), which recorded temperatures of 18.3–22.4 ◦C, a relative humidity of 46.3–53.7% and wind
velocities of 3.6–10.8 km/h.

2.2.3. Investigation of Control Efficacy

To analyze the field efficacy of different spraying equipment with different spray deposition
characteristics, we selected wheat aphid as the field test target according to the occurrence of diseases
and pests. The wheat aphid was investigated and recorded four times according to pesticide field
efficacy test criteria. Before the pesticide application on 27 April, the base number of the wheat aphids
per hundred plants was more than 500, which meet the control criteria. The assessment was made by
sampling five locations per plot on wheat aphid. The aphid number of 10 strains of wheat per location
was investigated before spraying and the wheats were marked with a red string. After application
on Days 1, 3, and 7, the number of aphid in the same location and plant was investigated again.
The overall control effect against wheat aphid was calculated without regard to the types or instars of
the wheat aphid. The mortality and control effects were obtained based on the population numbers
of live insects in each zone before and after spraying. The control effect was calculated according to
Equations (2) and (3):

Mortality (%) = (The number of pests before application − The number of pests
after application)/The number of pests before application × 100

(2)

Control effect (%) = [Observed mortality (%) − Control mortality (%)]/[100 −
Control mortality (%)] × 100

(3)
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2.2.4. Working Efficiency Test

To better reflect the work efficiency (ha/h) of different equipment, the spraying area and the total
spraying time of five filled tanks of chemical for each sprayer were recorded. The spray equipment was
operated by experienced operators. The preparation time of mixing chemicals and other preparations,
such as replacing the batteries or adding chemicals, did not count in the spraying time because they
are greatly influenced by the cooperation and organization of the large-scale application. The spraying
parameters are described in Section 2.2.1.

2.2.5. Statistical Analysis

Before the significant difference analysis, the percentage of the area of coverage on WSPs and the
mortality of wheat aphids were transformed using y = arcsin

√
X/100. The total deposition and losses to

the ground, deposition on different canopies, number of spray deposits and droplet size were log (x + 1)
transformed to stabilize wide variances and meet normality assumptions. After transformation,
the data were analyzed for normality using the Kolmogorov–Smirnov test and for equal variances
across the treatments and repeats using Levene’s test (p < 0.05). The significant difference for the
transformed data was conducted using analysis of variance (ANOVA) by Duncan’s test at a significance
level of 95% with SPSS v22.0 (SPSS Inc, an IBM Company, Chicago, IL, USA).

3. Results and Discussion

3.1. Spray Deposition

3.1.1. Total Deposition on the Crops and Losses to the Ground

The samples of the wheat plant were used to measure the total spray deposition per plant.
The filter papers were used to measure the spray deposition in different wheat canopy and losses
to the ground, and the recovery rate was calculated from the amount of the total deposition and
additive. The total deposition of the UAV was not significantly different from the other sprayers
(Table 1). Among the four sprayers, the EAP sprayer achieved the highest total deposition and the
KMB sprayer achieved the lowest (Table 1). Compared with the SPB and KMB sprayer, the UAV and
EAP sprayer had significantly higher recovery rates. The dose transfer process studied showed the
transfer of pesticide from the spray tank to the target organism and in this process, losses of drift and
run-off had great influence on deposition [24]. In this study, the SPB and KMB sprayer had relatively
lower depositions and, correspondingly, those two sprayers had the higher run-offs, which were 0.39
and 0.50 μg/cm2 (Table 1). Similar to other studies [25,26], it could be that high-volume spraying easily
leads to run-off. In Table 1, Columns 4 and 5, compared with other sprayers, UAV had the lowest
losses to the ground.

Table 1. The average (Avg.) and coefficient of variation (CV) of the total deposition on the plants, losses
to the ground and the recovery rate of four sprayers.

Spray Equipment
Total Deposition Losses to the Ground Recovery Rate

Avg. (μg/Plant) CV (%) Avg. (μg/cm2) CV (%) Avg. (%)

UAV sprayer 76.8 a 87.2 0.13 b 78.2 70.0 a
SPB sprayer 68.7 a 32.1 0.39 a 39.0 62.7 a
EAP Sprayer 84.8 a 84.4 0.14 b 118.2 77.3 a
KMB Sprayer 61.9 a 81.2 0.50 a 97.1 56.5 a

Note: Values followed by the same letter in the column do not differ statistically (p < 0.05; Duncan’s Test).

3.1.2. The Uniformity of the Deposition

In addition to the total deposition, the uniformity of the deposition is also very important for
controlling pests and diseases. The uniformity of the SPB sprayer was better than the others. The CV
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of the deposition was only 32.1%, which was significantly lower than the others (Table 1). This means
it had a better deposition uniformity. However, the CVs of the deposition in this study was much
greater than the value of Chinese National Standard requirement (10%) [27]. This may be due to the
different measuring methods. In the study by Yang et al. [28], the CV of the deposition distribution
ranged from 5% to 10% with different spray pressures and nozzle heights, which are far lower than
the result of our study. This is because the Teejet pattern check was used by Yang et al., which is not
influenced by the environment and the crop canopy. By comparison, the results in our study were a
reflection of the actual uniformity of the deposition distribution on the crops.

Compared with the SPB sprayer, the UAV sprayer had a significant lower uniformity of the
deposition distribution with the CV of 87.2% (Table 1). This result was larger than the Civil Aviation of
China General Aviation Operation Quality and Technology Standard for ultra-low volume spraying,
which is 60% [8]. The uniformity of the deposition distribution of the UAV was influenced by many
factors, such as the types [9], the flight accuracy, the flight parameters [7], the spraying system,
the biased downwash wind [18] and the meteorological condition. Precise flight route control and
auto navigation are essential for chemicals application with improving the deposition distribution
uniformity [14]. Xue et al. [8] developed an automatic navigation unmanned spraying system for
the N-3 unmanned helicopter, which can significantly improve the deposition uniformity. The flight
parameters also have a great influence on the deposition distribution uniformity. Various UAV sprayers
under different flight parameters have been tested to find optimal spraying heights and speeds [7,10,18].
Qin et al. [7] found that the flight parameters affect not only the distribution uniformity on rice canopy
but also the control efficacy on wheat hoppers. Bae and Koo [29] pointed out that most agricultural
helicopters exhibit biased downwash, resulting in an uneven spray pattern. To address this problem,
a roll-balanced agricultural helicopters with an elevated-pylon tail rotor system was developed. In
their study, the uniformity of the spray patterns and area of coverage was improved.

The CVs of depositions of the EAP and KMB sprayer were 84.4% and 81.2%, respectively,
which indicate a nonuniform deposition (Table 1), mainly due to the manual operation of the sprayer.
The deposition uniformity was worse because it depended on the stability of the traveling speed along
the spraying route and on the regularity of the arm movement of the operators.

3.1.3. Droplets Penetrability

In the test, filter papers were used to measure the tracer deposition on the different canopies
of wheat. An analysis of the deposition on the wheat heads showed that the deposition of the low
volume sprayer of the UAV and KMB sprayer were significantly higher than the SPB and EAP sprayer
(Figure 4). The greatest deposition was achieved with the conventional KMB sprayer with 1.46 μg/cm2,
which was 18.7%, 80.2% and 111.6% more than the UAV, EAP and SPB sprayer, respectively (Figure 4).
From the droplet size test results presented in Section 3.1.4, the VMD of droplets of KMB and UAV
sprayer were lower than the other two sprayers. The main reason for higher wheat head deposition of
UAV and KMB sprayer may be that fine droplets were better retained in the upper canopy [30].

The deposition of four sprayers on the flag leaf (top canopy) ranged from 0.57 to 1.02 μg/cm2

(Figure 4). The UAV sprayer had the highest deposition on the flag leaf, which was 41.7–78.9% higher
than the other sprayers. However, influenced by the great variability, the depositions on the flag
leaf were not significantly different. In the study by Zhu et al. [31], the spray deposits decreased
dramatically from the top to the bottom of the canopies and also tended to linearly decrease as the
leaf area index increase. Due to the overlap and the block of the blades at the later growth stage of the
wheat, the depositions on the lower parts were far less than top parts. The depositions of different
sprayers were influenced by many factors, such as spraying pressure, spraying height and spraying
pattern. The deposition of the UAV sprayer on the third top leaf (bottom canopy) was only 0.26 μg/cm2,
which was not significantly different from the other two conventional sprayers. However, it was 50.0%
compared to the SPB sprayer and the deposition of SPB sprayer on the bottom was 0.52 μg/cm2.
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To improve the adhesive rate of solution and control efficacy, it is crucial to enhance the droplets
penetrability and obtain a homogeneous deposition distribution [31], especially since many pests and
diseases occur on the bottom of plants. Although many studies [18,19] have proven that the downwash
airstream generated by the UAV is conducive to the disturbance of leaves and droplets penetration,
the results from our study proved that the penetration of the droplets of UAV is still worse than boom
sprayer. This result is similar to the results of Wang et al. [9] and Qin et al. [7]. There are many factors
accounting for the poor droplet penetrability. One of the most important reasons is that the droplets
were sprayed by the rotary cup atomizers, which lack the downward kinetic energy in comparison with
hydraulic nozzles. Wang et al. [9] compared four kinds of UAV sprayer and found the flight height and
the flight speed had a pronounced impact on droplet penetrability. In their study, the penetrability of
the droplets was inversely proportional to the flight speed and the flight height. The flight parameter
had an effect on the downwash flow, which further affected the droplets penetrability. Chen et al. [18]
testified that the vertically downward wind had a significant effect on the penetrability. To improve
the droplet penetrability of the UAV sprayer, the fly height and speed should be lower, thus ensuring
operating efficiency, and suitable nozzles should be chosen to improve the droplets penetrability.

The deposition uniformity on different parts of the canopy was consistent with the total deposition.
The SPB sprayer had the best deposition uniformity (CVs < 56%) on different canopies and other
sprayers had lower uniformity (CVs > 70%).
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Figure 4. Deposition of four sprayers on the different canopies of wheat. Bars with different letters are
significant different, Duncan’s test, p < 0.05.

3.1.4. Characterization of Deposition

In the test, the WSPs were used to evaluate the characteristics of the deposition, which included
droplet size, number of spray deposits and the area of coverage. Influenced by the spray volume and
spraying system, the deposition characteristics of different sprayers were quite different (Figure 5).
The spray volume of SPB sprayer approached 300 L/ha, which was identical to EAP sprayer belonging
to the large volume application. Furthermore, the nozzles of SPB sprayer are similar to EAP sprayer,
which are hydraulic nozzles. From the test results of WSPs, the VMD of the droplets of the SPB and
EAP sprayer were 272.3 and 254.1 μm, respectively. They were not significantly different from each
other (Figure 5). Although the VMD of droplets and the spray volume of SPB sprayer were similar to
EAP sprayer, the area of coverage and the number of spray deposits of SPB sprayer were 75.9% and
73.9% greater than the EAP sprayer with no significant difference (Figure 5). From the CVs results of
the total deposition, the greater area of coverage and number of spray deposits of SPB sprayer may be
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due to the better deposition uniformity. As a conventional knapsack sprayer, the spray volume of KMB
sprayer was quite lower than the EAP sprayer of 75 L/ha. With the air assistance, the VMD of droplets
of KMB sprayer was significantly lower than the EAP sprayer, which was only 154.7 μm. Results
from previous studies had proved that the area of coverage is proportional to the spray volume [32].
The area of coverage of KMB sprayer was lower than the EAP sprayer with no significant difference
(Figure 5). However, with finer droplets, the number of spray deposits of the KMB sprayer was quite
similar to the EAP sprayer (Figure 5).
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Figure 5. Characterization of the deposition including droplet size, number of spray deposits and the
area of coverage.

The spray volume of UAV sprayer was 5 L/ha, which was lower than the other three sprayers.
With the unique atomization method, the droplets were smashed by the high rotational speed of
the rotary cup (10,000 rpm). The VMD of the droplets was 124.0 μm, which was finer than the three
other sprayers (Figure 5). Another characteristic of this nozzle, which differed from hydraulic nozzle,
is that the width of the droplet spectrum of this nozzle was narrower and the droplet size was more
uniform with high rotational speed [33]. The result in this study verified that the CV of the VMD
of the droplets was only 17.1%, which was far less than the other sprayers (CV > 35%) (Figure 5).
Because of the lower spray volume, the area of coverage of the UAV was 2.2%, which were quite
lower than the other sprayers and was only 5.8% to 12.8% of the other three sprayers. The number
of spray deposits of the UAV was 28.2 points/cm2, which was also significantly lower than others
(Figure 5). This may go against the control of pests or diseases, especially when the contact pesticides
were applied. Therefore, the focus of further studies will be improving the spreading coefficient of
the droplets and increasing the area of the coverage, such as adding adjuvant in the tank [34,35],
or changing into electrostatic-charged sprays [36,37].

Spraying systems had a great effect on the characteristics of deposition, including the area of
coverage, number of spray deposits and droplet size. It is difficult to judge the application quality by
a single index. Although the lower spray volume of UAV could lead to lower area of coverage and
fewer deposits, the dose applied per area was not significant lower than other sprayers, because of the
higher concentration of each droplets. Syngenta Crop Protection AG (Basel, Switzerland) recommends
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that the satisfactory results can be obtained by a number of spray deposits of at least 20–30 points/cm2

for insecticide or pre-emergence herbicide applications, 30–40 points/cm2 for contact post-emergence
herbicide applications and 50–70 points/cm2 for fungicide applications [23]. The number of spray
deposits only needs to reach a certain threshold to achieve a good control efficacy [38].

3.2. Control of Wheat Aphids

The control efficacy of the four sprayers applying 70% Imidacloprid·Regent WDG on wheat
aphids are indicated in Figure 6. Although the spray deposition characteristics of the four sprayers
were significantly different from each other, the differences of control efficacy were not remarkable.
The control efficacies on Day 7 after application were all beyond 70%. From the comparison of four
sprayers, it was found that the SPB and KMB sprayers achieved the best control efficacy, while the
efficacies were intermediate for EAP and UAV sprayer. Deposit structure plays a major role in toxin
efficacy [24,38]. According to the results of the deposition, the SPB sprayer had the best deposition
uniformity and penetrability, which benefit the control of wheat aphids, especially since wheat aphids
tend to favor the lower portions of plants. The larger area of coverage and a larger number of spray
deposits increased the odds of interaction between active ingredients and pests.
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Figure 6. Control efficacy (%) of four sprayers against wheat aphids in the field tests at Days 1, 3, 7
after treatment. DAT, days after treatment.

Because UAV sprayers are still in the initial development stage in China, there are still many
problems on the spraying system and working parameter. These problems lead to unevenness
deposition and poor penetrability. The lower area of coverage and fewer spray deposits with the
nonuniform deposition reduced the chance of aphids to be exposed to the insecticides. The control
efficacy of UAV sprayer on Day 1 after application was significantly lower than other sprayers,
which was only equal to 50.5% of the SPB sprayer. However, in time, the control efficacy increased.
The reason could be that, with the movement of the aphids and the systemic action of the active
ingredients, the chance of wheat aphids being exposed to the active ingredients increased. On Day 3
after application, the control efficacy increased to 60.9% and, on Day 7 after application, the control
efficacy increased to 70.9%. Although it was also significantly lower than the SPB and KMB sprayers, it
was still an acceptable result for farmers, especially in complex small plots or rice fields, where the SPB
sprayer is hard to work and the KMB and EAP sprayer have a low work efficiency. Although the UAV
sprayer, especially for the electrical multi-rotor UAV, used in the field, is an innovation, the low volume
application is not a new technology. Many studies had been conducted to evaluate the feasibility of low
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volume application for pests and diseases control. In the laboratory, Maczuga and Mierzejewski [39]
found that several spray deposits of 5–10 points/cm2 on foliage after spraying were effective (90%
mortality) against second and third instars. Washington et al. [40] investigated the effect of fungicide
spray number of spray deposits (points/cm2), droplet size and proximity of the spray deposits to
fungal spores on the banana leaf surface. The test results suggest that the inhibition zones of two
contact fungicides on the leaf surface extend beyond the visible edge of the spray droplet deposit and
a mean droplet deposit density of 30 points/cm2 can inhibit the germination of the ascospore below
1%. Latheef et al. [36] evaluated the efficacy of aerial electrostatic-charged sprays for season-long
control of sweet potato whiteflies, and they concluded that the control efficacy of electrostatic-charged
sprays with spray volume of 4.68 L/ha was comparable with those on cotton treated with conventional
applications of 46.8 L/ha.

3.3. Working Efficiency

Working efficiency is also an important evaluation index for equipment selection. The UAV
sprayer used in the test belongs to semi-autonomous control, which is the most common in China.
By recording the spraying time of five sorties with the filled tank, the average spraying time of each
sortie of the UAV sprayer was calculated as 0.095 h (Table 2). The average spraying area of each sortie
was 0.39 ha with the spray volume of 5 L (Table 2). Calculated from the spraying time and area, the
work efficiency of the UAV sprayer was 4.11 ha/h (Table 2). The work efficiency test results were
consistent with Wang et al. [9], who reported that the working efficiency of UAV was at 13.4–18.0
hectare per 8 h, i.e., 1.68–2.25 ha/h. In his test, the operation items included the time of preparation,
route planning, failure maintenance, and ground service, which accounted for 50% of the whole
process. With micro-electronic technology development, the multi-sensor data fusion and real-time
kinematic positioning technology and product will be applied in agriculture UAV, with which the UAV
can achieve fully autonomous flight, significantly improving the working efficiency [41].

Table 2. Working efficiency (ha/h) of four sprayers.

Sprayer Tank Capacity (L)
Spray Area (Means ±

Standard Error, ha)
Spray Time (Means ±

Standard Error, h)
Working

Efficiency (ha/h)

UAV sprayer 5 0.39 ± 0.04 0.095 ± 0.01 4.11
SPB sprayer 280 0.93 ± 0.06 0.39 ± 0.03 2.38

KMB Sprayer 18 0.22 ± 0.02 0.14 ± 0.01 1.57
EAP Sprayer 16 0.039 ± 0.004 0.19 ± 0.01 0.21

Note: Spray area in the table means the area per spray with full tank. Spray time in the table means the time per
spray with full tank.

Compared with the UAV sprayer, the SPB sprayer had a relatively lower working efficiency.
The average spraying time was 0.39 h and the spraying area was 0.93 ha with the tank capacity of
280 L (Table 2). Although there are many other kinds of boom sprayers with a much longer boom,
the complexity of the terrain and the farm size limit the usage of larger boom sprayers in China.
The average farm size in China is amongst the smallest in the world of 0.67 ha and more than half
(57.5%) of farms are small (<2 ha) [1]. Thus, this kind of small boom sprayer is widespread with the
working efficacy of 2.38 ha/h (Table 2).

From the test results, the working efficiency of two conventional knapsack sprayers were 1.57 and
0.21 ha/h, respectively (Table 2). Conventional knapsack sprayers need to be carried on the back, which
easily leads to exhausting and lower work efficiency. Especially for the EAP sprayer, the working
efficacy was only 5.1% of the UAV sprayer. Although these knapsack sprayers also hold very large
market share (88%, from China Agriculture Yearbook Editorial Committee 2016) in China, with the
development of technology and the growth of farming size, these lower working efficiency sprayers
will be tapered and the studies on high efficiency sprayers will be necessary.
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4. Conclusions

In this study, four typical sprayers were used for pesticide application in the wheat field.
The total deposition on the plants and losses to the ground, the uniformity of the deposition, droplets
penetrability, characteristics of the deposition, control efficacy on wheat aphids and working efficiency
were compared in this research. The conclusions are shown as follows:

1) The total deposition of the UAV sprayer was not significantly different from the other three
sprayers, but the losses to the ground were the lowest.

2) The UAV sprayer had a poor deposition uniformity (CV = 87.2%) and droplets penetrability
(0.26 μg/cm2 on the third top leaf), which need to further improve in the future. By comparison,
the SPB sprayer has the best deposition uniformity (CV = 32.1%) and droplets penetrability
(0.52 μg/cm2 on the third top leaf).

3) The area of coverage, number of spray deposits and droplet size varied with spray volume
and the nozzle type of the different sprayers. Compared with other sprayers, the deposition
characterizations of the UAV sprayer were a lower area of coverage (2.2%), a lfewer spray
deposits (28.2 points/cm2), finer droplet size (VMD = 124.0 μm), higher concentration and lower
spray volume.

4) Although the spray deposition characterizations of the UAV sprayer were different from the three
other sprayers, the control efficacy of applying 70% Imidacloprid·Regent WDG on wheat aphids
was comparable with other sprayers. The control efficacy of UAV sprayer on Day 7 after the
application was 70.9%.

5) The working efficiency of the UAV sprayer was 4.11 ha/h, which was 1.7, 2.6, and 20.0 times those
of SPB, KMB and EAP sprayer, respectively. This is the greatest advantage of the UAV sprayer.

The experiment demonstrated the feasibility and high efficiency of the UAV sprayer.
The deposition uniformity and the droplets penetrability of the UAV also need to be improved.
Due to the lower coverage and poor deposition uniformity, the effective measures, such as optimizing
the spraying system or adding adjuvant in the tank to improve deposition uniformity and penetrability
would be needed in the future.
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Abstract: Unmanned aerial vehicle (UAV) variable-rate spraying technology, as the development
direction of aviation for plant protection in the future, has been developed rapidly in recent years. In
the actual agricultural production, the severity of plant diseases and insect pests varies in different
locations. In order to reduce the waste of pesticides, pesticides should be applied according to the
severity of pests, insects and weeds. On the basis of explaining the plant diseases and insect pests
map in the target area, a pulse width modulation variable spray system is designed. Moreover,
the STMicroelectronics-32 (STM32) chip is invoked as the core of the control system. The system
combines with sensor technology to get the prescription value through real-time interpretation of
prescription diagram in operation. Then, a pulse square wave with variable duty cycles is generated
to adjust the flow rate. A closed-loop Proportional-Integral-Derivative (PID) control algorithm is
used to shorten the time of system reaching steady state. The results indicate that the deviation
between volume and target traffic is stable, which is within 2.16%. When the duty cycle of the
square wave is within the range of 40% to 100%, the flow range of the single nozzle varies from
0.16 L/min to 0.54 L/min. Variable spray operation under different spray requirements is achieved.
The outdoor tests of variable spray system show that the variable spray system can adjust the flow
rapidly according to the prescription value set in the prescription map. The proportion of actual
droplet deposition and deposition density in the operation unit is consistent with the prescription
value, which proves the effectiveness of the designed variable spray system.

Keywords: UAV; variable spray; prescription map translation; PID algorithm

1. Introduction

Pests and diseases of crops are a major factor affecting the yield and quality of crops, and chemical
pesticides are the main means for their prevention and control. The pesticide application method
currently used in China is mainly based on uniform spraying. Therefore, the utilization rate of
pesticides and herbicides is still low [1]. According to statistics, as of 2017, the pesticide utilization
rate in china was only 36.6%, which was lower than the level of 50% in developed countries [2–5]. The
extensive use of pesticides directly endangers the ecological environment and human health. Therefore,
pesticide reduction and efficiency have been realized worldwide. In the field of plant protection, the
variable spray technology can be applied on demand. It has definite prospects and potentialities
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in improving the utilization rate of pesticides and reducing pesticide residues [6]. Chen et al. [7]
developed a field information processing system based on a Beidou positioning embedded vehicle
variable sprayer. The system was able to complete the spray operation according to the generated
job prescription map. However, the performance of field information processing system was not
completely verified by the field testing. Perez-Ruiz et al. [8] used a geospatial prescription map
prepared for olive trees, along with Real-Time Kinematic-Global Positioning System (RTK-GPS)-based
position information to control the spray rate. This system only implements variable spray based on
tree shape, and does not combine the degree of disease and pest with tree shape. Qiu et al. [9] used
a variable-pressure spray system that controls the flow rate with an electric control valve. The step
responses of the five target flows were measured experimentally. The results showed that the rise
time, peak time and overshoot of the nonlinear system have amplitude correlation. However, the way
of regulating flow by an electronic control valve is only applicable to ground machinery. Compared
with the high-speed flight of plant protection unmanned aerial vehicles (UAV), the response time
of the electronic control valve has a greater impact on the system. Gonzalez et al. [10] designed a
nonlinear variable spray system based on pressure regulation. By establishing the transfer function of
the open-loop system, the nonlinear control of the variable spray system was realized. However, for
the low volume spray of plant protection UAV, the droplet size and the effect of spraying operation
will be affected by the pressure. Shahemabadi and Moayed [11] proposed an algorithm to improve
the Pulse width modulation (PWM) algorithm. By controlling the rising or falling state of the valve
opening corresponding to the high and low pulse levels, an adjustment range of the flow rate from 0%
to 100% can be realized according to the adjustment precision of 2.5%. The response time by using
pulse to adjust valve opening cannot meet the requirements of UAV high-speed flight.

At present, the precision variable spraying technology for ground plant protection machinery in
China is developing more rapidly. However, the technology of agricultural aviation plant protection
is still in its infancy, mainly because the plant protection UAV is faster than the ground plant
protection machinery. UAV has the characteristics of high control precision and fast response
speed to the variable spray system. In this study, a plant protection UAV variable spray system
is designed based on the interpretation of the work prescription map. The system obtains prescription
information for real-time location through graphic interpretation of plant protection UAV, and
PWM-Proportional–Integral–Derivative (PID) control is used to adjust the spray volume quickly
and accurately. The stability and feasibility of the system are verified by experiments, which provide a
theoretical reference for the research of plant protection UAV variable spray system and extend to the
field of modern agricultural aviation for plant protection.

The paper is organized as follows: Section 2 introduces the working principle of the plant
protection UAV variable spray system based on prescription diagram interpretation. Section 3
introduces the components, design and simulation of PID algorithm in detail. Section 4 presents
the results of the experiments and discussion. Finally, Section 5 provides the concluding remarks.

2. System Composition and Working Principle

The plant protection drone variable spray system designed by the research team is presented in
Figure 1. It comprises a prescription graphic translation subsystem and a variable spraying subsystem.
At first, the prescription value of the medication is interpreted by the prescription graphic translation
subsystem from the prescription map of the work area. Subsequently, the prescription value is
transmitted to the variable spray system. At last, the closed-loop PID control algorithm is utilized
to adjust the duty cycle according to the prescription value received. By assigning a value to the
single-chip timer counter, a square wave signal with an adjustable duty cycle is generated to adjust
the rotation speed of the micro-diaphragm pump. Therefore, the way of variable spraying is realized.
In the spray system pipeline, the flow information in the spray pipeline is fed back to the STM32
controller by the Hall flow sensor. Meanwhile, the instantaneous flow rate, real-time position, flight
parameters and prescription values are displayed through the liquid crystal display (LCD).
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Figure 1. Schematic diagram of the structure of a prescription graphical interpretation of a variable spray
system. PWM: pulse width modulation. Note: 1. Medicine box; 2. micro-diaphragm pump; 3. digital
pressure gague; 4. pressure nozzle; 5. hall flow sensor; 6. liquid crystal display (LCD); 7. buck module;
8. 12 V direct-current (DC) power; 9. drive amplification module; 10. prescription figure; 11. GPS.

3. System Design

3.1. Prescription Map Generation and Interpretation

In order to get the prescription map, the ArcMap software (Environment System Research
Institute, ESRI) was used to generate a prescription map with different prescription values, so that
the variable spray system can be guided by the prescription map. At the same time, in order to verify
the effectiveness of the system, a 40 m × 60 m field experimental field was selected in the Zengcheng
Experimental Teaching Base of South China Agricultural University in Guangzhou, China (113◦38′15”
E, 23◦14′37”N). The target area was divided into small slices of 10 m × 10 m. The UAV flew over the
center of each operation unit. The flight path and unit division are shown in Figure 2.

Flight path Regional boundary  
Figure 2. Sketch map of target plot.
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Each 10 m × 10 m area is an operational unit, and a spraying amount is presented in each
operational unit. According to the performance of each component of the variable spray system, five
different levels of dosage (7.5 L/hm2, 15 L/hm2, 22.5 L/hm2, 30 L/hm2, and 37.5 L/hm2) were set
up. The prescription value of each operation unit was selected randomly from the above 5 gradient
prescription values, which are shown in Figure 3.

30 22.5 15 30

15 7.5 22.5 7.5

37.5 30 30 22.5

7.5 15 7.5 15

15 7.5 22.5 37.5

7.5 22.5 37.5 7.5

Unit

Route1 2 3 4

1

2

3

5

4

6

Figure 3. Prescription value setting in each operation unit.

Before the experiment, the working area was located by LocaSpace Viewer software (Beijing 3D
Vision Technology Co., Ltd.). Then, the geographic position information of the working field was
obtained, and the longitude and latitude were input into Microsoft Excel (Microsoft Corporation,
USA) file. As a result, the ArcMap software was imported to generate the line map layer grid [12–14].
Eventually, the prescription map was created. By adding element classes to generate fishing nets,
the grid can be edited and read. Finally, the longitude and latitude information of each unit and the
dosage information were inserted by the linear difference method to generate the prescription map of
the work area.

The prescription diagram mainly contains three layers of information, as shown in Figure 4. The
first layer is raster information, which is a rectangular raster of equal size according to the effective
spray amplitude and flight speed of UAV. The second layer is prescription value information layer,
which is based on the grid dosage obtained by the expert system of pesticide application, and different
colors represent different prescription values. The third level is the geographic information layer,
which is mainly the latitude and longitude information of raster rows and columns.
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Figure 4. Structure chart of prescription map.

The prescription map generated by the ArcMap software simulation mainly includes information
such as the latitude and longitude and the amount of spraying of each unit, and programs the
information of each unit to be stored in the STM32 controller. During the spraying operation, the
on-board high-precision GPS transmits the position information of the plant protection drone to the
STM32 controller in real time, and matches the position information contained in the work prescription
map to determine the unit area where the UAV is currently located. When the position information of
UAV is successfully matched, the prescription value of the current location is obtained. The obtained
spray quantity information is transmitted to the variable spray controller to perform spray operation.
The schematic diagram of hardware representing the prescription graphic translation system is shown
in Figure 5.

Figure 5. Schematic diagram of hardware representing a prescription graphic translation system.
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3.2. Variable Spray System Design

The overall structure of the plant protection drone variable spray system is illustrated in Figure 6.
The self-developed subsystems of prescription graphic translation and spray controller were installed
in the M23 UAV (Shenzhen Hi-tech New Agriculture Technologies Co, Ltd., Shenzhen, China). Along
with the medicine box, a miniature diaphragm pump (PLD-2201, Shijiazhuang Prandi Co, Ltd.,
Shijiazhuang, China) and a pressure nozzle (110-015 types, LECHLER Company, Germany) were used.
Among these, the STM32 chip (STM32F103ZET6, Langyi Electronic Technology Co, Ltd., Shanghai,
China) was the spray controller core. The Hall flow sensor (MJ-HZ06K, Mocho Technology Co, Ltd.,
Shenzhen, China) was used to measure the flow of the system, and the measuring range of the hall
flow sensor was 0.1–1 L/min.

23

1

45
Figure 6. Physical diagram of the variable spraying system. Note: 1. Prescription map interpretation
system and spray controller; 2. medicine case; 3. Hall flow sensor; 4. miniature diaphragm pump;
5. pressure nozzle.

The micro-diaphragm pump was controlled by the signal sent by the interpretation system. The
liquid in the medicine box was transported to the nozzles and fractured into tiny droplets under
pressure. The Hall flow sensor was used to measure the flow inside the system, and the flow rate
information was fed back to the spray controller. Subsequently, the PWM was adjusted according
to the deviation between the actual flow and the target flow. The schematic diagram of hardware
representing the variable spray controller is shown in Figure 7.

Figure 7. Schematic of hardware representing the variable spray controller.
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3.3. Micro-Diaphragm Pump Drive

The micro-diaphragm pump was controlled by the PWM technology. When the spray controller
received the prescription value information, the high-level time was used as the percentage of the
whole cycle of change, thus obtaining the PWM square wave signals with different duty cycles.
Since the PWM signal generated by the STM32 series microcomputer (MCU) was 5 V and the rated
voltage of the micro-diaphragm pump was 12 V, the PWM square wave output from the I/O port of
the MCU cannot directly drive the micro-diaphragm pump. As a result, the driving amplification
effect of the metal–oxide–semiconductor (MOS) transistor was used. Moreover, the rotation of the
micro-diaphragm pump was drive by the PWM square wave signal.

When the UAV was in flight operation, the variable spray system adjusted the rotational speed
of the diaphragm pump by changing the duty ratio of the PWM square wave signal according to the
prescription value. As a result, the flow rate of the system was adjusted. The period of the PWM
square wave signal was set to 200 ms. When the duty ratio was lower than 40%, the micro-diaphragm
pump could not be started. To ensure normal operation of micro-diaphragm pump, the duty ratio
changed within the range of 40% to 100% during the test. In order to measure the change of flow
clearly, the duty cycle of the PWM square wave signal was increased by 5% each time.

The Hall flow sensor was used to measure the single nozzle flow rate of the micro-diaphragm
pump under different duty ratios. Additionally, the relationship between the flow rate of the
micro-diaphragm pump and the duty ratio of PWM square wave signal was obtained. The result
is shown in Figure 8. By using the cubic polynomial to fit the actual flow rate and duty cycle
curve [15,16], the relationship between the flow rate of the variable system and the duty cycle of the
PWM square-wave signal is:

duty = (20.776v3 − 21.452v2 + 8.242v− 0.431)× 100% (1)

where v is the flow rate of a nozzle in L/min, and duty is the duty cycle of the PWM square wave
signal in %.
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Figure 8. Velocity curve of the miniature diaphragm pump.

3.4. Nozzle Installation of Variable Spray System

The spray amplitude of the plant protection UAV is related to the installation distance of the nozzle.
In order to get the theoretical spray size of the variable spray system designed by the project group,
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four standard angle sector nozzles (110-015 types, LECHLER Company, Germany) were installed side
by side. The spray was gradually sharpened at the edge, and the theoretical spray angle of the nozzle
was 110 degrees. The plant protection UAV spray system was dismantled and carried out by spraying
with self-designed sprays. According to the basic requirement of the spray nozzle, the installation
space of the adjacent sprinkler must be more than 50 cm, and thus a better spraying effect can be
obtained when spraying [17,18]. Therefore, the installation space of the nozzle of the project group
was 50 cm. A schematic diagram of the nozzle installation is shown in Figure 9.

d M

D

H

h

L

K

Figure 9. Schematic diagram of nozzle installation. Note: H is the height of the GPS from the top of the
crop in me; h is the height of the nozzle from the top of the crop in m; L is the installation distance of
the adjacent nozzle in m; d is the spray nozzle of the corresponding height in m; M is the width of the
overlap area of the adjacent nozzles in m; K is a certain time, with the distance of the drone flight in m;
D is the effective spray width of the drone in m.

It can be seen from Figure 9 that the equation to calculate the spray width of a single nozzle is:

d = 2h tan
θ

2
(2)

where d is the nozzle spray of the corresponding height in m; h is the height of the nozzle at the tip of
the crop in m; and θ is the number of spray angles in ◦.

In order to achieve a uniform spraying effect, the complementary spraying range of the nozzle
should be 25–30% of the single spraying range [19,20]. As shown in Figure 9, when the adjacent two
nozzles are located in the complementary region, the effective spraying range of the four nozzles is
25% of the single spraying range. The effective pray width of the four nozzles can be expressed as:

D =
11
2

h tan θ (3)

The height of the plant protection UAV is the height of the GPS from the ground. The height of
rice, wheat and other crops is about 50 cm. The spray bar designed by the research team was installed
on the frame of the drone. The height of the nozzle is about 70 cm away from the GPS. Therefore,
when the flying operation height of the drone is about 2 m, regardless of the influence of other external
environmental factors, it can be discerned from Equation (3) that the effective spray width of the four
nozzles is about 6 m.
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3.5. Control Program Design of Variable Spray System

The program was utilized to control the variable spray system and process various signals. It was
written in Keil Software (ARM Germany GmbH, USA), which was mainly composed of the PWM duty
cycle adjustment module, serial communication module, LCD module and PID control module. The
program control flow chart is shown in Figure 10. When the system works, the GPS communication
protocol (NMEA0183) is used to analyze the information acquired by the GPS in real time [21], so the
position information of the current plant protection drone is obtained. Then, the prescription value is
extracted through the prescription graphic translation system which processes the information. The
prescription values are sent to the variable spray system. When the variable spray system receives the
prescription value information, the timing and counter are turned on. The number of pulses of the
flow sensor is fed back every 50 ms, and the current system instantaneous flow is obtained through
calculation. The deviation between the instantaneous flow rate and the target flow of the system is
used as the input of the PID controller. After the PID control algorithm is operated, a duty value
is output, and the variable spray controller generates a PWM square wave with the corresponding
duty ratio.

Figure 10. Program flow chart.

3.6. PID Control Algorithm

Due to the fact that the actual spray operation is affected by many factors, the system has a certain
delay from receiving the flow change signal to adjusting the flow to the target value. Therefore, the
actual flow will fluctuate around the target flow. The PID control algorithm is based on a control law
of the system error. The algorithm is an optimal control adjusted by proportion (P), integration (I),
and differentiation (D). It has the characteristics of a simple principle, high control precision, easy
implementation and strong practicability [22]. The PID control algorithm has obvious effects on the
process of the dynamic system calibration of continuous systems. In order to accurately control the
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flow of the system and ensure the accuracy and stability of the variable spray operation, the PID
control algorithm is used to achieve the closed-loop control of the system [23]. The equation of PID
control is as follows:

u(k) = Ke(k)
P + TKP

TI

k
∑

i=0
e(i) + KPTD

e(k)−e(k−1)
T

= Ke(k)
P + KI

k
∑

i=0
e(i) + K[e(k)−e(k−1)]

D

(4)

where KP is the proportional gain; KI = TKP/TI is the integral time constant; KD = KPTD is the
differential time constant; u(k) is the output of the control system at sampling time k; e(k) is the system
output deviation from the input quantity at sampling time k, and is described as e(k) = y(k) − r(k), y(k)
is the output feedback value, and r(k) is the reference input value.

The flow control process of the miniature diaphragm pump has the characteristics of large inertia
lag and time variance. The process of adjusting the variable spray of the micro-diaphragm pump can
be described as a second-order pure lag system. The transfer function is as follows:

G(s) =
C(s)
R(s)

=
Ke−τs

(T1s + 1)(T2s + 1)
(5)

where K is the amplification factor; τ is the pure lag time in second; T1 and T2 are time coefficients.
In the process of adjusting the flow rate of the diaphragm pump, K, τ, T1 and T2 are closely related

to the performance of the system components and environmental factors [24]. The numerical value of
the parameters was obtained through simulation. Therefore, the value of the amplification factor K is 1,
the value of the pure lag time τ is 0.25, and the values of the time constants T1 and T2 are 0.05 and 1.849,
respectively. The variable spray system PID control model was created by the simulink component of
MATLAB software (MathWorks, USA), as shown in Figure 11. According to the simulation model,
when the given signal is a unit step signal, the PID simulation coefficient is debugged by the optimized
parameter design method to obtain the optimal control effect. In actual use, the algorithm needs to be
run through the STM32 chip. After repeated simulation and experiments, the values of KP, KI, and KD
are set to 6, 0.8, and 0.5, respectively. When the input is the unit “1”, the response curve obtained from
the step response output of the system is shown in Figure 12.

Figure 11. PID regulation simulation model.

395



Appl. Sci. 2018, 8, 2482

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

R
es

po
nd

s 
to

 th
e 

ou
tp

ut
 d

ur
in

g 
a 

st
ep

 re
sp

on
se

Response time/ms

Normal 
     PID

Figure 12. PID control and unregulated step response curve.

According to the step response curve of the system in Figure 12, the target flow is set to “1”. When
the PID algorithm is not added, the system receives the change signal of the flow and has a certain
delay in response. About 300 ms of time is needed to change the flow to the target value; moreover,
after reaching the target value, the actual flow value fluctuates around the target value, which has a
certain deviation from the target flow. However, after the PID control, the response time is shortened to
about 15 ms. At the same time, the actual flow reaches the target flow value and then stabilizes in the
vicinity of the target value. To a certain extent, the system response speed and stability are improved.

4. Experiment

4.1. Effect of Duty Ratio on Droplet Size and Spray Angle

The spray droplet volume and spray angle are important parameters for evaluating atomization
effect [25]. Since the particle size and spray angle of the pressure nozzle change with the change of the
fluid pressure, a laser particle size analyzer (DP-02, Zhuhai Omega Instrument Co., Ltd.) was used to
measure droplet volume. Additionally, a single-lens reflex camera (ILCE-5100, Sony Corporation of
Japan) was used to photograph the spray angle. The average particle size was tested at different duty
cycles, and the results are shown in Figure 13.
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Figure 13. Droplet spectra of different PWM square wave duty ratios: (a) droplet spectrum with a duty
ratio of 40%; (b) droplet spectrum with a duty ratio of 100%.

In Figure 13, frequency denotes the percentage of droplets with a certain size in the whole droplet
group, and accumulation denotes the percentage of droplets arranged from small to large, to a certain
size of droplets accumulating in the whole droplet group. The droplet size at 50% position is denoted
as droplet volume diameter D (50). It can be seen from Figure 13 that the droplets produced by
different nozzles are more uniform and the droplet spectrum is normal. The droplet size percentage is
accumulated according to the order of droplet size from small to large. When the PWM duty ratio is
40% and 100%, the droplet volume diameter values are 99.81 and 96.26 μm, respectively.

The spray angles of PWM duty ratios between 40% and 100% are shown in Figure 14, and the
particle size and spray angle of the other duty ratios are shown in Table 1. The experimental data
in Table 1 demonstrate that the volume of the spray droplets varies between 94 and 100 μm, when
the duty ratio is varied from 40% to 100%. Moreover, the volume of the volume gradually decreases
as the duty ratio increases. The coefficient of variation is 5.52%, the spray angle varies between 97◦

and 105◦, and the coefficient of variation is 2.77%. As the duty cycle increases, the flow rate of the
system increases, and the pressure at the nozzle also increases, increasing atomization energy and
promoting droplet breakage. The experimental results of droplet size show that different flow rates
can be achieved by changing the duty cycle of PWM square wave signal to regulate the flow rate.

(a)  (b)  

Figure 14. Spray angle of different PWM square wave duty ratios with a duty cycle of 40% (a) and a
duty cycle of 100% (b). Note: θ is the spray angle.
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Table 1. Diameter of droplet volume and spray angle at different duty ratios of PWM square waves.

Duty Cycle (%) Volume Diameter (μm) Spray Angle (◦)

40 99.81 98
45 98.72 99
50 97.85 97
55 97.46 99
60 97.32 98
65 97.07 99
70 96.73 100
75 96.77 98
80 96.49 101
85 96.26 102
90 95.79 104
95 95.65 105

100 94.59 105

4.2. Analysis of Actual Flow and Theoretical Flow Error

A laboratory experiment was used to observe the real-time flow of the system conveniently. The
flow information measured by the Hall flow sensor was displayed through the LCD screen in real time.
The target flow rates under different duty cycles can be obtained by using the relationship between the
duty cycle of the PWM square wave signal and nozzle flow rate. Table 2 is a comparison of the actual
flow and the target flow of a single nozzle under different duty cycles.

Table 2. System flow deviation.

Duty Cycle (%)
Target Flow Rate

(L·min−1)
Actual Flow Rate

(L·min−1)
Deviation (%)

40 0.1550 0.1508 2.71
45 0.1705 0.1682 1.35
50 0.1860 0.1805 1.34
55 0.2072 0.1950 5.89
60 0.2324 0.2290 1.46
65 0.2945 0.2894 1.73
70 0.3564 0.3487 2.16
75 0.3774 0.3683 2.41
80 0.4184 0.4097 2.08
85 0.4572 0.4493 1.73
90 0.4959 0.4850 2.20
95 0.5116 0.5064 1.02
100 0.5268 0.5159 2.07

The actual flow measurement data measured by the Hall flow sensor were fed back to the
controller chip. The PID algorithm adjusts the system flow according to the error between the target
flow and the actual flow. It can be seen from Table 2 that the system flow is regulated by the duty cycle
of PWM square wave signal. The actual flow changes with the change of duty cycle and is stable near
the target flow value. Additionally, the average deviation of flow regulation is 2.16%, which indicates
that the system can adjust the flow well.

4.3. Experiments Outdoors

4.3.1. Experimental Scheme

The stability and sensitivity of variable spray system were tested by outdoor spray deposition
experiment, the experiment was carried out in a paddy field of the Zengcheng Research and Teaching
Base (113◦38′15” E, 23◦14′37” N) of South China Agricultural University, Guangzhou. The experimental
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site is the same as the prescription map. The outdoor experiment site photo of the plant protection
drone variable spray system is shown in Figure 15.

Figure 15. Spray test site.

According to the prescription diagram, the prescription values of adjacent units are different. In
order to explore the uniformity of droplet deposition in each unit and the droplet deposition at the
boundary of adjacent units, the sampling bands such as S1, S2 were shown in Figure 16, in which
the operational units each were set to 10 m × 10 m. Figure 16 shows only the layout of the sampling
points in the adjacent operational units, and the other units were arranged in the same way. In UAV
flying one sortie, the total number of sampling bands was 124. A sampling band was set up in the
center of each operation unit, such as S4 and S10. In order to study the change of spray volume at
the boundary of the operation unit, the sensitivity of the variable spray system was evaluated. The
sampling bands were set on the boundary of the adjacent operation unit and to be 1 m and 2 m away
from the boundary line on its both sides, as shown in Figure 16. S1, S7 and S13 were the sampling
bands on the boundary line; S5, S6, S8 and S9 were the sampling bands on the left and right sides
of the dividing line, respectively. The amount of droplet deposition, the sediment density and the
sedimentation uniformity of aviation plant protection operations are important parameters reflecting
the quality of spraying [26]. In order to study the law of droplet deposition between various regions, a
Rhodamine B (soluble fluorescent tracer) solution with a concentration of 5 g/L was used instead of
the pesticide solution, and a Mylar card with a size of 50 mm × 80 mm and water-sensitive paper with
a size of 28 mm × 75 mm were used to collect the sprayed droplets to analyze the deposition density
and deposition uniformity. Nine sampling points were evenly arranged at an interval of 1 m on each
collection belt, and both the Mylar card and water-sensitive paper were fixed at a height of about 50 cm
from each sampling point. The layout of Mylar card and water-sensitive paper is shown in Figure 17.
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Figure 16. Inner sampling bands of adjacent operation units. Note: S1, S2, S3, S4, S5, S6, S7, S8, S9, S10,
S11, S12, and S13 are the numbers of the collection bands.

 

Figure 17. Layout of the Mylar card and water-sensitive paper.

The experiment was conducted on 5 November 2018, and the mature rice was selected as the
tested crop. A total of four sorties were tested, the flight speed of the plant protection drone was stable
at 5 m/s and the flight altitude was 2 m. At the same time, a portable ultrasonic micro-automatic
weather station (Hberw6-3, Shenzhen Hongyuan Technology Co, Ltd., China) was used to measure
the environmental information, and the height of the weather station was set at 2 m above the ground.
The test was carried out four times in total. The environment parameters are shown in Table 3.

Table 3. Test environment parameter list.

Sorties Temperature (◦C) Humidity (%)
Wind Speed and Direction

(m·s−1)

1 19.5 54.3 0.54/SW
2 20.1 54.2 0.78/SW
3 21.3 53.9 0.84/SW
4 22.6 53.7 0.47/SW

4.3.2. Test Data Processing

The amount of droplet deposition is a significant parameter reflecting the quality of droplet
deposition per unit area [27]. The Mylar card that is a resin card collected by the test is eluted
with 20 mL of distilled water, and six Rhodamine B solutions with different concentrations were
set for calibration in the range of absorbance of the fluorescence spectrophotometer (F-380, Tianjin
Gangdong Technology Development Co., Ltd., China). Concentrations of Rhodamine B solutions
were 0.002 μg/mL, 0.005 μg/mL, 0.01 μg/mL, 0.02 μg/mL, 0.05 μg/mL, and 0.1 μg/mL. The specific
method was as follows: three parts of each standard solution were prepared, and each repeated
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measurement was performed twice to monitor the influence of the cuvette on the measurement result.
Therefore, the actual number of repeated measurements for each standard solution amount to six
times, and the Rhodamine B solution concentration absorbance curve is shown in Figure 18.
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Figure 18. Rhodamine B solution standard concentration absorbance curve.

By linear regression fitting, the coefficient of determination R2 is 0.9997. The standard curve gives
the concentration of the sample solution, thereby calculating the deposition amount per unit area [28].
The calculation equation is as follows:

βdep =
(ρsampl − ρblk)FcalVdil

ρspray Acol
(6)

where βdep is the amount of droplet deposition in g·cm−2; ρsampl is the reading of the sample solution
fluorescence meter; ρblk is the reading of the fluorescence meter of the eluent (distilled water for this
test); Fcal is the calibration coefficient in g·L−1; Vdil is the volume of the solution used to elute the
collected sample in L; ρspray is the concentration of the fluorescent tracer in the spray solution in %;
Acol is the area of the collected card in cm2.

The water-sensitive paper collected by the test was scanned and analyzed by DepositScan software
(USDA-ARS Application Technology Research Unit, Wooster, OH, USA), and the droplet deposition
rate and deposition density under different prescription values were obtained [29]. The coefficient of
variation is usually used to represent the uniformity of droplet deposition between different collection
points for the same collection [30]. The calculation equation is:

CV =
S
X
× 100% (7)

S =

√
n

∑
i=1

(Xi − X)
2/(n− 1) (8)

where S is the standard deviation of the sampled specimens in the same collection zone; Xi is the
deposition amount of each collection point in μL·cm−2; X is the average value of the deposition
amount of the sampling points of the same collection zone in μL·cm−2; and n is the group sampling
with the number of collection points.
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4.4. Analysis of Experiments Results

4.4.1. Droplet Deposition Density Analysis

During the experiment, the number of droplets per square centimeter of the water-sensitive paper
in each sampling point was collected. The distribution uniformity of the droplet coverage tester was
calculated by Equation (7). The grayscale image the water-sensitive paper after scanning is shown in
Figure 19. The central sampling band of 6 working orders in the next route of the one or two sorties
was selected, as shown in Table 4. When the water droplet coverage density is less than 15 per cm2, it
is regarded as an invalid sampling point.

Figure 19. Grayscale image of water-sensitive paper.

Table 4. Statistics of droplet coverage density.

Sortie Unit
Sampling Point

Average Coefficient
of Variation−4 −3 −2 −1 0 1 2 3 4

First

1 6 16 19 29 44 31 23 14 9 25.14
38.07%
32.5%

237.77%

2 2 17 22 37 81 54 22 10 8 34.71
3 0 15 19 26 47 34 17 6 0 23.43
4 13 26 57 123 169 115 41 23 12 79.14

5 1 9 16 39 73 27 18 7 0 27 56.88%
72.48%6 0 14 23 45 137 67 24 16 3 46.57

Second

1 0 12 19 24 41 31 20 16 4 23.29 59.47%
28.08%
73.83%

2 9 16 22 37 93 49 29 14 0 37.14
3 0 15 23 36 55 29 16 13 1 26.71

4 4 21 33 59 143 37 20 12 0 46.43
47.9%

113.54%
5 1 6 15 23 69 31 18 7 0 24.15
6 3 14 29 67 115 89 32 15 3 51.57

According to the data in Table 4, when the prescription values are different, the distribution of
droplet deposition density is more intense in the middle and less intense on both sides. Because of
the small natural wind speed during the experiment, the droplet deposition does not have obvious
migration, and the peak value of deposition concentration is gathered near the sampling center line.
The prescription values of operational units 1–6 are 7.5 L/hm2, 15 L/hm2, 7.5 L/hm2, 37.5 L/hm2,
15 L/hm2, and 30 L/hm2, and the normalized ratio of prescription value is 1:2:1:5:2:4.

In the first sortie, the normalized ratio of effective droplet deposition density of these six operation
units is 1:1.38:0.93:3.15:1.07:1.85. In the second sortie, the normalized ratio of their effective droplet
deposition density is 1:1.59:1.15:1.99:1.04:2.21. The actual normalized ratio of fog droplet deposition
density of these six operation units is smaller than its theoretical ratio. The main reason is that
the droplet does not fall due to the drift of droplets in the process of operation. The data in
the table show that the effective sampling point number is from −3 to 3. According to the Civil
Aviation Industry Standards of the People’s Republic of China (MH/T1002.1-2016) with regard to the
technical specifications for the quality of agricultural aviation ultra-low-capacity pesticide-spraying
operations [31], it can be estimated that the actual spraying swath is about 5 m.
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4.4.2. Droplet Deposition Analysis

A total of four sorties were tested, with four routes under each sortie. The spraying prescription
values of each unit were the same as those of the prescription map. The droplet depositions of four
sorties were collected by the Mylar card. The average droplet deposition in various operational units
was calculated by elution analysis of the Maylar card. The droplet deposition in the sampling zone
at the center of six operational units on the third and fourth sorties was analyzed. The collection of
droplet deposition data is shown in Figure 20.
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(a)  (b)  

Figure 20. Droplet deposition in center line of operational unit: (a) third sortie; (b) fourth sortie.

The prescription values of the operational units 1–6 were set by the prescription map to be
37.5 L/hm2, 225 L/hm2, 7.5 L/hm2, 30 L/hm2, 22.5 L/hm2, and 15 L/hm2, respectively. It can be
observed in Figure 20 that the distribution of droplet deposition in each area is basically the same. The
amount of droplet deposition is related to the prescription value of each area. The peak value of spray
deposition appears below the fuselage. The main reason is the drift of droplets on both sides of the
fuselage due to the influence of the rotor wind field. The droplet distribution appears to be near the
sampling center line. The droplets on each collection belt are mainly distributed at the sampling points
of −2#, −1#, 0#, 1#, 2#, 3#. It can be estimated that the actual spraying swath is about 5 m. This is
similar to the result of Table 4.

In order to visualize the droplet deposition changes in different operational units under four
sorties, the average droplet deposition in each operation unit was calculated, which is shown in
Figure 21.

 
(a)  (b)  

Figure 21. Cont.
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(c)  (d)  

Figure 21. Droplet depositions in various sorties: (a) first sortie; (b) second sortie; (c) third sortie;
(d) fourth sortie.

The average deposition amounts of fog droplets in each operational unit of four sorties are
basically the same. The variation trends of the deposition amount of fog droplets between different
operational units on each route are the same, and the average deposition amounts of fog droplets in
each operation unit are different when placed in different places. It can be observed that the variable
spray system designed by the research group can accomplish variable spray operation according to
the prescription value set in the prescription map.

4.4.3. Droplet Deposition at the Boundary of Operation Units

In order to verify the sensitivity of the designed variable spray system, the sampling bands are set
up to collect droplet deposition. The sampling bands are located 1 m and 2 m away from the operation
unit boundary line. The droplet deposition amount of the units 1–4 of the first sortie was selected for
analysis. And the test data are shown in Table 5. In Table 5, S4, S10 and S16 are the acquisition bands at
the demarcation line of the operation unit. S3, S5, S9, S11, S15 and S17 are the numbers of acquisition
band numbers which are 1 m away from the demarcation line on both sides of the demarcation line.
S2, S6, S8, S12, S14 and S18 are the numbers of acquisition bands which are about 2 m away from the
demarcation line on both sides of the demarcation line. S7, S13 and S19 are the numbers of acquisition
bands located in the central position of the operation unit respectively. The layout of the sampling
zone from S2 to S19 is in accordance with the method shown in Figure 16.

Table 5. Droplet deposition at the boundary of operational unit.

Unit Prescription Value (L·hm−2) Sampling Band Deposition (μg·cm−2)

1
7.5

S2 22.58

S3 21.89

Boundary S4 20.63

2
15

S5 35.68

S6 39.43

S7 39.21

S8 40.28

S9 38.64

Boundary S10 39.46

3 7.5

S11 27.64

S12 23.64

S13 24.06

S14 21.96

S15 22.68
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Table 5. Cont.

Unit Prescription Value (L·hm−2) Sampling Band Deposition (μg·cm−2)

Boundary S16 23.07

4 37.5

S17 69.76

S18 129.87

S19 134.26

The diagram of droplet deposition in operation units 1–4 is shown in Figure 22.

Figure 22. Droplet depositions in operation units.

It is known from Table 5 and Figure 22, when the UAV flies over the boundary band, the
prescription interpretation system is interpreted to get the prescription value of the next operation unit
and sent to the variable spray control system. The variable spray control system regulates the flow rate
of the spray system according to the spraying prescription value. From Table 5, the droplet deposition
at the boundary is similar to that of the working unit. The droplet deposition at the 1 m position
behind the boundary is between the values at the center of the two working units. For example, the
variation rates of the droplet deposition at S5, S11 and S17 are 63%, 29.95% and 217.67% respectively.
On the other hand, the deposition of droplets on the acquisition belt, which are 2 m away from the
demarcation line, is similar to that on the central line of the operation unit. Since the plant protection
drone flies at 4 m/s during the test, the new prescription value is received. When the target value of
the spray volume change value is about 2 m, the operation time of the system is 0.4s from receiving
to square value to arriving at the target value of flow. Which reflects the sensitivity of the system.
From Table 5 and Figure 22, it can be seen that the droplet depositions in the four operation units 1–4
vary with the prescription value. The normalized ratio of the droplet deposition in the center line of
operation units 1–4 is 1:1.79:1.07:5.93, and the ratio of prescription value for these four operation units
is 1:5:1:7. Due to the drift and adherence of droplets to fuselage, the actual deposition value is smaller
than the prescription value, but the ratio is consistent, which reflects the effectiveness of variable spray
system. The above analysis shows that the PWM-PID variable spray system designed based on the
prescription can quickly adjust the flow according to the prescription map. The system has certain
sensitivity and stability.

5. Conclusions

The variable spray system based on PWM-PID control can achieve rapid and accurate change
of flow according to prescription information, effectively reducing herbicide use and enhance
chemical effect.

(1) Using serial communication technology to receive the prescription value information after the
prescription translation, the PWM technology was used to adjust the rotation speed of the
micro-diaphragm pump to realize the variable spray, and the spray effect of the spray system was
tested. The results show that the variable spray system designed by the research group ensures
that the atomization effect is stable under the duty cycle of different PWM square wave signals,
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and the coefficient of variation of the system flow rate with the duty cycle of the PWM square
wave signal is 39.21%, which can satisfy various kinds of different spray requirements;

(2) The PID algorithm was used to control the flow adjustment process to reduce the steady-state
time of the system, so that the deviation between the actual flow and the target flow is stable at
2.16%, indicating that the system can adjust the flow well;

(3) The outdoor sedimentation test shows that the variable spray system can quickly change the
spray flow according to the prescription value of the working plot. Variable pulse spraying can
be realized by PWM technology.

(4) Based on the data of experimental deposition and deposition density, the variable spray system
can be stabilized within 0.4 s from receiving the prescription value to adjusting the flow rate to a
predetermined value, and the effective injection rate of actual operation is about 5 m.

Author Contributions: Conceptualization, S.W., Q.Z., J.D. and Y.L.; methodology, W.S., Q.Z. and J.S.; software,
S.W., Q.Y., and J.S.; validation, Q.Z., X.Y. and J.S.; formal analysis, S.W. and Y.L.; investigation, W.S.; resources, J.Z.
and Y.L.; data curation, Q.Z. and J.S.; writing of the original draft preparation, Q.Y.; writing of review and editing,
S.W.; visualization, S.W. and J.Z.; supervision, S.W.; project administration, S.W.; funding acquisition, S.W. and J.Z.

Funding: This research was funded by the Science and Technology Program of Guangzhou, China (Grant
No. 201707010047), Science and Technology Program of Guangdong, China (Grant No.: 2016A020210100, and
2017A020208046), National Key Technologies Research and Development Program (Grant No.: 2016YFD0200700),
and National Natural Science Foundation of Guangdong, China (Grant No.: 2017A030310383).

Acknowledgments: Thanks to Yilong Zhan, et al. from the National Center for International Collaboration
Research on Precision Agricultural Aviation Pesticides Spraying Technology for helping the authors to complete
the outdoor experiment.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Guo, Y.W.; Yuan, H.Z.; He, X.K.; Shao, Z.R. Analysis on the development and prospect of agricultural
aviation protection in China. Chin. J. Plant Prot. 2014, 10, 78–82. (In Chinese)

2. Zhou, Z.Y.; Ming, R.; Zang, Y.; He, X.G.; Luo, X.W.; Lan, Y.B. Development status and countermeasures of
agricultural aviation in China. Trans. Chin. Soc. Agric. Eng. 2017, 33, 1–13. (In Chinese)

3. Song, Y.; Sun, H.; Li, M.; Zhang, Q. Technology Application of Smart Spray in Agriculture: A Review. Intell.
Autom. Soft Comput. 2015, 21, 319–333. [CrossRef]

4. Mogili, U.R.; Deepak, B.B.V.L. Review on application of drone systems in precision agriculture. Procedia
Comput. Sci. 2018, 133, 502–509. [CrossRef]

5. Xue, X.Y. Develop an unmanned aerial vehicle based automatic aerial spraying system. Comput. Electron.
Agric. 2016, 128, 58–66. [CrossRef]

6. He, X.K.; Bonds, J.; Herbst, A.; Langenakens, J. Recent development of unmanned aerial vehicle for plant
protection in East Asia. Int. J. Agric. Biol. Eng. 2017, 10, 18–30.

7. Chen, Z.G.; Chen, M.X.; Wei, X.H.; Li, J.Y.; Li, L. Variable prescription pesticide spraying system for farmland
based on the Beidou Navigation Satellite system. J. Drain. Irrig. Mach. Eng. 2015, 33, 965–970.

8. Perez-Ruiz, M.; Aguera, J.; Gil, A.; Slaughter, D.C. Optimization of agrochemical application in olive groves
based on positioning sensor. Precis. Agric. 2011, 12, 564–575. [CrossRef]

9. Qiu, B.J.; Li, K.; Shen, C.J.; Xu, X.C.; Mao, H.P. Experiment on response characteristics of variable-rate
continuous spraying system. Trans. Chin. Soc. Agric. Mach. 2010, 41, 32–35. (In Chinese)

10. Gonzalez, R.; Pawlowski, A.; Rodriguez, C.; Guzman, J.L.; Sanchez-Hermosilla, J. Design and implementation
of an automatic pressure-control system for a mobile sprayer for greenhouse applications. Span. J. Agric. Res.
2012, 10, 939–949. [CrossRef]

11. Shahemabadi, A.R.; Moayed, M.J. An algorithm for pulsed activation of solenoid valves for variable rate
application of agricultural chemical. IEEE Int. Symp. Inf. Technol. 2008, 4, 1–3.

12. Reyes, J.F.; Esquivel, W.; Cifuentes, D.; Ortega, R. Field testing of an automatic control system for variable
rate fertilizer application. Comput. Electron. Agric. 2015, 113, 260–265. [CrossRef]

406



Appl. Sci. 2018, 8, 2482

13. Farooque, A.A.; Chang, Y.K.; Zaman, Q.U.; Groulx, D.; Schumann, A.W.; Esau, T.J. Performance evaluation
of multiple ground based sensors mounted on a commercial wild blueberry harvester to sense plant height,
fruit yield and topographic features in real-time. Comput. Electron. Agric. 2013, 91, 135–144. [CrossRef]

14. Yalew, S.G.; Griensven, V.A.; Zaag, V.P. AgriSuit: A web-based GIS-MCDA framework for agricultural land
suitability assessment. Comput. Electron. Agric. 2016, 128, 1–8. [CrossRef]

15. Jiang, H.; Zhang, L.; Shi, W. Effects of Operating Parameters for Dynamic PWM Variable Spray System on
Spray Distribution Uniformity. IFAC-PapersOnLine 2016, 49, 216–220. [CrossRef]

16. Wang, D.S.; Zhang, J.X.; Li, W.; Xiong, B.; Zhang, S.L. Design and test of the dynamic variable spraying
system of plant protection UAV. Trans. Chin. Soc. Agric. Mach. 2017, 48, 86–93. (In Chinese)

17. Chen, S.D.; Lan, Y.B.; Li, J.Y.; Zhou, Z.Y.; Liu, A.M.; Mao, Y.D. Effect of wind field below unmanned helicopter
on droplet deposition distribution of aerial spraying. Int. J. Agric. Biol. Eng. 2017, 10, 67–77.

18. Gonzalez-de-Soto, M.; Emmi, L.; Perez-Ruiz, M.; Aguera, J.; Gonzalez-de-Santos, P. Autonomous systems for
precise spraying–Evaluation of a robotised patch sprayer. Biosyst. Eng. 2016, 146, 165–182. [CrossRef]

19. El Aissaoui, A. A Feasibility Study of Direct Injection Spraying Technology for Small Scale Farms: Modeling and
Design of a Process Control System; Universite de Liege: Liege, Belgique, 2015.

20. Yin, D.F.; Chen, S.R.; Pei, W.C.; Shen, B.G. Design of map-based indoor variable weed spraying system. Trans.
Chin. Soc. Agric. Eng. 2011, 27, 131–135. (In Chinese)

21. Llorens, J.; Gil, E.; Llop, J.; Escola, A. Ultrasonic and LIDAR sensors for electronic canopy characterization in
vineyards: Advances to improve pesticide application methods. Sensors 2011, 11, 2177–2194. [CrossRef]

22. Cai, X.; Walgenbach, M.; Doerpmond, M.; Schulze, L.P.; Sun, Y. Closed-Loop Control of Chemical Injection
Rate for a Direct Nozzle Injection System. Sensors 2016, 16, 127. [CrossRef] [PubMed]

23. Deng, W.; Zhao, C.; Chen, L.; Wang, X. Constant pressure control for variable-rate spray using closed-loop
proportion integration differentiation regulation. J. Agric. Eng. 2016, 47, 148–156. [CrossRef]

24. Qin, Y.; Sun, L.; Hua, Q.; Liu, P. A Fuzzy Adaptive PID Controller Design for Fuel Cell Power Plant.
Sustainability 2018, 10, 2438. [CrossRef]

25. Xue, X.Y.; Tu, K.; Qin, W.C.; Lan, Y.B.; Zhang, H.H. Drift and deposition of ultra-low altitude and low volume
application in paddy field. Int. J. Agric. Biol. Eng. 2014, 7, 23–28.

26. Salyani, M.; Fox, R.D. Performance of Image Analysis for Assessment of Simulated Spray Droplet
Distribution. Trans. ASAE 1994, 37, 1083–1089. [CrossRef]

27. Kesterson, M.A.; Luck, J.D.; Sama, M.P. Development and preliminary evaluation of a spray deposition
sensing system for improving pesticide application. Sensors 2015, 15, 31965–31972. [CrossRef]

28. Gil, E.; Llorens, J.; Llop, J.; Fabregas, X.; Gallart, M. Use of a terrestrial LIDAR sensor for drift detection in
vineyard spraying. Sensors 2013, 13, 516–534. [CrossRef]

29. Zhu, H.; Salyani, M.; Fox, R.D. A portable scanning system for evaluation of spray deposit distribution.
Comput. Electron. Agric. 2011, 76, 38–43. [CrossRef]

30. Yao, W.X.; Lan, Y.B.; Wang, J.; Wen, S.; Wang, G.B. Droplet drift characteristics of aerial spraying of AS350B3e
helicopter. Trans. Chin. Soc. Agric. Eng. 2017, 33, 75–83. (In Chinese)

31. Zhai, C.Y.; Wang, X.; Liu, D.Y.; Ma, W.; Mao, Y.J. Nozzle flow model of high pressure variable-rate spraying
based on PWM technology. Adv. Mater. Res. 2011, 422, 208–217. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

407



applied  
sciences

Article

Sliding Mode Thau Observer for Actuator Fault
Diagnosis of Quadcopter UAVs

Ngoc Phi Nguyen and Sung Kyung Hong *

Faculty of Mechanical and Aerospace Engineering, Sejong University, Seoul 05006, Korea;
phinguyen.183@gmail.com
* Correspondence: skhong@sejong.ac.kr; Tel.: +82-02-3408-3772

Received: 6 September 2018; Accepted: 2 October 2018; Published: 11 October 2018

Featured Application: This work addresses issues related to fault-tolerant control of quadcopter

UAVs.

Abstract: Fault diagnosis (FD) is one of the main roles of fault-tolerant control (FTC) systems. An FD
should not only identify the presence of a fault, but also quantify its magnitude and location. In this
work, we present a robust fault diagnosis method for quadcopter unmanned aerial vehicle (UAV)
actuator faults. The state equation of the quadcopter UAV is examined as a nonlinear system.
An adaptive sliding mode Thau observer (ASMTO) method is proposed to estimate the fault
magnitude through an adaptive algorithm. We then obtain the design matrices and parameters
using the linear matrix inequalities (LMI) technique. Finally, experimental results are presented to
show the advantages of the proposed algorithm. Unlike previous research on quadcopter UAV FD
systems, our study is based on ASMTO and can, therefore, determine the time variability of a fault in
the presence of external disturbances.

Keywords: fault diagnosis; quadcopter UAV; fault-tolerant control; sliding mode observer; Thau
observer

1. Introduction

Quadcopter unmanned aerial vehicles (UAVs) have been used in a variety of applications, due to
their numerous advantages, such as small size, agility, low cost, mechanical simplicity, and indoor and
outdoor operability, which have led to their increased popularity compared to other UAV systems.
As a result, they have been investigated and tested in a range of environments and applications which
include target tracking [1,2], fault detection and fault-tolerant control [3,4], and formation flight [5,6].

Particularly the topic of fault-tolerant control (FTC) has received a large amount of attention
in the community, which led to quadcopter UAVs that are less error-prone and, thus, more reliable
during flight. In general, there are two types of FTC: passive and active. Several studies investigated
passive FTCs [7,8], which have the advantage that they do not require any fault diagnosis scheme,
but the resulting disadvantage is that they have a lower fault tolerance [9]. To overcome this limitation,
active FTCs have been introduced to improve said fault tolerance. Fault diagnosis (FD) is the essential
requirement for active FTCs to determine the location and magnitude of faults. Through FD, active
FTCs can be designed to compensate the effect of faults and, thus, improve flight control and stability,
which makes FD the main task of active FTCs.

The FD approach has been studied by numerous authors. Freddi et al. [10,11] investigated
a model-based fault diagnosis which can be used to monitor sensor faults and detect actuator
faults. In this method, residuals are used to distinguish between system and observer outputs,
but these methods are inaccurate and unsuitable for quantifying the magnitude of a fault. Ma and
Zhang [12,13] proposed a method for fault estimation based on a Kalman filter, but their approach is
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of insufficient robustness with regard to disturbances if the transfer matrices are inaccurate. Several
effective approaches, such as sliding mode observer [14,15], neural network [16,17], and adaptive
observer [18,19], have been investigated, but none of these approaches focused on a real quadcopter
UAV. Moreover, recent studies [20,21] used fuzzy methods for fault diagnosis problems, but these
approaches do not focus on real quadcopters, and may be overly complex to implement in a flight
controller. Only few studies focused on the problem of fault diagnosis in a real quadcopter UAV,
verified through real flight data. While [4] used an actuator fault estimation with an adaptive observer
based on H∞, and demonstrated the effectiveness of the proposed scheme, this method may not be
sufficiently robust to external disturbances because the underlying mathematical model neglects both
nonlinear terms and external disturbances. The most recent application of an adaptive Thau observer
(ATO) for actuator fault diagnosis was proposed in [22]. While this approach is capable of handling
model uncertainties in the nonlinear quadcopter model, it is rather complex and time-consuming
because it uses system identification to find the drag terms, and the filter to eliminate sensor noise.

In the present study, we try to overcome these limitations by combining a sliding mode
observer based on Walcott–Zak observer design [23], with ATO to handle the actuator fault diagnosis.
This method is capable of accounting for time-varying actuator faults. We then derive the Lyapunov
stability and other conditions to obtain the desired matrices and associated parameters. Finally,
a straightforward method based on linear matrix inequalities (LMI) is proposed to allow relaxing
the derived conditions, which is a useful feature in flight controllers. Unlike previous methods,
our approach is simple and not overly time-consuming, which makes it amenable for use in real
quadcopters. Moreover, our method can handle uncertainties of magnitudes that are unknown,
a priori, through an adaptive law approach. By comparing our approach to [22], we found that the
adaptive algorithm is capable of compensating for the drag terms leading to clear improvements in
the results.

2. System Description

While the right and left (3 and 4) motors of the quadcopter rotate in the clockwise direction,
the other motors rotate in counterclockwise direction (Figure 1). Each motor is located at a distance L
from the center of mass o.

Figure 1. Schematic of the geometric configuration of the quadcopter unmanned aerial vehicle (UAV).

Assuming the control variables can be described as⎧⎪⎪⎪⎨⎪⎪⎪⎩
U1 = T1 + T2 + T3 + T4

U2 = (T3 − T4)L
U3 = (T1 − T2)L
U4 = τ1 + τ2 − τ3 − τ4

, (1)

where τi and Ti represent the torque and thrust force produced by the ith motor, respectively; U1 is the
total thrust; U2, U3, U4 are the torques in ϕ, θ,ψ directions, which correspond to roll, pitch, and yaw
Euler angles, respectively (Figure 1).
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Thrust force and torque are related to the rotational speed as follows:

Ti = bΩ2
i , (2)

τi = dΩ2
i , (3)

where b, d represent the thrust and drag coefficients, and Ωi represents the rotational speed of the
ith motor.

Inserting Equations (2) and (3) into (1) yields⎧⎪⎪⎪⎨⎪⎪⎪⎩
U1 = b(Ω2

1 + Ω2
2 + Ω2

3 + Ω2
4)

U2 = b(Ω2
3 −Ω2

4)

U3 = b(Ω2
1 −Ω2

2)

U4 = d(Ω2
1 + Ω2

2 −Ω2
3 −Ω2

4)

. (4)

The quadcopter dynamic model has previously been formulated as follows [22,24]:⎧⎪⎨⎪⎩
Ix

..
ϕ = U2 + (Iy − Iz)

.
θ

.
ψ− JT

.
θΩ− Kϕ

.
ϕ

Iy
..
θ = U3 + (Iz − Ix)

.
ϕ

.
ψ− JT

.
ϕΩ− Kθ

.
θ

Iz
..
ψ = U4 + (Ix − Iy)

.
ϕ

.
θ− Kψ

.
ψ

, (5)

where Ix, Iy, Iz represent the moments of inertia along the x, y, z directions, respectively; Kϕ, Kθ, Kψ
are drag coefficients; JT is the moment of inertia of each motor, and Ω = Ω3 + Ω4 −Ω1 −Ω2.

We consider drag terms as disturbances, and they can be compensated by adaptive law, which
is discussed in the “nonlinear observer for fault diagnosis” section. By defining the state vector
xT =

[
ϕ θ ψ

.
ϕ

.
θ

.
ψ

]
, control input vector uT =

[
U2 U3 U4

]
, and output vector

yT = [ ϕ θ ψ
.
ϕ

.
θ

.
ψ ], Equation (5) can be described in the state equation as{ .

x(t) = Ax(t) + p(x, u) + Bu(t) + Edd(t)
y = Cx(t)

, (6)

where Ed is disturbance matrix, d(t) ∈ Rs is disturbance vector, A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0

1/Ix 0 0
0 1/Iy 0
0 0 1/Iz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, C = I6×6, and p(x, u) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0

(
.
θ

.
ψ(Iy − Iz)− JT

.
θΩ)/Ix

(
.
ϕ

.
ψ(Iz − Ix)− JT

.
ϕΩ)/Iy

.
ϕ

.
θ(Ix − Iy)/Iz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. When an

actuator fault occurs, Equation (6) can be described as{ .
x(t) = Ax(t) + p(x, u) + Bu(t) + F f (t) + Edd(t)
y = Cx(t)

, (7)

where F is the fault matrix, and f (t) ∈ Rl is an actuator fault vector.
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3. Nonlinear Observer for Fault Diagnosis

3.1. Standard Thau Observer for Fault Detection

According to the state Equation (7), the two following conditions must be met by the Thau
observer design:

C1 the pair (C, A) is observable.
C2 the nonlinear term p(x, u) is continuously differentiable and assumed to be Lipschitz, with a

constant γ, i.e., ‖p(x1(t), u(t))− p(x2(t), u(t))‖ ≤ γ‖x1 − x2‖.
From the above conditions, the state Equation (7), based on Thau observer, can be constructed

as [20]: { .
x̂(t) = Ax̂(t) + p(x̂, u) + Bu(t) + K(ŷ(t)− y(t))
ŷ = Cx̂(t)

, (8)

where K is the observer gain matrix which is determined by

Lemma 1. [11]: If the given observer gain matrix in Equation (8) satisfies

K = P−1
ε CT , (9)

then matrix Pε can be obtained from the Lyapunov equation

AT Pε + Pε A− CTC + εCT Pε = 0, (10)

where ε is a positive constant such that Pε ≥ 0, and the state space model Equation (6) is an asymptotic
estimation with lim

t→∞
e(t) = lim

t→∞
(x̂(t)− x(t)) = 0.

3.2. Adaptive Sliding Mode Thau Observer for Fault Diagnosis

The following conditions and lemmas are given for the ASMTO design:
C3 f (t) and

.
f (t) are norm-bounded, i.e., ‖ f (t)‖ ≤ f1, ‖

.
f (t)‖ ≤ f2, with f1, f2 > 0.

C4 There exists an unknown constant that satisfies ‖d(t)‖ ≤ N.

Lemma 2. For a given symmetric matrix P ≥ 0 and scalar μ > 0, the following inequality must be satisfied:

2xTy ≤ 1
μ

xT Px + μyT P−1y. (11)

Lemma 3. If C2 holds, there exists a matrix P ≥ 0 such that

2eT P(p(x1, u)− p(x2, u)) ≤ γ2eT PPe + eTe. (12)

If all the above conditions and lemmas hold, then the ASMTO has a form{ .
x̂(t) = Ax̂(t) + p(x̂, u) + Bu(t) + Edv(t) + F f̂ (t) + K(ŷ(t)− y(t))
ŷ = Cx̂(t)

, (13)

where x̂(t) ∈ Rn, f̂ (t) ∈ Rl , ŷ(t) ∈ Rq are the observer state vector, fault estimation of f (t),
and observer output vector, respectively. K is the Thau observer gain matrix and v(t) is given by the
following algorithm:

.
n(t) = α‖F1ey(t)‖
v(t) = −n(t) F1ey(t)

‖F1ey(t)‖
, (14)
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where α is a constant and F1 is discussed in the “stability analysis” section.

3.3. Stability Analysis

Denote
ex = x̂(t)− x(t)
ñ(t) = n(t)− N
ey = ŷ(t)− y(t)
e f = f̂ (t)− f (t)

. (15)

Then, the error dynamics can be obtained from (7), (13), and (15) as

.
ex(t) = (A− KC)ex + p(x̂, u)− p(x, u)

+Fe f + Ed(v(t)− d(t))
. (16)

Theorem 1. For a given observer gain, K , if there exist matrices P = PT > 0, G = GT > 0, F1, and F2

such that [
P(A− KC) + (A− KC)T P + γ2PP + I 0

0 σ+1
σ G

]
< 0, (17)

ET
d P =

1
σ

F1C, (18)

FT P =
1
σ

F2C, (19)

where σ is positive constant, then, the fault estimation algorithm can be described as

.
f̂ (t) = −ΓF2ey + σΓ f̂ (t), (20)

where Γ is the learning rate matrix, Γ = ΓT > 0.

Remark 1. The adaptive law in Equation (20) uses both error dynamics and fault vector information. While the
proportional term can lead to a rapid improvement in system response, the fault vector can eliminate the error
of estimation.

Proof. Considering the following Lyapunov function.

V(t) = eT
x Pex +

1
σ

eT
f Γ−1e f +

1
σ

ñTα−1ñ (21)

Then, its time derivative
.

V(t) is

.
V(t) =

.
eT

x (t)Pex(t) + eT
x (t)P

.
ex(t)

+ 2
σ eT

f (t)Γ
−1 .

e f (t) + 2
σ

.
n(t)α−1ñ(t)

= eT
x (t)

[
P(A− KC) + (A− KC)T P

]
ex(t)

+2eT
x (t)PEd(v(t)− d(t))

+2eT
x (t)PFe f (t) + 2

σ‖F1ey(t)‖(n(t)− N)

+2eT
x (t)P(p(x̂, u)− p(x, u))

+ 2
σ eT

f Γ−1
.
f̂ (t)− 2

σ eT
f Γ−1

.
f (t)

. (22)
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Using Theorem 1, Lemma 2, and Lemma 3, one can see that

2eT
x (t)PFe f (t) + 2

σ eT
f Γ−1

.
f̂ (t)

= 2eT
x (t)PFe f (t) + 2

σ eT
f Γ−1

(
−ΓF2ey + σΓ f̂ (t)

)
= 2eT

f f̂ (t)

≤ eT
f Ge f + f̂ T(t)G−1 f̂ (t)

≤ eT
f Ge f + f 2

1 λmax(G−1)

, (23)

2eT
x (t)PEd(v(t)− d(t))

= 2
σ

(
F1ey(t)

)T
(
−n(t) F1ey(t)

‖F1ey(t)‖ − d(t)
)

< − 2
σ‖F1ey(t)‖(n(t)− N)

, (24)

where λmax is the maximum eigenvalue of the associated matrix.
From Lemma 2, one can see that

− 2
σ eT

f (t)Γ
−1

.
f (t) = 2

σ

(
−eT

f (t)
)(

Γ−1
.
f (t)

)
≤ 1

σ (e
T
f (t)Ge f (t)

+
.
f

T
(t)Γ−1G−1Γ−1

.
f (t))

≤ 1
σ (e

T
f (t)Ge f (t)

+ f 2
2 λmax(Γ−1G−1Γ−1))

. (25)

According to Lemma 3, we obtain

eT
x (t)[P(A− KC) + (A− KC)T P]ex(t)

+2eT
x (t)P(p(x̂, u)− p(x, u))

≤ eT
x (t)[P(A− KC) + (A− KC)T P

+γ2PP + I]ex(t)

. (26)

With (23), (24), (25), and (26), Equation (22) becomes

.
V(t) = eT

x (t)[P(A− KC) + (A− KC)T P

+γ2PP + I]ex(t)

+eT
f Ge f + f 2

1 λmax(G−1)

+ 1
σ (e

T
f (t)Ge f (t) + f 2

2 λmax(Γ−1G−1Γ−1))

= eT
x (t)[P(A− KC) + (A− KC)T P

+ γ2PP + I]ex(t)
σ+1

σ eT
f (G)e f + η

≤ ξT(t)Θξ(t) + η

, (27)

where η = f 2
1 λmax(G−1) + 1

σ f 2
2 λmax(Γ−1G−1Γ−1)), ξ(t) =

[
eT

x (t) eT
f (t)

]
, and Θ =[

P(A− KC) + (A− KC)T P + γ2PP + I 0
0 σ+1

σ G

]
.

If Θ < 0, then
.

V(t) < 0 for σ‖ξ(t)‖2 > η, where σ = λmin(−Θ). This means that
(
ex(t), ey(t)

)
converges to a small set, according to Lyapunov stability theory [25]. �
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Remark 2. It is difficult to solve Equations (17)–(19) simultaneously, and this problem can be addressed using
the LMI technique. Therefore, we modify Equations (18) and (19) to [25][

η1 I ET
d P− F1C

(ET
d P− F1C)T

η1 I

]
> 0, (28)

[
η2 I FT P− 1

σ F2C

(FT P− 1
σ F2C)

T
η2 I

]
> 0. (29)

4. Experimental Results

4.1. Experimental Setup and Parameters

For safety purposes, the quadcopter test bed was developed in the guidance, navigation, and
control (GNC) lab (Figure 2). The fault diagnosis algorithm from Section 3 was tested on a DJI F450
quadcopter. The algorithm was implemented on a Pixhawk2 flight controller using C++ program
from Eclipse software [26]. The flight controller used firmware version 3.5. In the experimental
setup, a remote control was used to inject faults by limiting the pulse width modulation (PWM)
of the motors, which allowed us to switch between stabilized and fault modes. During testing,
the Mission Planner (MP), a commercially available software, was used to monitor flight data through
Xbee (Telemetry) communication [27]. Since the MP has some limitations with regard to parameter
monitoring, the fault estimation data had to be obtained through a C++ program that writes them to a
log file. The experimental procedure is summarized in Figure 3.

 

Figure 2. DJI F450 quadcopter.

Figure 3. Experimental procedure.
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The DJI F450 parameter values are shown in Table 1. For the experiment, the matrices were chosen

as follows: the fault matrix F = B, and the disturbance matrix Ed =
[

1 1 1 1 1 1
]T

. The pair
(A, C) is observable and condition C1 is satisfied, p(x, u) is continuously differentiable, and satisfies
condition C2 as it only contains multiplications and divisions. Thus, all conditions are met, and the
proposed scheme is applicable.

Table 1. DJI F450 quadcopter parameters.

Parameter Description Value

L Arm length 0.225 m
b Thrust coefficient 9.8× 10−6 N/m2

d Drag coefficient 1.6× 10−7

m Mass 2 kg
Ix; Iy; Iz Moments of inertia 0.0035; 0.0035; 0.005 kg·m2

JT Rotor inertia 2.8× 10−6 kg·m2

We used the following learning rate Γ = diag(0.005, 0.005, 0.005) and sampling
time T = 0.0025 s for the experimental test bed. The matrices obtained
from the ASMTO are F1 =

[
101.77 101.77 101.77 101.77 101.77 101.77

]
,

F2 =

⎡⎢⎣ −26 5 5 13, 946 5 5
5 −24 5 5 12, 887 5
3 3 −16 3 3 8701

⎤⎥⎦ G = 100 × I6×6, K =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

100 0 0 1 0 0
0 100 0 0 1 0
0 0 100 0 0 1
1 0 0 100 0 0
0 1 0 0 100 0
0 0 1 0 0 100

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, P =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

101.8 0.04 0.04 −0.19 0.04 0.04
0.04 101.81 0.04 0.04 −0.19 0.04
0.04 0.04 101.8 0.04 0.04 −0.19
−0.19 0.04 0.04 101.8 0.04 0.04
0.04 −0.19 0.04 0.04 101.8 0.04
0.04 0.04 −0.19 0.04 0.04 101.8

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

The 30% partial loss fault is injected artificially into motor 1 by limiting the PWM of the motor at
time t = 7 s. This is achieved by changing from stabilized mode to fault mode using the remote control.
The fault percentage is user-controllable, and can be set in the C++ program. The moments of motors
M2, M3, and M4 remained zero while the moment of motor M1 decreases because of the actuator fault
(Figure 4).

M
om

en
ts

 o
f m

ot
or

s 
[N

.m
]

Figure 4. Motor offsets caused by the fault.
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4.2. Robust Fault Diagnosis Result

The in-flight attitude response is shown in Figure 5. While Figure 6 shows the fault offset
estimations M1 to M4, the real value and fault offset estimation for M1 are shown in Figure 7. It can
be seen from Figure 6 that the estimation values of M2, M3, and M4 are affected by that of M1 from
7 to 18 s and, then, they converge to zero. Moreover, from the Figure 7, we see that the fault offset
estimation value using ASMTO converges to the desired value with high accuracy. Figure 8 compares
the real controller output offset and its estimation. From this Figure, we see that the estimation value
can smoothly track the real one. Although ASMTO does not use noise filtering and identification
technique for drag terms, which is presented in [20], the estimation values still obtain the high accuracy
and smooth tracking.

Figure 5. The attitude angles.

Figure 6. Fault estimation.

Figure 7. M1 offset by fault and its estimation.
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Figure 8. Controller output offset by fault and its estimation.

Remark 3. From Equations (15) and (20), it is easy to show that

.
e f = −ΓF2ey + σΓe f + σΓ f (t)−

.
f (t). (30)

The speed with which the estimation converges depends on the fault characteristics and the
ASMTO design parameters. From Equation (30), we can see that Γ and σ need to be tuned in order to
obtain better estimations that are adapted to the fault characteristics. Normally, the value of σ would
be fixed in this algorithm.

Remark 4. Since the moments of roll and pitch are at least one order of magnitude larger than the moment of
yaw, the latter has a larger error in its fault estimation. We resolved this problem by using an amplification and
reduction technique [22].

Remark 5. The fault-tolerant controller was not the main focus of this paper, and we only used an attitude
controller for the actuator fault diagnosis. Cases with more than one actuator fault were considered to be beyond
the scope of this work, and were excluded mainly due to safety concerns. Moreover, the partial loss fault should
be smaller than the nominal thrust of the quadcopter.

5. Conclusions

In this paper, a robust fault diagnosis method based on a Thau observer has been investigated
for use on a quadcopter UAV under actuator fault, using a nonlinear modelling approach. Contrary
to previous studies, the proposed scheme not only detects time-varying faults, but also works with
an unknown upper bound of the associated disturbances. The stability of the error system could
be demonstrated under the presence of an actuator fault. The experimental results could prove the
effectiveness of this new method. In our future work, we will attempt to relax Equations (17)–(19)
and implement an FTC for an attitude and position controller that will be based on the actuator fault
estimation information.
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Abstract: This paper proposes a wing root control mechanism inspired by the drag-based system
of a dragonfly. The previous mechanisms for generating wing rotations have high controllability
of the angle of attack, but the structures are either too complex or too simple, and the control of
the angle of attack is insufficient. In order to overcome these disadvantages, a wing root control
mechanism was designed to improve the control of the angle of attack by controlling the mean
angle of attack in a passive rotation mechanism implemented in a simple structure. Links between
the proposed mechanism and a spatial four-bar link-based flapping mechanism were optimized
for the design, and a prototype was produced by a 3D printer. The kinematics and aerodynamics
were measured using the prototype, a high-speed camera, and an F/T sensor. In the measured
kinematics, the flapping amplitude was found to be similar to the design value, and the mean angle
of attack increased by approximately 30◦ at a wing root angle of 0◦. In the aerodynamic analysis,
the drag-based system implemented using the wing root control mechanism reduced the amplitude
of the force in the horizontal direction to approximately 0.15 N and 0.1 N in the downstroke and
upstroke, respectively, compared with the lift-based system. In addition, at an inclined stroke angle,
the force in the horizontal direction increased greatly when the wing root angle was 0◦ at the inclined
stroke angle, while the force in the vertical direction increased greatly at a wing root angle of 30◦.
This means that the flight mode can be controlled by controlling the wing root angle. As a result,
it is shown that the wing root control mechanism can be applied to the MAV (micro air vehicle) to
stabilize hovering better than the MAV using a lift-based system and can control the flight mode
without changing the posture.

Keywords: biomimetic robot; micro air vehicle; flapping; drag-based system; dragonfly

1. Introduction

Small birds and insects are good objects to mimic for developing a micro air vehicle (MAV)
for stable flight at low Reynolds fluid [1–7]. The RoboBee developed by researchers at Harvard [1],
the robot hummingbird of DARPA [2], the beetle robot of Konkuk University [3], and the tailless aerial
robot inspired by the flies of Delft [7] are representative robots developed by mimicking the flight of
small birds and insects. Among the insects mimicked, the dragonfly has the most stable hovering
ability, the ability to switch flight modes without changing posture, and ability to fly backwards [8,9].
In order to achieve this high maneuverability, the dragonfly uses characteristics such as the phase
difference between the forewing and hind wing [8,10–12], independent control of each wing [13], and a
drag-based system in hovering flight [14,15].

Among these characteristics, we focus on the drag-based system. Most insects, except the
dragonfly, use a lift-based system in which they stroke their wings in the horizontal direction of the
body during hovering. On the other hand, dragonflies use a drag-based system in which they stroke
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their wings in an inclined direction to the body. This drag-based system not only provides more stable
flight but also improves maneuverability by maintaining posture when changing flight mode [14,15].
Dragonflies that use a drag-based system rely on drag force for 76% of the force required for hovering,
and most vertical forces for hovering flight are obtained on the downstroke [15]. For this reason,
in order to maximize their vertical force, dragonflies increase the drag force through a large angle of
attack during the downstroke, while minimizing the drag force through a small angle of attack in the
upstroke [16,17].

The aforementioned angle of attack is an important factor that enables most insects,
including dragonflies, to control the magnitude and direction of the force generated when flapping
their wings [18]. Most small birds and insects produce an angle of attack by rotating their wings in the
longitudinal direction when the direction of the flapping stroke is reversed, such as from the upstroke
to the downstroke, or from the downstroke to the upstroke [19,20]. These wing rotations are divided
into passive rotation using aerodynamic force and inertial force and active rotation that is directly
controlled through the muscles. It is not known exactly what type of wing rotation insects use, but it
has been proven that passive rotation explicitly occurs during flapping [21]. A variety of mechanisms
for generating wing rotation for the FW-MAV (flapping wing micro air vehicle) have been proposed in
studies mimicking the flight characteristics of insects.

These mechanisms are divided into passive [22] and active rotation mechanisms [23,24] like
insect wing rotation. A passive rotation mechanism has been produced by creating a wing frame
using a flexible material or loose membrane. For the active rotation mechanism, a method of
artificially generating rotation using a spring, and a method of simultaneously implementing flapping
and rotation with a single actuator using a spatial four-bar link mechanism have been presented.
Various attempts have been made to develop a wing rotation mechanism, but there is a clear limit
to mimicking the drag-based system of dragonflies. In the case of the active rotation mechanism,
since wing rotation is directly generated using the power of an actuator, it is suitable to implement the
desired movement through mechanical design. Moreover, the flapping pattern is easily switched from
an asymmetric flapping pattern to a symmetric flapping pattern or vice versa by adding degrees of
freedom to the MAV. However, this mechanism is difficult to apply in practical MAV development.
The reason is because not only is the structure complex, such that the weight of the airframe increases,
and friction and torsion occur to a large extent, but additional energy is also required to generate
wing rotation. On the other hand, the passive rotation mechanism has a relatively simple structure
and is widely used in the development of MAV [1–5,25,26]. A passive rotation mechanism has also
been developed to control the magnitude of the angle of attack by adding degrees of freedom to the
wing roots in a passive rotation mechanism in which the wing’s membrane is loosely constructed.
The passive rotation mechanism, which depends on the proposed external force, is suitable for
developing an MAV with the same angle of attack in the up-down stroke, such as a symmetric flapping
pattern. However, it is not suitable for developing MAVs with asymmetric flapping patterns that
require a different angle of attack in up-down strokes. Thus, both proposed wing rotation mechanisms
have limitations in terms of mimicking the drag-based system of a dragonfly.

The study proposes a mechanism that mimics the flight characteristics of dragonflies, using a
drag-based system for hovering flight and a lift-based system for forward flight. The mechanism
can be applied to an MAV using a passive rotation mechanism and can implement an asymmetric
flapping pattern by changing the mean angle of attack. The proposed mechanism consists of a
slide-crank mechanism designed to operate independently of flapping. The flapping motion was
implemented using a spatial four-bar link mechanism, while the passive rotation mechanism was
fabricated using the design parameters of the wing, optimized for the symmetric flapping pattern
from previous research [27]. A high-speed camera was used for kinematic analysis of the prototype,
and force measurement tests were conducted to determine whether the horizontal force amplitude of
the drag-based system implemented by the proposed mechanism was reduced compared with that
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of the lift-based system, as well as the force direction variations with respect to changes in the wing
root angle.

2. Flight Characteristics of Dragonflies

2.1. Kinematics of Dragonfly Flight

The kinematics [28,29] and aerodynamics [14–16,20,30,31] of dragonflies have been studied
extensively in the past. Wang analyzed the stroke amplitude and wing angle of attack placed at
70% from the wing root in forward flight using an ultrahigh-speed camera [28]. In the same way,
Azuma measured the stroke amplitude and angle of attack in hovering flight of the dragonfly [29].
However, the maximum and minimum stroke angle and mean angle of attack must be clearly defined
in order to proceed with the aerodynamic experiment on the MAV. In this study, these parameters
were defined as listed in Table 1, and the coordinate system of the kinematics is shown in Figure 1.
The figure shows the flapping motion in the relative coordinate system x′y′z′ rotated by α with respect
to the absolute coordinate system xyz, where α is the stroke angle, β is the stroke amplitude, and δ is
the angle of attack.

Figure 1. Coordinate system of flapping motion.

Table 1. Kinematics of dragonfly for experiment.

Angle of Attack Stroke Amplitude Stroke Angle

Angle

Hover Forward

−40◦~40◦ 60◦
Down stroke 75◦ 45◦

Up stroke 15◦ 45◦

Mean angle of attack 30◦ 0◦

2.2. Aerodynamics of Dragonfly Flight

The systems used by organisms for swimming or flying are divided into drag-based systems and
lift-based systems, depending on the type of force [14,15]. The lift-based system uses lift force in the
manner of most fish or flying insects. Lift forces are obtained through up-down strokes, whereas drag
force is generated in the opposite direction with the each up-down stroke, and the net force generated
for one cycle is close to zero, as shown in Figure 2a. The drag-based system is based on the drag
force, used in rowing locomotion or jellyfish swimming. In order to generate enough drag force to
fly or swim, dragonflies flap their wings, and with each down-stroke maintain a large angle of attack
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to increase the drag force. In contrast, the upstroke minimizes the drag force by flapping with a
small angle of attack, as shown in Figure 2b. This method allows the creature to generate force in the
direction of movement through the drag force.

(a) (b) 

Lift force

Drag force

Lift force

Drag force

Flight 
direction

Lift force

Drag force

Lift force

Drag force

Flight 
direction

Large angle of attack 

Small angle of attack 

Figure 2. Stroke motion of a (a) lift-based system and (b) drag-based system.

Wang [14] mentioned that the drag-based system is more stable than the lift-based system in
stationary flight, while the lift-based system has superior performance in forward flight. In addition,
Vogel [15] experimentally proved that the drag-based system is more stable in stationary flight.
Unlike most insects that use a lift-based system, dragonflies use both a drag-based system in hovering
flight and lift-based system in forward flight. This system conversion is achieved by changing their
angle of attack, which gives them more stable and superior flight abilities.

Dickinson experimentally defined lift and drag coefficients for when the thin wing moves in low
Reynolds fluid as the following equations.

CL = 0.225 + 1.58 sin (2.13α− 7.20), (1)

CD = 1.92− 1.55 sin (2.04α− 9.82). (2)

where CL is the lift coefficient, CD is the drag coefficient, and α is the angle of attack. The equation
shows that the drag coefficient is a function of the angle of attack. In the relationship between the angle
of attack and drag force, in order to use the drag-based system at hovering, the dragonfly increases the
drag force using a large angle of attack at the downstroke and minimizes the drag force using a small
angle of attack at the upstroke. On the other hand, in forward flight, the dragonfly flies by generating
lift force using the same angle of attack in the up-down stroke like other insects. Thus, the rapid
conversion from a drag-based system to a lift-based system without changing the stroke angle is
achieved by changing the mean angle of attack.

3. Development of a Wing Root Rotation Mechanism

3.1. Passive Wing Rotation Mechanism

In the flight of insects, wing rotation is an essential factor for a positive angle of attack at flapping.
To generate the wing rotation passively, this study used a wing rotation mechanism using a loose wing
membrane, as shown in Figure 3 [27]. The proposed wing rotation mechanism was fabricated with a
wing membrane larger than the designed wing membrane to generate wing rotation, and this changes
the angle of attack by rotating the wing root. This wing rotation made by the loose wing membrane not
only generates more lift force by the camber wing structure in flight but also increases the efficiency
while gliding [32–35].
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(a) (b) 

Figure 3. (a) Passive wing rotation mechanism using a loose wing membrane and (b) loosen membrane
in moving wing.

The frame of the wing is made of carbon rods to reduce the weight, and the wing membrane
is made of 25 μm thick polypropylene film. For the passive rotation of the wing, a polyolefin tube
attached at the leading edge and root of the wings reduce the friction at wing rotation. In addition,
two 0.6 mm carbon rods attached to the wing membrane maintain the rigidity of the wing after rotation,
as shown Figure 3a.

3.2. Concept of Wing Root Rotation Mechanism

The purpose of this study is to develop a passive wing rotation mechanism that mimics the
flight characteristics of dragonflies and can change the mean angle of attack by rotating the wing root.
The mean angle of attack changes by wing root rotation with respect to the horizontal direction of the
wing when the wing has the same angle of attack at each up-down stroke. Figure 4 shows the variation
of the wing angle of attack range with this passive wing rotation mechanism. We developed the
mechanism for changing the mean angle of attack based on a slide-crank link mechanism, where the
crank is the wing root and rotates on the y”-axis.

To obtain a lift-based system with the same angle of attack at each up-down stroke, the wing root
direction should be perpendicular to the stroke direction. However, the lift-based system of the wing
root rotation mechanism has a singularity position problem when designed using a general slide-crank
link mechanism. In order to solve this problem, we designed a slide-crank link mechanism with a
three-bar link, as shown Figure 5. The wing root of the crank link with the three-bar link is located
below the general slide-crank link mechanism’s wing root. Therefore, the crank link is located above
the singularity position when the wing root direction is perpendicular to the stroke direction. As a
result, the wing root can rotate without singularity.

 

Wing root

Leading edge 

Down stroke angle of attack

Up stroke angle of attack

Pivot axis

Figure 4. Range of angle of attack with respect to the wing root angle.

Figure 5. Slide-crank mechanism with three-bar link.
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3.3. Kinematics of Wing Root Rotation Mechanism

Figure 6 shows a schematic of the proposed slide-crank mechanism with the three-bar link to
define the relationship among variables, and the kinematics of this mechanism was analyzed by
vector analysis.

Figure 6. Schematic kinematics of wing root rotation mechanism.

The wing root angle θr is defined by θ0 and θ1, as in Equation (3).

θr = θ1 − θ0 (3)

where θ1 is a constant value, and θ0 is a dependent variable described by d2, which is an
independent variable.

θ0 = cos−1 (
d2

2 + s2
1 − s2

4
2s1d2

) (4)

As a result, θr can be obtained as Equation (5) by substituting (4) into (3).

θr = θ1 − cos−1 (
d2

2 + s2
1 − s2

4
2s1d2

) (5)

After the kinematic analysis, each variable was defined for the design of the wing root control
mechanism in Table 2. s1, minimum value of d2, and θ2 − (θ0 + 180◦) are the values to avoid physical
collision. These design parameters were obtained by trial and error in 3D modeling. s4 was obtained
by applying the proposed values to (6).

s4 =
√

d2
2 + s2

1 cos2 (θ2 − (θ0 + 180◦))− s2
1 + s1 cos (θ2 − (θ1 + 180◦)) (6)

Lastly, θ1, which makes θr equal to zero when d2 is the minimum, is defined by (7).

θ1 = cos−1 (
s2

1 + d2
2 − s2

2
2s2d2

) (7)

Figure 7 shows the results of the kinematics calculated by the defined design parameters. Figure 7a
shows the simulation output motion (θr) with respect to input motion (d2) and describes that the output
motion is normally driven by input motion. The blue line is the s4 link, the red line is the s4 link,
the blue dot is the input motion of linear motion, and the red dot is output motion of the wing root.

To implement the lift-based system and drag-based system of the dragonfly, each mean angle of
attack should be 0◦ and 30◦. Therefore, it is necessary to define the input variable for each system.
The wing root angle for the lift-based system was defined as 0 at the above link optimization, but d2

for the drag-based system, which is −30◦, was not defined. Figure 7b shows relationship between
d2 and θr, and the desired value of d2 when θr is −30◦. As a result, we confirmed that the MAV
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implements a drag-based system when d2 is 16.25 mm. Table 2 lists the design parameters of the wing
root rotation mechanism.

(a) (b) 

Figure 7. (a) Kinematics of input motion (slide motion) and output motion (wing root rotation).
(b) Graph of relationship between θr and d2 to define d2 with respect to desired θr (30◦).

Table 2. Design parameters of wing root rotation mechanism.

Design Parameters s1 s2 s4 θ1 d2,min

Value 6 mm 6 mm 12.62 mm 72.97◦ 13 mm

4. Design of Flapping Mechanism

4.1. Analysis of Kinematics

In this work, we used the spatial four-bar-based flapping mechanism to convert from rotational
motion to a couple of flapping motions using a rotary actuator. The spatial four-bar-based flapping
mechanism consists of two spherical joints, a crank link, and a flapping link. In this mechanism,
the factor considered for the design is the limited range of spherical joints. Figure 8 shows the angle
limit of the spherical joint; when the y-axis is the joint axis, it has an angle limit of −30◦ to 30◦ in the
x-axis direction and z-axis direction.

Figure 8. Limitation of spherical joint.

The schematic of the flapping mechanism is shown in Figure 9, where O1, O2 are the three-axis
spherical joints, O0, O3 are one-axis joints; θ1 is the crank angle; θ3 is the flapping angle; and θ2,x, θ2,z
are the angles of the spherical joint. The kinematics of the flapping mechanism was analyzed by vector
analysis; the input variable is θ1, which is the crank angle. The flapping angle (θ3) is defined by the
crank angle and expressed as (8).

θ3 = sin−1 (
l2
2 − (k2

x + k2
y + k2

z + l2
3)

2l3
√

k2
x + k2

z
)− sin−1 (

kx√
k2

x + k2
z
) (8)
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In the equation, kx = l4,x, ky = l4,y − l1 cos (θ1), and kz = l4,z − l1 sin (θ1). Then, using the defined
θ3, the spherical joint angles θ2,x, and θ2,z are described by (9) and (10), respectively.

θ2,x = cos−1 (
kx + l3 cos (θ3)

l2
) (9)

θ2,z = cos−1 (
ky

l2 sin (θ2,z)
) (10)

Figure 9. Schematic kinematics of spatial four-bar link-based flapping mechanism.

4.2. Define Link Length of Flapping Mechanism

We defined the link length of the flapping mechanism so that the stroke amplitude is within
a given range, and θ2,z, θ2,x are within the angle limits of the spherical joint. The mechanism was
determined to have a stroke amplitude of −40◦ to 40◦, an angle of the x-axis of the spherical joint
within 60–120◦, and an angle of the z-axis of the spherical joint within 60–90◦. In the processing,
the limit of the z-axis angle of the spherical joint was set as 90◦ rather than 120◦ to avoid physical
collision at 90◦. The link length was defined in three steps: (1) the determination of l2,p with respect to
the x-axis limit of the spherical joint; (2) the calculation of l3, l4,z with respect to the stroke amplitude;
and (3) the determination of l4,x with respect to the z-axis limit of the spherical joint.

To determine the link length with respect to the θ2,x range, l2,p, which is projected on the y-z plane
of l2, as shown in Figure 10a, is defined as (11).

l2,p =
l1

cos (θ2,x)
(11)

The maximum and minimum values of θ2 for calculating l2,p are the same because the central axis
of the crank link and flapping link are located on the same plane, as shown in Figure 10b. This means
that if the link value is determined for one of the maximum and minimum values, then the other value
is also defined. Therefore, l2,p was obtained by applying θ2,min to (11), after θ2,min was defined as 77◦.

(a) (b) 

z

y

z

x

Projection

Figure 10. (a) Projected on the y-z plane; (b) projected on the x-z plane of flapping mechanism.
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Second, in order to calculate l3 and l4,z, and having the stroke amplitude defined in Table 1, the relation
between l3 and l4,z is expressed as (12) and (13) when θ3 is the maximum and minimum, respectively.

l3,max =
(l2,p + l1 − l4,z)

sin (θ3,max)
(12)

l3,min =
(l2,p − l1 − l4,z)

sin (θ3,min)
(13)

In addition, to determine l3 and l4,z for the desired stroke amplitude, the object function was
defined as (14), which is the absolute value of the difference between (12) and (13).

O(l3,l4) = |l3,max − l3,min| (14)

Afterwards, l3 and l4,z were determined by the defined object function and line search method.
l2,p is different from the previously defined value, but the defined l2,p was used because the difference
in values is within the tolerance range. Finally, we defined the link length for the angle limit of θ2,z,
as shown in Figure 10b; θ2,z has the maximum value when θ3 is the maximum. The maximum value of
θ2,z was defined as 80◦, and l4,x was obtained by applying the variables to (15).

l4,x = l3 cos (θ3)−
l2,p

tan (θ2,z,max)
(15)

The values of θ3, θ2,x, θ2,z, and the link lengths obtained from the kinematic equations are
summarized in Table 3. Figure 11 shows each angular value according to the crank angle change.
In the graph, we confirmed that θ2,x and θ2,z are within the angle limit of the spherical joint, and θ3 is
within the desired stroke amplitude.

Table 3. Value of design parameters of the flapping mechanism.

l1 l2 l3 l4,x l4,z θ2,x θ2,z θ3

6 mm 26.8 mm 9.331 mm −4.43 mm 26.67 mm 76.85◦~103.1◦ 79.46◦~84.19◦ −40◦~39.91◦

Figure 11. Values of θ2,x, θ2,z, and θ3 with respect to the crank angle.

5. Design and Fabrication of Prototype

In order to combine the wing mechanism using a rotary actuator and the wing root rotation
mechanism using a linear actuator, both mechanisms must be designed to move independently.
Figure 12a shows the side view of the prototype design for the rotation mechanism, and Figure 12b
shows the front view of the prototype design for the flapping mechanism. Figure 12a shows the main
flapping link, slide flapping link, and wing root rotation link for independently driving two actuators.
The wing root rotation link rotates with two flapping links as pivot axes and always moves in the
same plane as the flapping link. The slide flapping link rotates with the spindle of the ball screw as the
pivot axis and performs linear motion as the nut of the ball screw. Because the slide flapping link can
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simultaneously implement rotary motion and linear motion as the nut of the ball screw, the designed
prototype has both independent flapping motion and wing root rotation motion.

(a) (b) 

Figure 12. (a) Side view of the prototype design for the rotation mechanism; (b) front view of prototype
design for the flapping mechanism.

Figure 13a,b shows the designed prototype and fabricated prototype, respectively. The prototype
was designed using 3D CAD (Solidworks 2013, Dassault Systemes, France) software and design
parameters determined for link optimization. The parts of the prototype, except a spherical joint link,
were manufactured by an SLA (stereo lithography apparatus)-type 3D printer (ProJet 5000, resolution:
100 μm, 3D Systems, Rock Hill, SC, USA) using PC (polycarbonate). The joints were fixed with a 2 mm
rivet for low friction and to affix without additional processing. The actuator for flapping is an EC6 (ϕ6,
brushless, 2-watt, Hall sensors, maxon motor, Suisse, www.maxon-motor.com), the controller is a DEC
24/2, and a 37.5:1 gearbox ratio was used for the flapping mechanism. The LCP06-A03V-0026(D&J
WITH Co., Geumcheon-Gu, Seoul, Korea) was used as the actuator of the wing root rotation mechanism,
and 2 mm bolt was used for the spindle.

 
(a) (b) 

Figure 13. (a) Designed prototype and (b) front view of fabricated prototype.

6. Experiment and Analysis

6.1. Experimental Setup

This study proposes a mechanism for using the drag-based system in a hovering and lift-based
system in forward flight by varying the mean angle of attack. We measured two factors to verify
whether the drag-based and lift-based systems were implemented according to wing root rotation
changes in the proposed mechanism. First, we took the front and side views of the MAV using a
high-speed camera and measured the kinematics using the photographs. To obtain 30 images per cycle
of flapping, the MAV was taken at a rate of 450 FPS (frames per second) at flapping frequency of 15 Hz.
The angle of attack at flapping was obtained by measuring the length of the wing membrane at 70%
from of wing root of the image.
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Second, the aerodynamic force was measured by a force sensor. Figure 14 shows the force sensor,
test stand, and signal line. High sampling rates and high resolution were required for force measurements
during flapping. Therefore, the Nano 17 F/T sensor (resolution: 1/80 N, ATI Industrial Automation,
Apex, NC, USA) was used for force measurement. The x-axis of the force sensor was installed at the front
of the MAV and the z-axis was installed along the vertical direction of the MAV to measure data from
each lift and drag. The tests proceeded at a flapping frequency of 10–15 Hz, and to obtain 500 data points
per flapping cycle, the data was measured at 5000 RPS (rate per second) at 10 Hz and 7500 RPS (rate per
second) at 15 Hz. Figure 15 shows the entire flowchart of the force and image data.

 
Figure 14. Experimental setup.

According to Caetano et al. [36], it has been determined that the frequency of the aerodynamic
force is 2 times higher than flapping frequency, and the inertial force frequency is 3 times higher than
the flapping frequency. Therefore, in this study, the measured data were filtered by a lowpass filter
with a cutoff frequency 2 times larger than the flapping frequency to estimate the aerodynamic force.

Figure 15. Flowchart of force and image data.
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6.2. Analysis of Kinematics

6.2.1. Stroke Amplitude

Figure 16a shows the MAV at the minimum and maximum amplitudes taken with a high-speed
camera. Figure 16b shows the measured amplitude during one cycle of the flapping link and wing
by analyzing the image taken. In order to extract the kinematics from the image, the pivot, spherical
joint tip, and wing tip were marked. Then, each mark was connected by a line, as shown in the left
image in Figure 16a. The kinematics was extracted by measuring the angle between the connected
lines. The amplitude of the flapping link has an error of approximately 4◦ with the designed amplitude
by the joint’s tolerance. On the other hand, the wing amplitude has an error of approximately 20◦ and
is caused by the flexion of the wing frame.

(a) (b) 

Figure 16. (a) Flapping amplitude image of prototype; (b) flapping amplitude comparison between
designed and measured value.

6.2.2. The Wing Angle of Attack

Figure 17 shows each angle of attack at upstroke and downstroke when the wing root angle is 0◦

and 30◦.

Figure 17. Angle of attack at each upstroke and downstroke at wing root angles of 0◦ and 30◦.

Figure 18 shows the angle of attack of each wing at wing root angles of 0◦ and 30◦. The red
straight line is the wing root angle of 0◦, the blue straight line is the wing root angle of 30◦, and the
dotted line is the mean of each angle of attack. Since the angle of attack is defined based on the wing
root, it has a negative value in the upstroke and a positive value in the downstroke. The angle of attack
at a wing root angle of 0◦ was symmetric with respect to the angle of attack of 0◦, and the mean angle
of attack was measured close to 0◦. On the other hand, the angle of attack at the wing root angle of 30◦

had a large angle of attack in the downstroke and a small angle of attack in the upstroke, with mean
angle of attack of 30◦. These results indicate that the wing root angle and mean angle of attack have
a linear relationship and that the angle of attack at the flapping of the MAV is similar to that of a
real dragonfly.
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Figure 18. The measured angles of attack.

6.3. Analysis of Aerodynamics

The lift and drag forces acting on the object are given by (16) and (17), respectively, in the
quasi-steady model.

FL =
1
2

ρCLSU2 (16)

FD =
1
2

ρCDSU2 (17)

where FL and FD are the lift force and drag force, respectively, ρ is the density of air, S is the area of
the object, U is the velocity of the object, and CL and CD are the lift and drag coefficients, respectively.
Lift force and drag force were defined with respect to wing, and the wing generates a drag force in
the opposite direction of the moving direction and a lift force in the vertical direction of the moving
direction. In the equation, the lift and drag are proportional to the velocity squared of the object because
all parameters except the velocity are constant. Fx′ and Fz′ , which were measured in the experiment,
have the relationship indicated in (18) and (19) with FL and FD as shown Figure 1b. Therefore, Fx′ and
Fz′ should increase with the flapping frequency squared of the object.

Fx′ = FL (18)

Fz′ = FD sin (θs) (19)

Figure 19a shows the relationship between each Fx′ , Fz′ and flapping frequency of the MAV for
wing root angles of 0◦ and 30◦ during flapping. The red dotted line (Ft) denotes the estimated value of
Fx′ and Fz′ of the wing over the flapping frequency square through the characteristics of (16) and (17).
The blue straight line is the measured lift force, and the black straight line is Fz′ . Figure 19b shows the
difference between the estimated and measured values. The difference between the measured force
and estimated value is not over 0.006 N regardless of the flapping frequency, as shown in the figure.
Therefore, Fx′ and Fz′ in the proposed MAV wing are proportional to the flapping frequency squared,
and it is possible to estimate the force generated by increasing the flapping frequency.

In the left graph in Figure 19a, Fx′ at a 0◦ wing root angle increases in the positive direction with
flapping frequency, while Fz increases in the negative direction or appears near 0. On the other hand,
Fx′ at a wing root angle of 30◦, shown in the right graph, is lower than that of the wing root angle of 0◦

but has a similar tendency, and Fz′ increases with increasing flapping frequency. A comparison of the
two results shows that the magnitude of Fx′ and Fz′ that occurs in the wing changes when the wing
root angle changes.
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(a) (b) 

Figure 19. (a) Measured Fx′ and Fz′ and (b) difference with respect to flapping frequency.

The top graph in Figure 20 shows Fz′ at a 0◦ wing root angle when the MAV flaps at a frequency
of 15 Hz, while the bottom graph shows Fz′ at a 30◦ wing root angle. The top and bottom image in
Figure 20 show the angle of attack when the wing is horizontal to the ground. The top two images
indicate the angle of attack at a 0◦ wing root angle, while the bottom two images indicate the angle
of attack at a 30◦ wing root angle. The force generated is an aerodynamic force, which is Fz′ of the
MAV wing. The aerodynamic force at a 0◦ wing root angle does not show a significant difference
when up-down strokes are compared. In contrast, the peak value after vibration due to the inertial
force in the downstroke at a 30◦ the wing root angle means that the wing receives a large average Fz′ .
The decreasing tendency after the vibration due to the inertial force in the upstroke means that the
wing receives a small average Fz′ . The experimental results demonstrate that flapping at a wing root
angle of 30◦ produces a reasonable average Fz′ in the up-down stroke.

Figure 20. Drag force comparison between 0◦ and 30◦ wing root angle at 15 Hz flapping frequency.

6.3.1. Comparison between Horizontal Force Amplitude

The drag-based system used in hovering by a real dragonfly flaps in the inclined stroke angle
direction of 60◦, as shown in Figure 21. On the other hand, the direction of Fx′ measured in the study
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was generated toward the vertical direction of the stroke angle, and the direction of the drag force
was generated toward the horizontal direction of the stroke angle. To measure the horizontal force
generated by the wing root rotation mechanism at the same stroke angle as the drag-based system of a
real dragonfly, the horizontal force was calculated by applying Fx′ and Fz′ measured at the wing root
angle of 30◦ to (21).

FV = Fx′ cos (θs) + Fz′ sin (θs) (20)

FH = Fx′ sin (θs)− Fz′ cos (θs) (21)

where FV is the vertical force, FH is the horizontal force, and θs is the stroke angle. Since the lift-based
system used for hovering has a horizontal directional stroke angle, the horizontal force generated
during flapping of the MAV was defined as the Fz′ of the 0◦ wing root angle.

Ground

Stroke angle( )

MAV

Wing

Stroke plane

Figure 21. Force direction at an inclined stroke angle.

Figure 22 shows the horizontal forces of the two systems defined by the measured force. The black
line is the horizontal force of the lift-based system implemented at a 0◦ the wing root angle, and the
blue line is the horizontal force of the drag-based system implemented at a 30◦ wing root angle.
The dotted line is the raw data and the straight line is the graph after applying the moving average
filter, which averages a window of 30 data points. In drag-based systems, the MAV generated a large
horizontal force in the upstroke because the lift force has more effect on horizontal force, and lift
force was generated more at the upstroke. In contrast, the lift-based system has the same horizontal
force amplitude in both the upstroke and downstroke. Comparison of the amplitudes of the two
forces indicates that the horizontal force amplitude of the lift-based system is approximately 1.8 times
larger than the horizontal force amplitude of the drag-based system. The difference between the two
amplitudes is 0.15 N and 0.1 N in each downstroke and upstroke, respectively.

Figure 22. Horizontal force comparison between drag-based system and lift-based system at hovering.

6.3.2. Force Direction Change with Respect to Wing Root Angle

Figure 23 shows the vertical and horizontal forces generated in the wing during flapping at a
stroke angle of 60◦. The vertical and horizontal forces were calculated by Equations (17) and (18),
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respectively. The graph on the left shows the force generated at a wing root angle of 0◦ and the
graph on the right shows the force generated at a wing root angle of 30◦. At a wing root angle of 0◦,
the horizontal force increased with increasing flapping frequency, and the vertical force is 0.005 N,
which is lower than the horizontal force. This means that the MAV generates force in the appropriate
direction for forward flight when it has a wing root angle of 0◦ at flapping. Comparison with a 0◦ wing
root angle shows that the vertical force at a wing root angle of 30◦ increases with increasing flapping
frequency, and the horizontal force has a value close to 0 N. Therefore, when MAV flaps with a wing
root angle of 30◦, the wing generates a force in the direction for hovering. Thus, the wing root angle is
an important factor in determining the flight mode of the MAV, and the flight mode can be changed by
changing the wing root angle.

Figure 23. Vertical force and horizontal force with respect to flapping frequency at an inclined
stroke angle.

7. Conclusions

In this study, we propose a mechanism to change the mean angle of attack of MAVs by rotating
the wing roots. The links used in the flapping mechanism and the wing root rotation mechanism
were optimized, and the graphs show the motion of the optimized mechanism. To confirm whether
the proposed mechanism has stable hovering ability and can change flight mode without a posture
change, a prototype incorporating the flapping mechanism and wing root rotation mechanism was
fabricated, and the force generated by the MAV was measured. The prototype was designed using
a ball-screw mechanism to independently control the wing root rotation mechanism and flapping
mechanism. The measured force showed that the MAV with the wing root rotation mechanism can
fly more stably when hovering and can change the flight mode by changing only the wing root angle.
In the future, the wing root rotation mechanism is expected to fly more stably than the MAV with a
lift-based system, and it will be possible to develop an MAV that mimics the interaction between the
forewing and hindwing of an actual dragonfly.
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Abstract: This paper investigates the path following control problem of an unmanned surface
vessel (USV) subject to input saturation and uncertainties including model parameters uncertainties
and unknown time-varying external disturbances. A nonlinear robust adaptive control scheme is
proposed to address the issue, more specifically, steering a USV to follow the desired path at a certain
velocity assignment despite the involved disturbances, by utilizing the finite-time currents observer
based line-of-sight (LOS) guidance and radial basis function neural networks (RBFNN). Backstepping
and Lyapunov’s direct method are the main design frameworks. Based on the finite-time currents
observer and adaptive control technique, an improved LOS guidance law is proposed to obtain the
desired approaching angle to the desired path, making compensations for the effects of unknown
time-varying ocean currents. Then, a kinetic controller with the capability of uncertainties estimation
and disturbances rejection is proposed based on the RBFNNs, where the adaptive laws including
leakage terms estimate the approximation error and the unknown time-varying disturbances.
Subsequently, sophisticated auxiliary control systems are employed to handle input saturation
constraints of actuators. All error signals of the closed-loop system are proved to be locally uniformly
ultimately bounded (UUB). Numerical simulations demonstrated the effectiveness and robustness of
the proposed path following control method.

Keywords: unmanned surface vessel; path following; integral line-of-sight; finite-time currents
observer; radial basis function neural networks; input saturation

1. Introduction

Unmanned surface vessel (USV) as an intelligent and autonomous marine equipment has
received more and more attention from the control community, for broad application in the cluttered
ocean environment, especially in cases where human intervention is not possible [1]. Generally
speaking, three different types of control technologies play a crucial role in the development of USVs:
path following control, trajectory tracking control and set-point control [2]. Many researchers propose
lots of relevant control strategies and address the issues to a various extent. This study continues
along the works and contributions of the predecessors. This paper aims at the path following control,
mainly discussing the guidance and control of a USV. Path following is usually defined as steering a
vessel to follow the desired path at a certain speed, which is not specified with temporal constraint
[3]. Although there are considerable theoretical studies regarding the path following and practical
engineering achievements, practical studies of the path following control for USVs have progressed
haltingly amid great difficulties. It is essential to develop a highly accurate and robust path following
controller for a USV when executing various vital missions. Therefore, under the circumstance of
severe sea state, the safe operation and mission execution can be guaranteed.
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Two aspects play crucial roles in the path following control scheme: guidance and control [4].
Guidance can refer to the popular and effective line-of-sight (LOS) guidance, refining missile guidance
approach or marine guidance [5,6]. This special guidance law exploits the geometry relationships to
generate a yaw angle known as the approaching angle, which is fed into the control system. In other
words, the control system tracks the reference yaw angle signal together with the specified velocity
tracking. Hence, the performance of the path following heavily depends on the guidance system.
It turns out that classic LOS guidance is simple and effective [7], albeit with limitations in the case
of being exposed to the complex ocean environment induced by waves, wind, and ocean currents.
Moreover, the traditional LOS guidance will cause large cross-tracking error when the marine surface
vehicles are in steady state, which strictly depends on the path curvature and the magnitude of the
drift force. Therefore, the traditional LOS was extended to various forms such as integral LOS (ILOS)
guidance and adaptive LOS (ALOS) guidance by Fossen. In [8], an ILOS guidance with integral action is
proposed to handle the constant and irrotational ocean currents and other environmental disturbances
including wind or waves. In [9], a new ILOS with time-varying lookahead distance is presented
with the capability of canceling the effects of constant environmental disturbances, like constant
ocean currents. In [10], the direct and indirect adaptive ILOS based path following controller is
proposed to deal with the ocean currents. Another way to improve the LOS guidance is to estimate
the sideslip angle caused by the external disturbance as an observer-based strategy. In [11], a novel
adaptive LOS (ALOS) guidance with small computation footprint is proposed where the adaptive
laws dominate the sideslip angle compensation rate. The sideslip angle is treated as an unknown
constant, which significantly limits the application of ALOS. In [12], a reduced-order extended state
observer (ESO) based LOS guidance is proposed to deal with the time-varying sideslip angle, which is
appropriate for straight-line and curved path following. In [13], the magnitude and convergence speed
of the sideslip angle is considered, which can be identified by the constructed finite-time sideslip angle
observer. However, on the one hand, it should be noted that the aforementioned literature (e.g., [8–10])
merely solve the problem in the kinematic level, i.e., ignoring the along-tracking error. On the other
hand, the method in [10] only adds the ocean currents in the kinematic model in terms of the relative
surge and sway velocities, whereas the along-tracking error is omitted.

The dynamics control system as the execution system of a USV is another crucial constituent
in the path following scheme. In general, USVs do not have an independent actuator in their sway
direction. This nonholonomic constraint and underactuated nature makes the control system design
much more challenging [14]. To satisfy the successful execution of missions and achieve expected
performance and robustness in the full range of work space from calm ocean environment to severe
ocean environment along with inaccuracy system parameters, various nonlinear control methods have
been proposed [15–22]. In [15], external disturbances rejection method based on the reduced-order
linear ESO is proposed. In [16], Do proposed a global path-tracking controller for underactuated ships
under deterministic and stochastic loads where weak nonlinearly and strong Lyapunov design method
is introduced and the estimations of disturbances are updated by projection algorithms. In [17,18],
nonlinear disturbance observers are utilized to estimate the ubiquitous external disturbances in the
dynamics model of marine vehicles, where the disturbance estimation errors are proved to be UUB.
In [19], a nonlinear adaptive PI sliding mode tracking controller is proposed to solve the environmental
disturbance problems by relaxing the assumption of knowing the upper bound of the disturbance.
In [20,21], a novel adaptive switching-gain-based control method is proposed for a general uncertain
Euler–Lagrange system, which is not only insensitive to the nature of uncertainties but can also
alleviate the overestimation–underestimation problem. Moreover, intelligent control such as fuzzy
and neural control has been applied to deal with the uncertainties and disturbances of underactuated
marine surface ships. In [22], Wang proposed an adaptive online constructive fuzzy controller where
the fuzzy approximator is used to approximate the unknown disturbances. Besides, robust radial basis
function neural network control laws and iterative neural network control laws are proposed in [23,24],
respectively, which are devoted to identifying and compensating the dynamical uncertainties and
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external disturbances. In addition, it should be noted that few of the aforementioned path following
control schemes take into account input saturation. In fact, the practical constraint of actuators
determined by the maximum forces and moments would degrade the performance of the control
system or even make it unstable. Therefore, it is essential to implement the emulate of the constraint
on the control laws design process for reliability and robustness.

Motivated by the observations and considerations mentioned above, a finite-time currents
observer based ILOS guidance is proposed to deal with unknown time-varying ocean currents, which is
suitable for any desired parametric path with high accuracy control performance. Subsequently,
adaptive control laws based on the RBFNN are designed, which solve input saturation with
sophisticated auxiliary systems simultaneously. A robust adaptive controller is developed to address
the path following problem, which is verified to be effective via numerical simulations. The main
contributions of the paper are summarized as follows.

(1) A finite-time currents observer based LOS guidance is presented to obtain the desired yaw angle
and estimate the unknown time-varying ocean currents precisely, which significantly influences
the performance of the control subsystem.

(2) The RBF neural networks are incorporated into the kinetic controller to solve the uncertainties,
which does not require any prior knowledge of the dynamics of the USV and disturbances,
and the adaptive laws are designed to estimate the compound bounds of approximating errors
and external time-varying disturbances.

(3) The input constraint effect is analyzed with auxiliary systems and the states of auxiliary systems
are utilized to make compensations for input saturation, which attenuates the challenge of
the actuators.

The rest sections are organized as follows. Section 2 presents the preliminaries and problem
formulation. Section 3 provides the design details of the guidance, the kinetic controller, and the
stability analysis. Simulation results are presented and analyzed in Section 4. Finally, Section 5
concludes the paper.

2. Preliminaries and Problem Formulation

2.1. RBFNN Approximation

Consider an unknown smooth nonlinear function f (x) : Rm → R can be approximated on a
compact set Ω ∈ Rm by the following RBFNN:

f (x) = W∗Tϕ(x) + ε (1)

where x ∈ Ω is the input vector, ε is the approximation error and satisfies |ε| � ε̄ and ε̄ is a constant,
and the node number of the NN is l > 1. W∗ ∈ Rl represents the optimal weight vector, which is
defined by

W∗ = arg min
Ŵ∈Rl

{
sup
x∈Ω

∣∣∣ f (x)− ŴTϕ(x)
∣∣∣} (2)

where Ŵ is the estimation of W∗. ϕ(x) = [ϕ1, ϕ2, . . . , ϕl ]
T : Ω → Rl represents the radial function

vector, the element of which is chosen as the Gaussian function:

ϕi(x) = exp

(
− (x− bi)

T (x− bi)

ci
2

)
(i = 1, 2, . . . , l) (3)

where b = [b1, b2, . . . , bl ]
T and c = [c1, c2, . . . , cl ]

T are the centers of receptive field and spread of the
Gaussian function, respectively.
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2.2. USV Model

As illustrated in Figure 1, the position and orientation describe the horizontal plane motion
of a USV neglecting roll, pitch, and heave, where {i} and {b} represent the inertial frame and body
fixed frame, respectively. The desired continuous path Pd(θ) = [xd(θ), yd(θ)]

T is parameterized by a
scalar variable θ and P = [x, y]T is the position coordinate. The kinematic equations of a USV can be
described by relative velocities as follows [23]⎧⎪⎪⎨⎪⎪⎩

ẋ = ur cos ψ− vr sin ψ + Vx

ẏ = ur sin ψ + vr cos ψ + Vy

ψ̇ = r

(4)

where ur and vr are the relative surge and sway velocities; x, y, and ψ express the position and
orientation in {i}; and Vx and Vy are the ocean currents represented in {b}. The dynamics of a USV is
expressed as follows [25]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u̇r =
m22

m11
vrr− d11

m11
ur −

3

∑
i=2

dui
m11
|ur|i−1ur︸ ︷︷ ︸

fu

+
1

m11
τu +

1
m11

τwu

v̇r = −
m11

m22
urr− d22

m22
vr −

3

∑
i=2

dvi
m11
|vr|i−1vr︸ ︷︷ ︸

fv

+
1

m22
τwv

ṙ =
(m11 −m22)

m33
urvr −

d33

m33
r−

3

∑
i=2

dri
m11
|r|i−1r︸ ︷︷ ︸

fr

+
1

m33
τr +

1
m33

τwr

(5)

where the positive constant parameters mjj(j = 1, 2, 3) are the inertia including added mass; dii, dui, dvi,
and dri(i = 2, 3) are the linear and quadratic hydrodynamic damping in surge, sway, and yaw;
τwu, τwv, and τwr are the unknown time-varying environmental disturbances; and τu and τr are the
available control inputs of the surge force and the yaw moment thereby viewing it as the underactuated
control problem. Since the model parameters are directly related to the operation conditions [26],
the parameters of the model is uncertain. Actually, due to the physical constraint, the control inputs
are subject to nonlinear saturations, which is shown as follows

τi =

⎧⎪⎪⎨⎪⎪⎩
τi max, τi0 > τi max

τi0, τi min � τi0 � τi max

τi min, τi0 < τi min

(6)

where τi min and τi max (i = u, r) are the minimum and maximum control inputs produced by the
actuators, referring to actual constraints of the motor’s rotational speed and rudder deflection; and τi0
is the command control input of the path following controller.

Assumption 1. Assume that all states of a USV are measurable.

Assumption 2. The time-varying ocean currents ν = [Vx, Vy]T are assumed to be irrotational and bounded,
and there exist a positive constant M, such that ‖ν̇‖ � M, M > 0. The disturbances τwi(i = u, v, r) are
unknown time-varying and bounded, and the first derivative of them are also bounded such that |τ̇wi| � τ̄w,
where τ̄w is unknown constant.
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Remark 1. Note that in (5) the off-diagonal terms of the inertia and damping are ignored. No matter a large
scale surface vessel or a highly maneuverable unmanned surface vessel, these terms are relatively small than the
main diagonal terms. Therefore, it is reasonable to omit these terms.

Remark 2. The external disturbances τwu, τwv, and τwr in Equation (5) represent the compound disturbances
of the wind and wave disturbances. The ocean currents as the form of hydrodynamic terms with relative velocities
are represented in Equation (4).

Figure 1. USV path following guidance information illustration.

2.3. Control Objective

In Figure 1, a local path parallel reference frame is denoted as {pp}. To arrive at{pp}, {i} should
be rotated an angle γp(θ) = atan2 (y′d(θ), x′d(θ)), where the notation y′d(θ) = dyd(θ)/dθ is used.
Therefore, the position errors can be given as follows[

xe

ye

]
=

[
cos γp − sin γp

sin γp cos γp

]T

︸ ︷︷ ︸
RT(γp)

(P− Pd(θ)) (7)

where xe and ye are the along-tracking error and cross-tracking error, respectively, and R(γp) is the
rotation matrix. Meanwhile, we also have

Ṗd(θ) = R(γp)
[
Upp, 0

]T (8)

where
[
Upp, 0

]T is the velocity of {pp} with respect to {i}, represented in {pp}.
The path following control problem is concerned with designing control laws to reach and then

keep following the desired path. Once the path is reached, the vessel can maintain a desired surge
velocity assignment of ud. It is worth noting that a constant speed profile is frequently chosen in many
cases. Therefore, the control objective is as follows:

sup
t>0
|xe| � δ1, sup

t>0
|ye| � δ2, sup

t>0
|ur − ud| � δ3 (9)

where δ1, δ2, and δ3 are small positive constants. Meanwhile, it is guaranteed that all error signals of
the closed-loop system are locally UUB.
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Assumption 3. The desired path should be sufficiently smooth such that its first derivative Ṗd is bounded.
In addition, the desired speed assignment ud and its first derivative are bounded.

3. Main Results

This section presents the design details of the path following controller to satisfy the control
objective that concluded in Section 2. The whole controller consists of two parts: the modified ILOS
guidance module and the kinetic controller, which is shown in Figure 2. The ILOS guidance is utilized
to calculate the desired yaw angle, where the constructed finite-time currents observer can provide the
fast and precise estimation of the unknown time-varying ocean currents. By incorporating the RBFNNs
into the backstepping design method, the kinetic controller are developed. Finally, the stability analysis
is presented to validate the feasibility of the proposed control approach.

Figure 2. The structure diagram of the path following controller.

3.1. Guidance

This section is devoted to designing the ILOS guidance to calculate the approaching angle with
respect to the desired path. Then, the time derivative of Equation (7) is taken to obtain the position
errors dynamics {

ẋe = ur cos(ψ− γp)− vr sin(ψ− γp) + yeγ̇p + θx −Upp

ẏe = ur sin(ψ− γp) + vr cos(ψ− γp)− xeγ̇p + θy
(10)

where θx = Vc cos(βc− γp) and θy = Vc sin(βc− γp); Vc =
√

V2
x + V2

y � Vc max and βc = atan2(Vy,Vx).

By using the kinematic relationship given by Equation (8), we have θ̇ = Upp/
√

ẋ2
d + ẏ2

d. In addition,
the virtual target velocity Upp can be regarded as the extra degree-of-freedom to stabilize the
cross-tracking error [5]. To prescribe the desired yaw angle ψd for ψ, the following form of the
guidance law is taken

ψd = γp − βr + atan2
(
−

(
ye + αy

)
, Δ

)
(11)

where βr = atan2 (vr, ur); Δ is the specific look-ahead distance; and αy is the virtual control input.
It should be noted that αy is introduced to shape the dynamics of the ILOS guidance by inherently
adding an integral action.

3.1.1. Estimations of Ocean Currents

Before designing the kinematic controller, the unknown ocean currents need be identified precisely.
The finite-time currents observer for Vx and Vy are designed as follows:
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⎧⎪⎪⎨⎪⎪⎩
˙̂εe = Λ + g

Λ = −ρ1L1/2sig1/2(ε̂e − εe) + ν̂

˙̂ν = −ρ2Lsig(ν̂−Λ)

(12)

where sigα(•) = |•|αsign(•); ε̂e = [x̂, ŷ]T ; g = [Ur cos(ψ + βr), Ur sin(ψ + βr)]T , Ur =
√

u2
r + v2

r ;
ν̂ = [V̂x, V̂y]T ; L = diag(l1, l2) > 0; ρ1 > 0, ρ2 > 0.

Theorem 1. Considering the proposed finite-time currents observer in Equation (12), the unknown time-varying
ocean currents ν can be precisely estimated within a finite time.

Proof. According to Equation (4), we have

ε̇e = g + ν (13)

Together with the finite-time currents observer, we have⎧⎪⎪⎨⎪⎪⎩
˙̃εe = −ρ1L1/2sig1/2(ε̂e − εe) + ν̃

˙̃ν = −ρ2Lsig(ν̂−Λ)− ν̇

∈ −ρ2Lsig(ν̂−Λ) + [−M, M]

(14)

where ε̃e = ε̂e − εe and ν̃ = ν̂− ν.
In light of Lemma 2 in [27], one can immediately have observer errors ε̃e and ν̃ converge to zero

within a finite time. It implies that there exists a finite time T0 and finite constants εb and vb such that{
‖ε̃e‖ < εb, ‖ν̃‖ < vb, ∀t < T0

ε̃e ≡ 0, ν̃ ≡ 0, ∀t � T0
(15)

This concludes the proof.

Therefore, the parametric currents estimation errors θ̃x = θx − θ̂x and θ̃y = θy − θ̂y satisfy the
following inequality ⎧⎨⎩θ̃k <

√
2(V2

c max + v2
b) := θ̄, ∀t < T0

θ̃k ≡ 0, ∀t � T0

(k = x, y) (16)

Remark 3. With the availability of V̂x and V̂y of the finite-time currents observer, the estimations of parametric
currents θ̂x and θ̂y can be reliably obtained.

3.1.2. Design of Kinematic Controller

In this section, the kinematic control laws including the virtual control law and path variable
update law are presented.

Substituting Equation (11) into Equation (10) results in⎧⎪⎪⎨⎪⎪⎩
ẋe = Ur cos

(
ψ− γp + βr

)
+ θx −Upp + yeγ̇p

ẏe = −
Ur

(
ye + αy

)√(
ye + αy

)2
+ Δ2

+ Urφ (ye, ψ̃) ψ̃ + θy − xeγ̇p
(17)

where ψ̃ = ψ − ψd and φ (ye, ψ̃) = sin ψ̃
ψ̃

Δ√
(ye+αy)

2
+Δ2

− cos ψ̃−1
ψ̃

(ye+αy)√
(ye+αy)

2
+Δ2

. Note that the upper

bound of φ (ye, ψ̃) is 1.73.
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The virtual control αy is designed to cancel θy asymptotically [10]

Urαy√(
ye + αy

)2
+ Δ2

= θ̂y (18)

Solving for αy provides a credible solution (the negative root) as follows

αy =
ye

(
θ̂y/Ur

)2 − θ̂y/Ur

√
Δ2

(
1−

(
θ̂y/Ur

)2
)
+ y2

e

1−
(
θ̂y/Ur

)2 (19)

In this case, the boundedness of θ̂y/Ur must be ensured such that
∣∣θ̂y/Ur

∣∣ < 1. Thus,
the boundedness of the parametric ocean currents is defined such that θy < Mθ < Ur.

The desire target velocity Upp is chosen to stabilize xe as follows

Upp = Ur cos
(
ψ− γp + βr

)
+ k1xe + θ̂x (20)

where k1 is a positive design parameter. Thus, the path variable update law can be obtained according
to Equation (8):

θ̇ =
Upp√
ẋ2

d + ẏ2
d

(21)

Therefore, substituting Equations (18) and (19) into Equation (17), we have⎧⎪⎪⎨⎪⎪⎩
ẋe = −k1xe + θ̃x + yeγ̇p

ẏe = −
Urye√(

ye + αy
)2

+ Δ2
+ Urφ (ye, ψ̃) ψ̃ + θ̃y − xeγ̇p

(22)

3.2. Design of Kinetic Controller

In this section, a kinetic controller is designed to track the desired approaching angle and the
desired surge velocity. Let r̃ = r− rd and ũr = ur − ud be the attitude tracking error and surge velocity
tracking error, respectively, where rd is the virtual control law and ud is the desired surge velocity.

According to Equation (4), the time derivative of ψ̃ is given by

˙̃ψ = r− ψ̇d (23)

To stabilize Equation (23), the desired intermediate control law for rd is chosen as"

rd = −k2ψ̃ + ψ̇d −Urφye (24)

where k2 is a positive design parameter.
From Equation (5), the dynamics of r̃ and ũr are given as follows{

m33 ˙̃r = m33 fr + τr + τwr −m33ṙd

m11 ˙̃ur = m11 fu + τu + τwu −m11u̇d
(25)

Since the inertia and damping parameters are unknown, RBFNNs are employed to handle the
unknown parts {

m33 fr −m33ṙd = W∗T
1 ϕ(z) + ε1

m11 fu −m11u̇d = W∗T
2 ϕ(z) + ε2

(26)
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where W∗
i (i = 1, 2) is the ideal constant weight matrix satisfying ‖Wi

∗‖ � WiM; ϕ(z) is the radial
basis function with z = [ur, vr, r]T being the input vector to the RBFNNs; and εi(i = 1, 2) is the
approximation error with unknown constant upper bound such that |εi| � ε̄i. Denote the unknown
parts as m33 fr −m33ṙd = fu1 and m11 fu −m11u̇d = fu2. Furthermore, there exists bounded functions
δ1 and δ2 such that |ε1|+ |τwr| � δ1, and |ε2|+ |τwu| � δ2.

Therefore, the nominal control inputs are chosen as follows by considering the input saturation{
τr0 = −k3r̃− ψ̃− Ŵ1ϕ(z)− δ̂1h(r̃) + kζ1σ1

τu0 = −k4ũr − Ŵ2ϕ(z)− δ̂2h(ũr) + kζ2σ2
(27)

with update laws ⎧⎨⎩
˙̂W1 = Γ1

(
ϕ(z)r̃− ι1Ŵ1

)
˙̂δ1 = ξ1

(
r̃h(r̃)− λ1(δ̂1 − δ0

1)
) (28)

⎧⎨⎩
˙̂W2 = Γ2

(
ϕ(z)ũr − ι2Ŵ2

)
˙̂δ2 = ξ2

(
ũrh(ũr)− λ2(δ̂2 − δ0

2)
) (29)

where k3 and k4 are positive design parameters; kζ1 and kζ2 are positive design parameters; δ̂i(i = 1, 2)
is the estimation of δi; h(r̃) = tanh (r̃/χr), h(ũr) = tanh (ũr/χu), χj(j = r, u) is a positive constant;
Γi(i = 1, 2) is a positive define design matrix; λi(i = 1, 2) is a small design parameter; δ0

j (j = r, u) is
the prior estimation of δj; and σi(i = 1, 2) is the state of the auxiliary system.

To compensate for the constraint effects of input saturation, auxiliary dynamic systems [28] are
given as follows

σ̇1 =

⎧⎪⎨⎪⎩
− kσ1 σ1 −

|r̃Δτr|+ 0.5Δτr
2

σ2
1

σ1 + Δτr, |σ1| � μ1

0, |σ1| < μ1

(30)

and

σ̇2 =

⎧⎪⎨⎪⎩− kσ2σ2 −
|ũrΔτu|+ 0.5Δτ2

u

σ2
2

σ2 + Δτu, |σ2| � μ2

0, |σ2| < μ2

(31)

where kσi (i = 1, 2) are positive design parameters; μi(i = 1, 2) are small positive constants; Δτr =

τr − τr0; Δτu = τu − τu0.
Therefore, the closed-loop attitude and surge velocities tracking errors dynamics become by virtue

of Equations (25) to (27){
m33 ˙̃r = −k3r̃− ψ̃− W̃1ϕ(z)− δ̂1h(r̃) + kς1σ1 + ε1 + τwr + Δτr.

m11u̇e = −k4ue − W̃2ϕ(z)− δ̂2h(ue) + kς2σ2 + ε2 + τwu + Δτu.
(32)

where W̃i = Ŵi −W∗
i (i = 1, 2) are weight matrix estimation errors; and δ̃i = δ̂i − δi(i = 1, 2) are the

adaptive terms estimation errors.

3.3. Stability Analysis

In this section, the main theorem of the path following controller is presented.

Theorem 2. Consider the USV model in Equations (4) and (5) in the presence of uncertainties and unknown
external time-varying disturbances under input saturation, and suppose that Assumptions 1 and 2 are satisfied,
under the guidance law in Equation (11) along with the finite-time currents observer in Equation (12). The given
path is parameterized by θ with the update laws in Equation (21), and the desired velocity ud is given as well.
The control laws in Equation (27) together with the adaptive laws in Equations (28) and (29) and the auxiliary
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systems in Equations (30) and (31) are incorporated to assist in handling input saturation, guaranteeing that all
tracking error signals are locally UUB.

Proof. Consider the following Lyapunov function

V =
1
2

x2
e +

1
2

y2
e +

1
2

ψ̃2 +
1
2

m33r̃2 +
1
2

m11ũ2
r +

1
2

2

∑
i=1

σ2
i +

1
2

2

∑
i=1

W̃T
i Γ−1

i W̃i +
1

2ξi

2

∑
i=1

δ̃2
i (33)

Taking the time derivative of Equation (33) along with Equations (22)–(24) and (32) yields

V̇ � −k1x2
e −

Ur√
(ye + αy)

2 + Δ2
y2

e − k2ψ̃2 − k3r̃2 − W̃1ϕ(z)r̃− δ̂1h(r̃)r̃

+ kζ1σ1r̃ + δ1r̃ + Δτrr̃− k4ũ2
r − W̃2ϕ(z)ũr − δ̂2h(ũr)ũr + kζ2σ2ũr + δ2ũr + Δτuũr

+ θ̃xxe + θ̃yye +
2

∑
i=1

σiσ̇i +
2

∑
i=1

W̃T
i Γ−1

i
˙̂Wi +

1
ξi

2

∑
i=1

δ̃i
˙̂δi

(34)

(1) When |σi| � μi(i = 1, 2), according to Equations (27) to (30) and Young’s equalities kζ1σ1r̃ �
1
2 r̃2 + 1

2 k2
ζ1σ2

1 , σ1Δτr � 1
2 σ2

1 + 1
2 Δτ2

r , kζ2σ2ũr � 1
2 ũ2

r +
1
2 k2

ζ2σ2
2 , σ2Δτu � 1

2 σ2
2 + 1

2 Δτ2
u , θ̃xxe � 1

2 θ̄2 + 1
2 x2

e ,

and θ̃yye � k1
2 θ̄2 + 1

2k1
y2

e , we have

V̇ � −
(

k1 −
1
2

)
x2

e −
(

Ur√
y2

e + Δ2
− 1

2k1

)
y2

e − k2ψ̃2 −
(

kσ1 −
1
2
− 1

2
k2

ζ1

)
σ2

1 −
(

k3 −
1
2

)
r̃2

−
(

kσ2 −
1
2
− 1

2
k2

ζ2

)
σ2

2 −
(

k4 −
1
2

)
ũ2

r −
2

∑
i=1

ιiW̃
T
i Ŵi −

2

∑
i=1

λi δ̃i

(
δ̂i − δ0

i

)
+ r̃

(
δ1 − δ̂1h (r̃)

)
+ δ̃1h (r̃) r̃ + ũr

(
δ2 − δ̂2h (ũr)

)
+ δ̃2h (ũr) ũr +

1 + k1

2
θ̄2

(35)

Consider the following inequality of the hyperbolic tangent function holds for any χ > 0 and for
any � ∈ R [29]

0 � |�| −� tan
(

�

χ

)
� κχχ (36)

where κχ is a constant that satisfies κχ = e−(κχ+1), i.e., κχ = 0.2785.
It is worth noting that the following equalities hold

−
2

∑
i=1

ιiW̃
T
i Ŵi � −

2

∑
i=1

ιi
2

W̃T
i W̃i +

2

∑
i=1

ιi
2
‖W∗

i ‖2 (37)

−
2

∑
i=1

λi δ̃i

(
δ̂i − δ0

i

)
� −

2

∑
i=1

λi
2

δ̃2
i +

2

∑
i=1

λi
2

(
δi − δ0

i

)2
(38)

r̃
(

δ1 − δ̂1 tan
(

r̃
χr

))
+ δ̃1 tan

(
r̃

χr

)
r̃ � δ1

(
|r̃| − r̃ tan

(
r̃

χr

))
� 0.2785χrδ1 (39)

ũr

(
δ2 − δ̂2 tan

(
ũr

χu

))
+ δ̃2 tan

(
ũr

χu

)
ũr � δ2

(
|ũr| − ũr tan

(
ũr

χu

))
� 0.2785χuδ2 (40)
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Substituting Equations (36)–(39) into Equation (35), we have

V̇ � −
(

k1 −
1
2

)
x2

e −
(

Ur√
y2

e + Δ2
− 1

2k1

)
y2

e − k2ψ̃2 −
(

k3 −
1
2

)
r̃2 −

(
k4 −

1
2

)
ũ2

r

−
2

∑
i=1

(
kσi −

1
2
− 1

2
k2

ζi

)
σ2

i −
2

∑
i=1

ιi
2

W̃T
i W̃i −

2

∑
i=1

λi
2

δ̃2
i +

2

∑
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(41)

where κ1 = min
{

2k1 − 1, 2Ur√
y2

e+Δ2
− 1
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m33
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}
,

k1 = max
{

1
2 ,
√

y2
e+Δ2

2Ur

}
, λmin(•) denotes the minimum eigenvalue of a matrix, and ϑ1 =

2
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i=1

1
2
(
δi − δ0

i
)2

+
2
∑

i=1

ιi
2 WiM

2 + 0.2785 (χrδ1 + χuδ2) +
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2 θ̄2.

(2) When |σi| < μi(i = 1, 2), we have
2
∑

i=1
σiσ̇i = 0. According to Equations (30) and (31) and

the inequalities
2
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Equation (34) becomes
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where κ2 = min
{

2k1 − 1, 2Ur√
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Synthesizing Equations (41) and (42), we have

V̇ � −κV + ϑ (43)

where κ = min{κ1, κ2} and ϑ = max{ϑ1, ϑ2} with the design parameters satisfying the conditions:

k1 > max
(

1
2 ,
√

y2
e+Δ2

2Ur

)
, k2 > 0, k3 > 1, k4 > 1, kζ1 > 0, kζ2 > 0, kσ1 > 1

2 k2
ζ1 +

1
2 , kσ2 > 1

2 k2
ζ2 +

1
2 . Then,

the following inequality can be obtained

0 � V �
(

V(0)− ϑ

κ

)
e−κt +

ϑ

κ
(44)

In conclusion, it follows the definition of V that the tracking error signals ηe =

[xe, ye, ψ̃, r̃, ũr]
T are locally UUB, which ultimately converges to the compact sets Ω1 ={

ηe ∈ R5| ‖ηe‖ �
√

2
(

V(0)− ϑ
κ

)
e−κt + 2ϑ

κ

}
. The ultimate compact set can be easily tuned by
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adjusting the design parameters. Meanwhile, the parameters estimation errors W̃1, W̃2, δ̃1, and δ̃2 are
locally UUB. Theorem 2 is thus proved.

3.4. Sway Dynamics

For the sway velocity dynamics, considering the Lyapunov function Vv = 1
2 v2

r and taking the
time derivative of it based on Equation (5) yields

V̇v = vrv̇r

= −m11

m22
urrvr −

d22

m22
v2

r −
dv2

m11
|vr| v2

r −
dv3

m11
v4

r +
1

m22
τwv

� −χvr +
1

m22
τ̄w

(45)

where χ = m11
m22

urr. Based on the above analyses, the boundedness of ũr and r̃ is guaranteed, thus χ is
bounded. It should be noted that dvi and mii(i = 2, 3) are positive constants. According to Krstic, M.;
Kanellakopoulos, I.; Kokotovic, P. V. [30], we have

Vv � Vv(t0)e−χ(t−t0) + τ̄w
1− e−χ(t−t0)

m22χ

� Vv(t0) +
τ̄w

m22χ

(46)

Therefore, the boundedness of the sway velocity vr is guaranteed.

4. Simulations

The effectiveness and robustness of the proposed path following control method were evaluated
based on the platform of MATLAB. The Cybership II [31] was taken as the control object whose
parameters were as follows: m11 = 25.8, m22 = 33.8, m33 = 2.76, d11 = 0.9257, d22 = 2.8909, d33 = 0.5.
For simplicity, we ignored the off-diagonal terms of the inertia and damping. The maximum
actuated force and moment were 2 N and 1.5 Nm. From the beginning of the simulations, the ocean
currents with time-varying speed were given as Vx = 0.08 sin (0.1t) m/s and Vy = 0.04 sin(0.1t) m/s.
The time-varying external disturbances were generated with the first-order Markov process
τ̇wu + ς1τwu = w1, τ̇wv + ς2τwv = w2, τ̇wr + ς3τwr = w3, where wi and ςi(i = 1, 2, 3) are zero-mean
Gaussian white noise and constants, respectively [32]. The parameters of the controller are listed
in Table 1. The node numbers and widths of RBFNNs were chosen as: node number l = 21
and the widths bi = 3(i = 1, 2, . . . , l). The neural active region was chosen as [|u| , |v| , |r|] ∈
[[0, 2] , [0, 1.5], [0, 1.5]]T . Performance comparisons between the proposed finite-time currents observer
based ILOS guidance with adaptive RBFNN (FCONN) controller and the indirect adaptive observer
based [10] ILOS guidance with adaptive RBFNN (IAONN) controller are presented in the following
two control scenarios.

Table 1. Parameters of the path following controller.

Notation Value Natation Value Natation Value Natation Value Natation Value

k1 1 l2 4 Γ1ii(i = 21) 500 ξ2 20 χr 0.01
k2 2 ρ1 0.01 Γ2ii(i = 21) 50 λ1 0.01 χu 1
k3 4 ρ2 0.03 ι1 0.05 λ2 0.01 Δ 2.51
k4 5 kζ1 1.2 ι2 0.05 δ0

1 0.1
l1 100 kζ2 1.2 ξ1 50 δ0

1 0.1

Case 1: The desired path and speed assignment were chosen as Pd = [θ, θ]T and ud = 0.5 m/s.
The initial states were given as [x(0), y(0), ur(0), vr(0), r]T = [0 m, 2 m, 0.01 m/s, 0 m/s, 0 rad/s]T .
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The simulation results are shown in Figure 3a–g. Table 2 summarizes the performance indices
based on the integrated absolute error (IAE) and the time integrated absolute error (ITAE), which were
used to evaluate the transient performance and steady-state performance. The proposed FCONN
control method could drive the USV following the desired path with a high-precision and better
transient process (Figure 3a). Their detailed distinction is more clearly shown in Figure 3b,c, specifically
the smaller along- and cross-tracking errors and the smaller heading and surge velocity tracking errors.
Meanwhile, the lower IAE and ITAE metrical values of the cross-tracking error revealed the better
transient and steady-state performance. Figure 3d shows that the proposed finite-time currents
observer could identify the time-varying currents accurately, whereas the IAONN control scheme
had an obvious oscillation during the transient process, as well as lower accuracy in the steady
state. Figure 3d demonstrates that the RBFNNs could capture the unknown dynamical uncertainties
precisely and Figure 3e presents the compound bounds and their estimation, which played decisive
roles in driving the dynamics state r and ur to their real value. Figure 3f depicts the profile of the
control inputs where the input saturation (IS) problem Was effectively compensated by the auxiliary
system. The control inputs of the proposed method were in the specified region. Hence, in the case,
the proposed FCONN path following control method was more effective and robust according to these
simulation results.
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Figure 3. Line path following results.

Table 2. Performance indices in these two path following scenarios.

Control Law

Line Path Following Curvilinear Path Following

IAE(·103)∫ t
0 |ye|dτ

ITAE(·103)∫ t
0 t |ye|dτ

IAE(·104)∫ t
0 |ye|dτ

ITAE(·104)∫ t
0 t |ye|dτ

FCONN 1.92 5.78 2.58 9.01
IAONN 4.18 13.12 7.32 20.32

Case 2: Similar to Case 1, another comparison is presented to verify the performance in the
case of following a curvilinear path with the same design parameters. The desired path and speed
assignment were chosen as Pd = θ, [10sin(0.1θ)]T and ud = 0.5 m/s. The initial states were given as
[x(0), y(0), ur(0), vr(0), r]T = [0 m, 2 m, 0.01 m/s, 0 m/s, 0 rad/s]T . The simulations results are shown
in Figure 4a–g and the performance quantification indices are summarized in Table 2. As illustrated in
Figure 4a, although following the curvilinear path, the proposed FCONN method behaved almost the
same in both control scenarios. As shown in Figure 4b, the along- and cross-tracking errors oscillated
to varying degrees for the poor performance of IAONN, whereas the position errors of FCONN could
smoothly and steadily converge to a small neighborhood around zero within a short time. Moreover,
the smaller IAE and ITAE metrical values verified it. Figure 4c shows the slight oscillation of the
heading and surge velocity tracking error of IAONN. Moreover, in Figure 4d, the poor performance of
estimating ocean currents of IAONN undoubtedly degraded the tracking performance. Figure 4e,f
shows the exceptional performance of the dynamical uncertainties estimation and disturbance rejection
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of the FCONN method. In addition, the control inputs were in the specified region for introducing
the auxiliary system, as depicted in Figure 4g. Overall, the proposed control method achieved
satisfactory performance and robustness in both cases with fast and accurate estimations of the
unknown time-varying ocean currents and dynamical uncertainties, and satisfactory rejection of
external disturbances.
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Figure 4. Curvilinear path following results.

5. Conclusions

In this paper, a path following control scheme for a USV subject to input saturation and
uncertainties has been proposed by resorting to the finite-time currents observer based ILOS guidance,
the adaptive RBFNN, and the auxiliary dynamic system. The finite-time currents observer based
ILOS guidance is applied to obtain the desired yaw angle, where the incorporated finite time
currents observer can provide the precise estimations of the unknown time-varying ocean currents.
Simultaneously, the RBF neural networks and the adaptive laws with leakages terms can provide the
precise estimations of dynamical uncertainties and the compound bounds of the approximation errors
and external disturbances, without knowing any prior knowledge of the time-varying disturbance.
The auxiliary control system is introduced to handle input saturation of the actuators. It has been
proved that all error signals of the closed-loop system are locally UUB. Finally, both linear and curved
path following are presented and compared with the preceding control method. Simulations results
have verified that the proposed control method can achieve satisfactory performance and robustness.
Future work will cover the aspect of the position error constraint to ensure that the USV can work
in these situations including the narrow passage and the channel between obstacles, as well as the
precise estimation of the sideslip angle.
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