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Preface

Animals have been used in biological and medical research for thousands of years
in order to advance the comprehension of living beings and to study the origin and 
basic principles of life. Furthermore, animal models have contributed significantly
to a better understanding of general anatomy, physiology, pathology and pharma-
cology, as they can be utilized to create controlled situations and simulate specific
physiological or pathological conditions.

Without a doubt, animal models have played essential roles in the most important
advances in numerous medical and biological fields. From Louis Pasteur’s demon-
stration of the germ theory of disease using anthrax in sheep and Thomas Hunt
Morgan’s work with the fruit fly Drosophila melanogaster identifying chromosomes
as the vector of inheritance for genes, to Jonas Salk’s studies on rhesus monkeys
to isolate the polio virus, which led to the creation of a polio vaccine and modern
medical advances such as organ transplant techniques and the heart–lung machine, 
animal models have significantly contributed to improvement in the quality of
human life. New drugs, vaccines and treatment protocols for human and animal 
diseases have also been developed thanks to diverse animal models. The progress
achieved thanks to the creation and use of animal models is indubitable, as the
majority of Nobel Prize awardees in Physiology and Medicine used animal experi-
ments in their breakthroughs.

This book is a collection of 13 state-of-the-art chapters written by renowned 
experts from all over the world. It represents a compilation of scientific and clinical 
data that emphasize findings in a wide variety of specialties, such as neurology, 
psychiatry, cardiology, and behavioral data including the eyes and ears, pediatrics, 
skin disorders, cardiovascular and musculoskeletal systems, reproduction, chronic
diseases, epidemiology, and pain and inflammation management.

The book provides basic, up-to-date background on the topics as well as deals
with clinical aspects, providing insightful information related to the use of animal 
models in the understanding of the pathophysiological mechanisms of action of
various diseases.

A critical objective of the book is to provide real-time experimental approaches and 
data to scientists, clinicians, researchers and students for the identification of new
therapeutic targets and biomarkers using animal models as well as investigate the
pathogenesis and therapeutic strategies of human diseases.

We want to express our sincere gratitude to all of the authors who helped write the
outstanding chapters in this book. Our special appreciation goes to Author Service
Manager, Dajana Pemac, for her outstanding support from the beginning to the
end. The editors are also thankful to the Slovak Research and Development Agency
(15-0544) and the Department of Science and Technology-Science and Engineering 
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Chapter 1

Animal Models of
Cardiomyopathies
Enkhsaikhan Purevjav

Abstract

Cardiomyopathies are a heterogeneous group of disorders of heart muscle that
ultimately result in congestive heart failure (CHF). Rapid progress in genetics as
well as in molecular and cellular biology over the past three decades has greatly
improved the understanding of pathogenic signaling pathways in inherited cardio-
myopathies. This chapter will focus on animal models of different clinical forms
of human cardiomyopathies with their summaries of triggered key molecules, and 
signaling pathways will be described.

Keywords: cardiomyopathy, heart failure, genetic mutation

1. From genetic abnormality to cardiomyopathy phenotype

It’s widely accepted that inherited cardiomyopathies are a group of hetero-
geneous diseases of heart muscle resulting from genetic alterations in cardiac
myocytes, the chief contractile cell type in the heart [1]. The genes encoding 
proteins that build muscle cytoskeleton and contractile apparatus are responsible
for a cardiomyopathy phenotype with distinctive morpho-/histological cardiac
remodeling [2]. Further, disruption of particular genetic and protein networks and 
pathways may intersect with other intracellular and intercellular pathways and 
disturbances in molecular signaling. Apoptosis, necrosis, autophagy, and metabolic
and arrhythmogenic fluxes—which may present as the sole features or as overlap-
ping signs of decompensated cardiac homeostasis—result in definitive forms of
cardiac remodeling including fibrosis, cardiomyocyte hypertrophy, and atrophy. 
Typically, molecular signaling activates associated compensatory responses and 
cooperates with other modifiers such as genetic modifiers and environment, stress, 
or toxicity related that, in turn, may or may not influence the final cardiomyopathy
phenotype. Alterations in cellular morphology and size, gene expression patterns, 
and metabolic shifts in cardiomyocytes initially compensate and maintain cardiac
function in the subtle, preclinical stages of cardiomyopathy. Thus, inherited 
forms of cardiomyopathy, irrespective of the specific genetic or morpho-/clinical 
condition, may or may not present signs of a failing heart. Five types of inherited 
cardiomyopathies are distinguished based on clinical features: dilated cardiomy-
opathy (DCM), hypertrophic cardiomyopathy (HCM), restrictive cardiomyopathy
(RCM), arrhythmogenic ventricular cardiomyopathies (ACM), and left ventricular
noncompaction cardiomyopathy (LVNC) [3] as demonstrated in Table 1. DCM 
is characterized by left ventricular (LV) dilation and systolic dysfunction; HCM 
is characterized by LV hypertrophy with diastolic dysfunction; and RCM is
accompanied by increased stiffness of the myocardium and dilated atria due to
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diastolic dysfunction without significant hypertrophy [4]. Frequent and often life-
threatening arrhythmias and associated sudden cardiac death and progressive heart 
failure are the main hallmarks of ACMs [5], while myocardial hypertrabeculation, 
intertrabecular recesses, and thin compact LV wall are the characteristics of LVNC 
[6]. Sustained maladaptive remodeling due to pathologic genetic insult results in the 
development of decompensated cardiomyopathy when the failing heart is unable 
to keep up with the hemodynamic demands at all levels, from the molecule to the 
whole organism. When compensatory mechanisms fail, additional neuroendocrine 
signaling and other pathways are activated on an organ and whole organism level, 
leading to CHF. Cellular and molecular level alterations of end-stage cardiomyopa-
thy and CHF respond to irreversible cardiac remodeling with significant changes in 
membrane ion currents and intracellular Ca2+ metabolism, fibrosis, hypertrophic 
or atrophic remodeling, and cell death. Cardiac function is significantly depressed 
with depleted contractile force development and slowed relaxation [7].

2. Animal models of human cardiomyopathies

Translational comparative animal research is of considerable value in inherited 
cardiomyopathies, because animal models enable to explore and investigate the 
cellular and molecular pathology originating from the initial genetic assault but 
also may closely recapitulate the effects of cardiac remodeling culminating into a 
specific cardiomyopathy type seen in humans. Animal models carrying human gene 
mutations may not present clinical phenotypic signs of cardiomyopathy resembling 
the human disease until adulthood, supporting a temporal mechanism by which 
chronically altered cellular responses and cardiac remodeling lead to the clinically 
relevant phenotype.

2.1 Naturally occurring animal models of cardiomyopathy

Naturally occurring cardiomyopathy among small and large animals is com-
monly observed in canine and feline species [8, 9]. HCM is a common disease in pet 

Table 1. 
Clinical types of inherited cardiomyopathy and specific hallmarks of different types of cardiomyopathy.

3
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cats, affecting 10–15% of the pet cat population [10], while DCM is more typical in 
dogs [11]. The similarity to human HCM or DCM, the rapid progression of disease, 
and the defined and readily determined endpoints of feline HCM or in canine DCM 
make them excellent natural models that are genotypically and phenotypically 
similar to human heart muscle disease [12]. The Maine Coon and Ragdoll cats are 
particularly valuable models of HCM associated with myosin binding protein C 
(MyBP-C) mutations and even higher disease incidence compared to the overall 
feline population [13, 14]. In canine, mutations in genes such as dystrophin (DYST) 
in German Shorthaired Pointers [15], desmin (DES) and α-actinin in the Doberman 
[16, 17], titin-cap (TCAP) in Irish Wolfhounds [18], and striatin in Boxers [19] were 
reported to be associated with DCM. In addition, many naturally occurring porcine 
HCM and DCM have been described offering the useful models for translational 
research [20–22].

2.2 Genetically engineered animal models of cardiomyopathy

Experimentally, numerous small and large animal models including fruit fly, 
fish, rodents, rabbit, canine, pig, and other species have been developed to discover 
pathogenetic mechanisms involved in cardiomyopathy in the research field [23–25]. 
Characterization of the mechanisms of cardiomyopathies using the study of animal 
models is challenging owing to the complexity of disease-causing mechanisms and 
modulators of pathology [25]. Moreover, animal models are successfully used for 
genome-wide screening, assessing of cardiac phenotypes and disease symptoms, 
genotype-phenotype association studies, and drug discovery and development 
assays. The accessibility of transgenic (TG), knockout (KO) and knock-in (KI) 
murine models has, however, been one of the most successful approaches for 
studying genetic cardiomyopathies [26]. With recent advances in CRISPR/Cas9 
technology, researchers are able to achieve more effective and precise genome edit-
ing because of its simplicity, design, and efficiency over other traditional methods 
for genetic editing such as transgenesis and homologous recombination targeting 
techniques [27–29].

The lowest species that has typically been used for cardiomyopathy research is 
Drosophila melanogaster as a tool to study various developmental biological processes 
and mechanisms underlying congenital defects and inherited heart diseases [30, 31]. 
The Drosophila heart looks as a primitive linear tube similar to embryonic heart tube 
in vertebrates, and many heart development, function, and aging regulatory genes 
and networks such as NK-2, MEF2, GATA, Tbx, and Hand have been evolutionarily 
conserved. The conserved development of the heart in simple model organisms 
and vertebrates provides a unique ability to use many different animal models in 
cardiomyopathy research [32]. Important advantages of the use of animal models 
are the ability to manipulate gene expression and identify genes and mechanisms 
regulating heart development, cardiac pathology, and pathophysiology [33, 34]. 
Advanced systems to identify genes causing human cardiomyopathies such as UAS/
GAL4 [35], techniques for accurate phenotyping of cardiac diseases such as opti-
cal coherence tomography [36], powerful electrophysiological, mechanical, and 
histological approaches to characterize heart development, cardiac tissue properties, 
and structure in the Drosophila heart have emerged as a pioneering model system in 
basic, genetic, and molecular studies of cardiac development, function, aging, and 
disease [37]. Numerous Drosophila models have been used to elucidate the patho-
physiology of human HCM and DCM and other heart diseases, such as heart failure, 
cardiac tachycardia, atrial fibrillation, and congenital heart diseases [38–40].

The zebra fish (Danio rerio) model remains one of the most effective technolo-
gies for discovering and functional studying novel cardiomyopathy candidate 
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genes, especially the ability to use morpholino knockdown techniques in fish models 
[26, 41, 42]. Compared with other vertebrate models, the zebra fish embryos are 
transparent allowing genetic engineering approaches to apply fluorescent reporter 
transgenes with genetic fate mapping strategies combined with high-resolution, 
high-throughput microscopy imaging in vivo of the heart [43, 44]. The transparency 
of the embryos allows to observe fluorescent proteins that are expressed in various 
cell types of the cardiovascular system, and these research advances have opened 
avenues to improve our knowledge of regulatory mechanisms of cardiomyocyte and 
other cardiac cells’ differentiation [45, 46], regeneration [44], morphogenesis [47], 
drug effects and toxicity [48], and gene regulation [49]. The advancement in high-
speed video imaging and automated image analysis techniques including light sheet 
planar illumination microscopy not only allows to precisely monitor morphologic 
and functional characteristics such as heart rate, arrhythmias, and ejection fraction 
in zebrafish but also progresses our current understanding of the different types of 
cardiomyopathy.

Rodent models are the most used model species for cardiomyopathy research, 
including genetics, pharmacology, and long-term survival considering that rodents 
have a short gestation time, have the ability to be genetically manipulated to 
generate transgenic or mutant strains, and are easy to handle and house with low 
maintenance costs [24, 50]. In addition, a fact that mice have short life span allows 
investigators to generate genetic models in a shorter time period and follow the 
natural history of genetic diseases at an accelerated pace, enabling to rapidly launch 
proof-of-principle experiments and potentially translating and exploiting the 
results into human studies. Significant advantages to rodents as the species of choice 
can limit the murine data’s applicability to human cardiovascular function; there are 
significant differences between the mouse models and human disease presentation 
[25]. Rodents are phylogenetically farthest distant from humans compared to other 
mammals, and some pathophysiological features of cardiomyopathy phenotypes 
and their response to environmental stress and treatments may not be reliable for 
human diseases [23].

The rabbit and pig experimental models of cardiomyopathy offer significant 
advantages for cardiovascular research [50]. Compared with the mouse, the larger 
size and slower heart rate of the rabbit and pigs are advantageous for physiological 
analyses such as echocardiography and cardiac catheterization.

2.2.1 Hypertrophic cardiomyopathy animal models

Animal models of HCM mostly carry human mutations in sarcomeric pro-
tein-encoding genes such as a-MHC, a-tropomyosin, troponins, myosin binding 
protein C (MyBP-C), and other genes shown in Table 1 [51–55]. Many models 
carry cardiac-specific (CS) expression or ablation of the proteins of interest. 
These models have demonstrated that HCM mutations enhance contractile 
properties with increased force generation, ATP hydrolysis, and actin-myosin 
sliding velocity, showing that the hypertrophy is not a compensatory response 
to diminished contractile function [56–58]. Models of HCM also show abnormal 
Ca2+ cycling in cardiomyocytes before overt histopathologic changes occurred in 
the myocardium and delayed myocardial relaxation that occurs before the onset 
of hypertrophy, suggesting that diastolic dysfunction is a direct consequence of 
HCM mutations [59, 60]. Hearts from models of HCM progressively accumulate 
myocardial fibrosis in the same manner as human patients, and fibrosis is consid-
ered to be a cellular substrate for cardiac arrhythmias and sudden cardiac death 
in humans [61–63].
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2.2.2 Dilated cardiomyopathy animal models

Animal models of DCM mostly resemble human mutations in genes encod-
ing cytoskeletal, sarcomeric, and Z-disk proteins and present with ventricular 
dilation and thinning of the ventricular walls correlated with loss of heart muscle 
mass. In addition, functional changes in non-myocytes induce fibrotic scars that 

Table 2. 
Animal models of hypertrophic cardiomyopathy [51–58, 60–81].
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stiffen the heart tissue and impede normal cardiomyocyte contractility. Novel 
DCM mechanisms such as impaired Z-disk assembly, sensitivity to apoptosis 
and abnormalities in myofibrillogenesis under metabolic stress, protein folding, 
inhibition of protein aggregation, and degradation of misfolded proteins have 
been explored (Table 2).

Table 3. 
Animal models of dilated cardiomyopathy [82–112].
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2.2.3 Restrictive cardiomyopathy animal models

RCM is the least common but most lethal form of cardiomyopathy where 
impaired ventricular relaxation due to increased stiffness of the myocardium and 
pressure in the ventricles overcomes the changes in myofibrillar arrangement and 
cardiomyocyte gross abnormalities [113]. Animal models carrying human RCM-
associated mutations have also been generated to mimic human RCM phenotype. 
These mutations are identified mainly in sarcomeric protein-encoding genes such as 
troponins, myosin and MYPN (summarized in Table 3).

Table 4. 
Animal models of restrictive cardiomyopathy [67, 114–117].

Table 5. 
Animal models of arrhythmogenic ventricular cardiomyopathy [119–139].
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2.2.4 Arrhythmogenic ventricular cardiomyopathy models

Many models of ARVC with mutations in genes encoding desmosomal (DSP, 
PKP, DSC, DSG, and JUP) and non-desmosomal (RYR2, TMEM43, and ZASP) 
proteins have been developed [118]. Structural and functional alterations include 
progressive, diffuse, or segmental loss of cardiomyocytes, probably due to cardio-
myocyte apoptosis or necrosis, and replacement with fibrotic and adipose tissue 
(Table 4). Fibro-fatty tissue primarily is seen in the right ventricle (RV), with 
common LV involvement in later stages of the disease [119] (Table 5).

2.2.5 Left ventricular noncompaction cardiomyopathy models

Animal models of LVNC typically demonstrate a spongiform ventricular myo-
cardium and deep trabeculations, and many reports suggested that LV trabeculation 
and compaction processes are two distinct but tightly interconnected morphoge-
netic events resulting in the development of a functionally proficient ventricular 
chamber wall [140]. Animal models exhibiting LVNC phenotypes and potential 
pathogenetic mechanisms are summarized in Table 6.

3. Conclusion

Advances in molecular and genetic techniques have vastly improved the under-
standing of molecular mechanisms responsible for cardiomyopathies and cardiac 

Table 6. 
Animal models of left ventricular noncompaction cardiomyopathy [141–159].
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dysfunction. The wide range of innovative technologies and techniques used in 
animal models in vivo has led to advances in our knowledge on the etiology, patho-
physiology, and therapeutics of inherited cardiomyopathies. It is clear that mutant 
proteins in cardiomyocytes can perturb cardiac function whether the prime distress 
occurs in the contractile apparatus or neighboring cellular complexes, yet persistent 
cellular stress leads to tissue-, organ-, and organism-level pathology and patho-
physiology. However, development and investigation of animal models are complex 
processes and the outcomes of which could be difficult to translate to humans due to 
differences in human and animal cardiovascular anatomy and physiology as well as 
differing pathophysiology of human cardiomyopathies and experimentally induced 
diseases in animals [160]. Therefore, the choice of appropriate animal model(s) 
for cardiomyopathy research should utterly rely on clinical knowledge of human 
cardiovascular diseases, proper research questions, sufficient number of study 
animals, and correct and relevant interpretation of results and outcomes in animals 
to human population. Although animal models of human cardiomyopathies often 
represent incomplete or inaccurate pathological and pathophysiological features 
seen in humans, the use of animal models not only has improved our knowledge on 
the etiology and mechanisms of cardiac muscle diseases and therapeutic interven-
tions but also has greatly promoted an advancement in cardiac tissue engineering, 
induced pluripotent stem cells (iPSCs) technology, in silico and in vitro techniques, 
and preclinical assessment of drug discovery and development [161].
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Depending on Pathology and 
Implant Material
Nicole Gabriele Sommer, David Hahn, Begüm Okutan, 
Romy Marek and Annelie-Martina Weinberg

Abstract

Different species vary in bone metabolism, especially in modeling and remodel-
ing of the bone. Human-related diseases with severe outcomes on bone, such as 
osteoporosis or osteoarthritis, are often reflected in animal models, which cannot 
adequately mimic the human situation. The pre-clinical investigation of implant 
materials in vivo complicates the search for the ideal animal model, especially when 
combining pathologic bone diseases and implant material. For instance, while 
alterations in trabecular bone architecture are investigated in female osteoporotic 
rats, rodents commonly lack cortical bone remodeling or secondary osteon forma-
tion. Small ruminants are commonly used to study long bone defects or orthopedic 
materials, due to their comparability to humans regarding body weight, bone size, 
and fracture healing. Nevertheless, there are important differences between human 
and ruminant models: plexiform cortical bone, seasonal bone loss, and stronger 
trabecular bone appear in sheep compared to humans. This chapter will summarize 
fundamental differences in bone quality between different animal models used for 
orthopedic and implant material research. Thus, choosing the ideal animal model 
to answer the proposed research question remains the key to guarantee a solid and 
excellent scientific study.

Keywords: animal models, remodeling, orthopedics, pathological bone, biomaterials

1. Introduction

In vivo animal models are frequently used in orthopedic and trauma research. 
Due to ethical issues, researchers are focused to replace animal models by estab-
lishing novel in vitro systems. However, small tissue fragments are often used in 
in vitro systems thereby losing tissue’s architecture at some times. Although it 
is possible to use in vitro organ and tissue cultures that allow preservation and 
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differentiation, the control of dynamic cell properties and simulation of cell 
interactions remain difficult. In orthopedic and trauma research, the major disad-
vantages involve the placing of physiological loading and the cellular and molecular 
orchestration compared to the in vivo system. Hence, animal models are essential 
not only to evaluate pathological bone but also to study tissue response, biocompat-
ibility and mechanical properties, especially when it comes to implant materials [1].

While small animals (mice and rats) are most commonly used due to lower 
costs (e.g., purchase, breeding, and housing), easy handling and the feasibility to 
enlarge the animal number, large animals (sheep and dogs) show several advantages 
including bone size, body weight, and bone quality when compared to humans. 
Murine animal models are commonly used to evaluate pathophysiology and novel 
treatment strategies [2]. For example, mice are highly adaptable to pathological 
conditions by experimental manipulation. Moreover, molecular tools, antibod-
ies, and the well-characterized mouse strains (including knock-out or transgenic 
models) make the use of these animals more advantageous [3, 4]. There has been 
a long debate on whether rodents are appropriate to study osteophysiology due to 
the lack of true skeletal maturity (e.g., lack of Haversian remodeling and closure of 
epiphyseal growth plate) [2]. Larger animals, such as sheep and dogs, show several 
advantages over small models, including their life span and extended phases of skel-
etally matured bone, but seasonal bone loss and plexiform cortical bone especially 
occur in sheep. Thus, there is no animal model that entirely fulfills all requirements 
making it necessary to follow a particular research question and to confirm results 
obtained in research on small animal models in large animals before entering the 
clinics.

In this chapter, we will mainly focus on four animal models including mouse, 
rat, sheep, and dog. Since there are several bone pathologies, which need in vivo 
research models, we will particularly focus on osteoporosis and osteoarthritis as 
one of the major bone pathologies that are also associated with implant and scaffold 
research. Moreover, we will provide an overview about implant research in orthope-
dics and trauma surgery with specialization on bioresorbable implant technology.

2. Bone biology

Animal models are usually chosen by genetic background considerations that 
might influence bone phenotype, thereby assessing bone properties including bone 
mineral density, hardness, biomechanics, and elasticity [1]. Bone quality includes 
several variables such as geometry, architecture, composition (e.g., collagen and 
matrix components), cortical porosity, turnover, and damage and bone mineral 
density. However, bone quantity is classified as mineral mass or bone mineral 
content. In general, there are two major processes involved in bone development 
and maintenance.

2.1 Modeling

Bone modeling in general describes bone formation without prior osteoclastic 
resorption (uncoupled bone formation). This is the case during initial bone growth 
due to embryogenesis, as well as due to sequences in bone fracture healing and 
pathological bone situations, including inflammation or bone tumors. Bone model-
ing results in bone microstructures which are referred to as primary and woven 
bone. Histologically, primary bone can be separated into three types of structurally 
different bone tissues: primary lamellar bone, plexiform or laminar bone, and 
primary osteons. Depending on the vertebrate species, the state of development, 
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but also the site of the skeleton, fulfills different kinds of functions. Primary bone 
is usually build up fast and gets remodeled to secondary bone during maturation. 
Woven bone, on the other hand, is a repair tissue, which builds the callus during 
fracture healing. There is no osseous or cartilage template (anlage) needed to build 
up woven bone. This kind of bone tissue shows a higher degree of mineralization 
and more porosity then secondary bone, but exhibits less mechanical qualities, as 
the embedded collagen-fibers are more or less disorganized. Typically, it also gets 
remodeled to secondary bone during bone maturation, with a few exceptions (e.g. 
alveolar bone and sutures of the cranium) [5, 6].

2.2 Remodeling

Bone is permanently rebuilt throughout the body to assure bone mineral 
homeostasis, to regenerate microfractures, or to adapt the bone to new load. 
Bone-degrading osteoclasts and bone-forming osteoblasts work together in a highly 
concerted procedure. The balance between bone resorption and formation is crucial 
for physiological bone metabolism. If the balance in between resorption and forma-
tion is disturbed, this can result in diverse disease patterns. In osteoporosis, for 
example, more bone is resorbed than is subsequently build; conversely, in osteope-
trosis, more bone is formed than was previously degraded. Bone remodeling takes 
place within microscopical construction sites, the Basic Multicellular Units (BMUs). 
A BMU includes those osteoclasts, osteoblasts, and osteocytes involved in a par-
ticular remodeling event. BMUs in average are about 1–2 mm long, with a diameter 
between 0.2 and 0.4 mm. Cortical bone remodeling results in a secondary osteon 
(Havers’ System), which in the center includes a neuro-vascular channel to provide 
the bone with nutrients and signals. Trabecular remodeling takes place in the 
spongy parts of the bone and results in so called avascular hemi-osteons. Trabecular 
bone is provided with nutrition by blood vessels from the medullary cavity [6–8].

3. How to choose the right animal model depending on bone pathology

In translational research, in vivo animal models are an important tool and 
have to be chosen carefully, when studying pathophysiology of diseases, implant 
materials or treatment options. To investigate diseases, there are several approaches 
including xenograft and genetically engineered models as well as inbred strains. 
However, results obtained from in vivo animal studies differ in their translatability 
to the clinical condition [9]. Generally, there are several other factors which have 
to be taken into account when choosing the animal model, for example, length of 
the experiment, costs for food and housing, experiment type and primary outcome 
measures.

Small animal models, especially mice and rats, exhibit several advantages 
including easy handling, lower costs, and quick experimentation, due to their short 
life span and enhanced metabolism. While small animals serve as ideal models to 
examine pathophysiology and pathogenesis as well as new treatment options, large 
animals, such as sheep and dogs are also often used to study long-term diseases pro-
cesses and treatment options. Therefore, researchers suggest to additionally confirm 
treatment options’ efficiency in large animal models before clinical use [10].

3.1 Rodents

Rodents are well-established in vivo models preferably used in translational 
research of different disciplines as well as in bioactivity and feasibility studies due 
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differentiation, the control of dynamic cell properties and simulation of cell 
interactions remain difficult. In orthopedic and trauma research, the major disad-
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clinics.
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rat, sheep, and dog. Since there are several bone pathologies, which need in vivo 
research models, we will particularly focus on osteoporosis and osteoarthritis as 
one of the major bone pathologies that are also associated with implant and scaffold 
research. Moreover, we will provide an overview about implant research in orthope-
dics and trauma surgery with specialization on bioresorbable implant technology.

2. Bone biology

Animal models are usually chosen by genetic background considerations that 
might influence bone phenotype, thereby assessing bone properties including bone 
mineral density, hardness, biomechanics, and elasticity [1]. Bone quality includes 
several variables such as geometry, architecture, composition (e.g., collagen and 
matrix components), cortical porosity, turnover, and damage and bone mineral 
density. However, bone quantity is classified as mineral mass or bone mineral 
content. In general, there are two major processes involved in bone development 
and maintenance.

2.1 Modeling

Bone modeling in general describes bone formation without prior osteoclastic 
resorption (uncoupled bone formation). This is the case during initial bone growth 
due to embryogenesis, as well as due to sequences in bone fracture healing and 
pathological bone situations, including inflammation or bone tumors. Bone model-
ing results in bone microstructures which are referred to as primary and woven 
bone. Histologically, primary bone can be separated into three types of structurally 
different bone tissues: primary lamellar bone, plexiform or laminar bone, and 
primary osteons. Depending on the vertebrate species, the state of development, 
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but also the site of the skeleton, fulfills different kinds of functions. Primary bone 
is usually build up fast and gets remodeled to secondary bone during maturation. 
Woven bone, on the other hand, is a repair tissue, which builds the callus during 
fracture healing. There is no osseous or cartilage template (anlage) needed to build 
up woven bone. This kind of bone tissue shows a higher degree of mineralization 
and more porosity then secondary bone, but exhibits less mechanical qualities, as 
the embedded collagen-fibers are more or less disorganized. Typically, it also gets 
remodeled to secondary bone during bone maturation, with a few exceptions (e.g. 
alveolar bone and sutures of the cranium) [5, 6].

2.2 Remodeling

Bone is permanently rebuilt throughout the body to assure bone mineral 
homeostasis, to regenerate microfractures, or to adapt the bone to new load. 
Bone-degrading osteoclasts and bone-forming osteoblasts work together in a highly 
concerted procedure. The balance between bone resorption and formation is crucial 
for physiological bone metabolism. If the balance in between resorption and forma-
tion is disturbed, this can result in diverse disease patterns. In osteoporosis, for 
example, more bone is resorbed than is subsequently build; conversely, in osteope-
trosis, more bone is formed than was previously degraded. Bone remodeling takes 
place within microscopical construction sites, the Basic Multicellular Units (BMUs). 
A BMU includes those osteoclasts, osteoblasts, and osteocytes involved in a par-
ticular remodeling event. BMUs in average are about 1–2 mm long, with a diameter 
between 0.2 and 0.4 mm. Cortical bone remodeling results in a secondary osteon 
(Havers’ System), which in the center includes a neuro-vascular channel to provide 
the bone with nutrients and signals. Trabecular remodeling takes place in the 
spongy parts of the bone and results in so called avascular hemi-osteons. Trabecular 
bone is provided with nutrition by blood vessels from the medullary cavity [6–8].

3. How to choose the right animal model depending on bone pathology

In translational research, in vivo animal models are an important tool and 
have to be chosen carefully, when studying pathophysiology of diseases, implant 
materials or treatment options. To investigate diseases, there are several approaches 
including xenograft and genetically engineered models as well as inbred strains. 
However, results obtained from in vivo animal studies differ in their translatability 
to the clinical condition [9]. Generally, there are several other factors which have 
to be taken into account when choosing the animal model, for example, length of 
the experiment, costs for food and housing, experiment type and primary outcome 
measures.

Small animal models, especially mice and rats, exhibit several advantages 
including easy handling, lower costs, and quick experimentation, due to their short 
life span and enhanced metabolism. While small animals serve as ideal models to 
examine pathophysiology and pathogenesis as well as new treatment options, large 
animals, such as sheep and dogs are also often used to study long-term diseases pro-
cesses and treatment options. Therefore, researchers suggest to additionally confirm 
treatment options’ efficiency in large animal models before clinical use [10].

3.1 Rodents

Rodents are well-established in vivo models preferably used in translational 
research of different disciplines as well as in bioactivity and feasibility studies due 
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to their well-defined genetics, biology, and immunology. Accordingly, the repro-
ducibility is quite high. Due to their limited life span, rodents are favorably used for 
age-related bone metabolic and regenerative studies [11, 12]. Bone biology strongly 
depends on gender and age. However, there are also several differences within 
animal strains and after genetic manipulations. For example, fracture healing 
was strongly enhanced in C57BL/6 mice compared to C3H and DBA/2 [13]. Bone 
modeling (growth and reshaping) of the skeleton occurs throughout rodent’s life 
cycle, and the epiphyseal growth plate still remains open throughout adulthood. 
Trabecular bone content is limited in rodents, and Haversian remodeling does not 
occur, whereas cancellous remodeling is established in rodents [14].

3.2 Large animals

Within processes which are related to body size or metabolic characteristics, like 
biomechanics (e.g., fracture fixation) or bone healing efficiency, respectively, the 
animal model (size and anatomy) should be as close to the human situation as pos-
sible [15, 16]. Martini et al. discussed the utilization of animal models in the field of 
orthopedic research from 1970 to 2001. Within the first decade (1990–2001), they 
reported a relative increase of sheep from ~6 to 8–9%, when compared with the two 
decades before. However, in parallel to the increase of sheep models, the relative 
amount of dogs used in orthopedic research decreased for about the same percent-
ages (due to, for example, easier handling, ethical reasons) [17].

To the best of our knowledge, no deeper literature recherché was performed 
since then. Nevertheless, we expect a further increase of sheep being used as an 
animal model for orthopedics and traumatology.

3.2.1 Sheep

The cortical fraction of mature long bones in sheep is reported to exhibit a 
mixture of primary and secondary bone tissue. Plexiform bone appears close to the 
periosteum, while Haversian tissue occurs close to the endost, with a mixture of 
both in the mesosteal zone. Young animals up to 3–4 years in contrast exclusively 
show plexiform bone throughout whole sections of femora. For sheep, significantly 
higher bone densities have been observed compared to human bone. For example, 
the trabecular bone density of sheep femora is about 1.5–2-times higher than the 
density of that in humans. These values, however, are strongly related to the bone 
site where they have been measured and might not be predictive for the trabecular 
bone density of other bone locations, such as vertebrae [18]. Even though there are 
clear differences in bone microstructure, studies reported that sheep exhibit similar 
bone remodeling and turnover when compared to the human situation [19]. Sheep 
might be also an alternative model for studying osteoporosis. However, as there are 
differences in endocrinology and the gastrointestinal tract, it has been suggested to 
investigate the influence of these parameters on seasonal factors, hormones or low 
bone turnover during long days [20].

3.2.2 Dog

Bone composition, density, and quality were investigated in different species 
including chicken, cow, pig, dog, and sheep. On basis of the weight of ash, the 
content of hydroxyproline, extractable protein, and IGF-1, canine bone showed the 
greatest comparability to human bone. When it comes to bone density, dog and pig 
were suggested to closely mimic human bone. However, it was concluded that the 
canine model seems to represent the human situation the best [21]. Kimmel et al. 
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stated that there are similarities in trabecular bone; however, the bone turnover 
might be more difficult to match between human and the canine model, as even the 
same bone types from different sites of the same animal show high variability in 
turnover [22].

In comparison with the typical secondary osteonal microstructure in human 
cortical bone, Wang et al. reported that canine cortical bone rather consists of a 
secondary osteonal core, which is flanked to both sides (periosteal and endosteal) 
by plexiform bone. Plexiform or laminar bone is found predominantly in large and 
fast growing animals, but not in humans after embryogenesis [23].

3.3 Osteoporosis

3.3.1 Clinical significance

The advancing prevalence of post-menopausal osteoporosis is associated with 
increasing age of the population. Osteoporosis is characterized by weakening of the 
bone mass and density consecutively increasing the risk of bone fractures. In 2010, 
3.5 million incident fragility fractures (fractures under osteoporotic conditions) 
were recorded in the European Union, which also increases the economic burden 
associated with high healthcare costs [24]. The strong increase in age is closely 
associated with the increase to suffer not only from a single fracture but also from 
multiple fractures at an advanced age. Worldwide, 1 in 3 women and 1 in 5 men 
over 50 will experience osteoporotic fractures [25, 26]. A quarter of those with hip 
fractures never walk again or even die [27].

Since the 1940s, when Fuller Albright demonstrated that estrogen can reverse 
negative calcium balance in post-menopausal women, there is a remarkable advance 
concerning osteoporotic drugs. However, concerns have been raised when it comes 
to anti-resorptive drugs, such as bisphosphonates, especially about rare side effects 
[28]. Therefore, researchers also focus on enhancing patient’s acceptance and 
compliance with anti-resorptive drugs and in parallel evolving novel drugs without 
long-term side and prolonged anabolic effects.

3.3.2 Osteoporosis-related outcome on bone

Osteoporosis is a skeletal disorder that is generally subdivided into primary and 
secondary osteoporosis, latter describing osteoporosis as a secondary outcome to 
chronic diseases such as Cushing’s syndrome. In contrast, primary osteoporosis 
involves type 1 post-menopausal and type 2 senile osteoporosis. Post-menopausal 
osteoporosis is a multifactorial disease characterized by weakening of the trabecular 
and cortical bone structure (Figure 1). During osteoporosis, loss of bone results 
in decreased total mineralization, leading to reduced tensile bone strength and 
increased risk of fracture. During bone fracture healing, mechanical and biologi-
cal factors are negatively affected by osteoporosis [29]. Under healthy conditions, 
however, cellular and molecular events are carefully orchestrated, thereby produc-
ing a template for regeneration and remodeling of the fracture site, followed by 
bone function restoration, resulting in successful fracture healing [30]. Under 
osteoporotic conditions, reduced numbers and/or reduced activity of osteogenic 
cells including mesenchymal stem cells and osteoblasts, while osteoclast activ-
ity increases. An imbalance of anabolic and catabolic local factors has also been 
linked to osteoporosis [31]. Osteoporotic bone fractures are also associated with 
an impaired bone cell proliferation rate, reduced mechanical stress, and inhib-
ited reactivity to local and systemic stimuli. Impaired vascularization has been 
observed under osteoporotic conditions [29]. However, spontaneously elevated 
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to their well-defined genetics, biology, and immunology. Accordingly, the repro-
ducibility is quite high. Due to their limited life span, rodents are favorably used for 
age-related bone metabolic and regenerative studies [11, 12]. Bone biology strongly 
depends on gender and age. However, there are also several differences within 
animal strains and after genetic manipulations. For example, fracture healing 
was strongly enhanced in C57BL/6 mice compared to C3H and DBA/2 [13]. Bone 
modeling (growth and reshaping) of the skeleton occurs throughout rodent’s life 
cycle, and the epiphyseal growth plate still remains open throughout adulthood. 
Trabecular bone content is limited in rodents, and Haversian remodeling does not 
occur, whereas cancellous remodeling is established in rodents [14].

3.2 Large animals

Within processes which are related to body size or metabolic characteristics, like 
biomechanics (e.g., fracture fixation) or bone healing efficiency, respectively, the 
animal model (size and anatomy) should be as close to the human situation as pos-
sible [15, 16]. Martini et al. discussed the utilization of animal models in the field of 
orthopedic research from 1970 to 2001. Within the first decade (1990–2001), they 
reported a relative increase of sheep from ~6 to 8–9%, when compared with the two 
decades before. However, in parallel to the increase of sheep models, the relative 
amount of dogs used in orthopedic research decreased for about the same percent-
ages (due to, for example, easier handling, ethical reasons) [17].

To the best of our knowledge, no deeper literature recherché was performed 
since then. Nevertheless, we expect a further increase of sheep being used as an 
animal model for orthopedics and traumatology.

3.2.1 Sheep

The cortical fraction of mature long bones in sheep is reported to exhibit a 
mixture of primary and secondary bone tissue. Plexiform bone appears close to the 
periosteum, while Haversian tissue occurs close to the endost, with a mixture of 
both in the mesosteal zone. Young animals up to 3–4 years in contrast exclusively 
show plexiform bone throughout whole sections of femora. For sheep, significantly 
higher bone densities have been observed compared to human bone. For example, 
the trabecular bone density of sheep femora is about 1.5–2-times higher than the 
density of that in humans. These values, however, are strongly related to the bone 
site where they have been measured and might not be predictive for the trabecular 
bone density of other bone locations, such as vertebrae [18]. Even though there are 
clear differences in bone microstructure, studies reported that sheep exhibit similar 
bone remodeling and turnover when compared to the human situation [19]. Sheep 
might be also an alternative model for studying osteoporosis. However, as there are 
differences in endocrinology and the gastrointestinal tract, it has been suggested to 
investigate the influence of these parameters on seasonal factors, hormones or low 
bone turnover during long days [20].

3.2.2 Dog

Bone composition, density, and quality were investigated in different species 
including chicken, cow, pig, dog, and sheep. On basis of the weight of ash, the 
content of hydroxyproline, extractable protein, and IGF-1, canine bone showed the 
greatest comparability to human bone. When it comes to bone density, dog and pig 
were suggested to closely mimic human bone. However, it was concluded that the 
canine model seems to represent the human situation the best [21]. Kimmel et al. 
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stated that there are similarities in trabecular bone; however, the bone turnover 
might be more difficult to match between human and the canine model, as even the 
same bone types from different sites of the same animal show high variability in 
turnover [22].

In comparison with the typical secondary osteonal microstructure in human 
cortical bone, Wang et al. reported that canine cortical bone rather consists of a 
secondary osteonal core, which is flanked to both sides (periosteal and endosteal) 
by plexiform bone. Plexiform or laminar bone is found predominantly in large and 
fast growing animals, but not in humans after embryogenesis [23].

3.3 Osteoporosis

3.3.1 Clinical significance

The advancing prevalence of post-menopausal osteoporosis is associated with 
increasing age of the population. Osteoporosis is characterized by weakening of the 
bone mass and density consecutively increasing the risk of bone fractures. In 2010, 
3.5 million incident fragility fractures (fractures under osteoporotic conditions) 
were recorded in the European Union, which also increases the economic burden 
associated with high healthcare costs [24]. The strong increase in age is closely 
associated with the increase to suffer not only from a single fracture but also from 
multiple fractures at an advanced age. Worldwide, 1 in 3 women and 1 in 5 men 
over 50 will experience osteoporotic fractures [25, 26]. A quarter of those with hip 
fractures never walk again or even die [27].

Since the 1940s, when Fuller Albright demonstrated that estrogen can reverse 
negative calcium balance in post-menopausal women, there is a remarkable advance 
concerning osteoporotic drugs. However, concerns have been raised when it comes 
to anti-resorptive drugs, such as bisphosphonates, especially about rare side effects 
[28]. Therefore, researchers also focus on enhancing patient’s acceptance and 
compliance with anti-resorptive drugs and in parallel evolving novel drugs without 
long-term side and prolonged anabolic effects.

3.3.2 Osteoporosis-related outcome on bone

Osteoporosis is a skeletal disorder that is generally subdivided into primary and 
secondary osteoporosis, latter describing osteoporosis as a secondary outcome to 
chronic diseases such as Cushing’s syndrome. In contrast, primary osteoporosis 
involves type 1 post-menopausal and type 2 senile osteoporosis. Post-menopausal 
osteoporosis is a multifactorial disease characterized by weakening of the trabecular 
and cortical bone structure (Figure 1). During osteoporosis, loss of bone results 
in decreased total mineralization, leading to reduced tensile bone strength and 
increased risk of fracture. During bone fracture healing, mechanical and biologi-
cal factors are negatively affected by osteoporosis [29]. Under healthy conditions, 
however, cellular and molecular events are carefully orchestrated, thereby produc-
ing a template for regeneration and remodeling of the fracture site, followed by 
bone function restoration, resulting in successful fracture healing [30]. Under 
osteoporotic conditions, reduced numbers and/or reduced activity of osteogenic 
cells including mesenchymal stem cells and osteoblasts, while osteoclast activ-
ity increases. An imbalance of anabolic and catabolic local factors has also been 
linked to osteoporosis [31]. Osteoporotic bone fractures are also associated with 
an impaired bone cell proliferation rate, reduced mechanical stress, and inhib-
ited reactivity to local and systemic stimuli. Impaired vascularization has been 
observed under osteoporotic conditions [29]. However, spontaneously elevated 
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pro-inflammatory cytokine expression such as TNF-α, IL-6, and IL-1 and decreased 
bone forming factors (IGF-1 and TGF-β) are associated with osteoporosis [31].

3.3.3 Animal models for osteoporosis research

Depending on the research aspects of osteoporosis, animal models must be 
carefully chosen: on the one hand, animals are used to investigate anti-resorptive 
drugs (e.g., bisphosphonates), and on the other hand, bone fracture healing and 
novel treatment options (e.g., pharmaceutical, implants, etc.) for bone fractures are 
investigated in vivo [32, 33].

Before choosing the ideal animal model, one must consider different aspects 
in bone physiology. In general, there are different procedures to induce osteopo-
rosis: on the one hand, surgical manipulation by ovariectomy, hypovasectomy, 
orchidectomy, and parathyroidectomy can be performed; on the other hand, diet 
modifications, drugs (e.g., steroids), and immobilization have been used to induce 
osteoporosis. Another possibility is to use aged animals or genetic modification to 
reflect senile osteoporosis. However, there have been several studies that demon-
strated the relevance of rodent models to study post-menopausal (primary osteo-
porosis type 1) and senile osteoporosis (primary osteoporosis type 2). For example, 
the comparability of life time expectancy and closure of the epiphyseal growth 
plate is similar in mice and humans with about 20% in age ratio, and it markedly 
differs in rats with 30% as well as in sheep and dogs with 5–10% [2]. Moreover, the 
genetic uniformity in inbred rodents allows a smaller number of animals compared 
to outbred strains. Another important aspect has to be taken into account when 
conducting bone fracture studies: humans are mainly affected by metaphyseal 
fractures [34].

Mice: The average life span of laboratory mice is between 2 and 3 years, and 
after 8 months, BALB/c and C57BL/L mice show an age-depended decline in 
bone quality and mass (mice lack the Haversian remodeling), but aged animals 
show resorption cavities which are comparable to humans’ Haversian canals [35]. 
The popular laboratory mouse strains, C57BL/L and BALB/c, develop senile 

Figure 1. 
Osteoporosis leads to reduced trabecular bone structure after ovariectomy in female Sprague Dawley rats. 
Micro-computed tomography pictures of the left proximal tibia are presented 4 weeks (left) and 8 weeks 
(right) after ovariectomy (unpublished data).
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osteoporosis-like bone phenotype with decreased bone mass and quality [36, 37]. 
For example, senescence-accelerated mouse (SAM) lines are reasonable models 
to study senile osteoporosis, because the aging phenotype is apparent even after 
6–8 months [38].

Rats: In osteoporosis research, the rat model is most commonly used, especially 
for research on post-menopausal osteoporosis. Considering the bone physiol-
ogy, the transition of modeling to remodeling occurs at 6–9 months of age in the 
proximal metaphysis of the tibia and at 12 months of age in the cortical bone in 
rat. In aged rats, Haversian canals are present, and at the age over 12 months, rats 
represent a good model for senile osteoporosis. However, the major issue with the 
rat model is that ovariectomy induces changes predominantly in the trabecular bone 
(Figure 1), and rats are preferably used to study late stages of bone fracture healing 
[39]. Another advantage when compared to mice is that this model is larger, which 
simplifies surgical procedures and investigation of mechanical properties.

Large animal models: Bone mass is only marginally reduced in dogs following 
ovariectomy and sheep exhibit plexiform bone arrangements in which age-related 
osteopenia does not occur. However, in general, sheep and mini-pig represent the 
most appropriate animal model for both post-menopausal and senile osteoporosis 
(>9 years of age). Nevertheless, extensive costs associated with housing and the 
variability of sheep regarding the aging process is a notable disadvantage for this 
large animal model.

A major disadvantage in aged large animals is that osteoporosis with low bone 
turnover develops only 24 months after hypothalamic-pituitary disconnection. 
Moreover, the typically ovariectomy-induced osteoclast recruitment has not been 
observed with this surgical method [40].

3.4 Osteoarthritis

3.4.1 Clinical significance

The definition of osteoarthritis (OA) depends on the way, how the disease 
was diagnosed including radiography, symptoms, self- or physician-diagnosed. 
Accordingly, the incident and prevalent numbers of OA dramatically vary and are 
also connected to OA with or without symptoms. OA is mainly characterized by 
deteriorated cartilage in joints, thereby resulting in rubbing of the bones leading to 
pain, stiffness, and impaired movement [10]. However, OA predominantly affects 
hands, feet, knees, and spine. OA is an age-depended disease, which is closely 
associated with several risk factors such as less physical activity, obesity, bone 
density, trauma, and gender [41, 42]. Especially, due to the age-related aspect of 
OA, it has been estimated that 15% (130 million) of people over 60 (20% of the 
population estimated by 2050) will exhibit OA-depending symptoms and one-third 
of those will be severely disabled (40 millions) [42]. Diagnostic tools for OA include 
magnetic resonance imaging (MRI), X-ray, and arthroscopy. However, the major 
problem associated with OA is non-modifiable risk factors such as age, gender, and 
genetics.

Hence, the disease must be properly understood to develop novel therapies to 
either stop or reverse the OA progression.

3.4.2 Osteoarthritis: pathogenesis and classification

This pathology leads to cartilage degradation, inflammation of joints, and 
abnormal bone formation [43]. Under healthy conditions, the meniscus, syno-
vial membrane, subchondral bone, and articular cartilage support the joint: the 
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pro-inflammatory cytokine expression such as TNF-α, IL-6, and IL-1 and decreased 
bone forming factors (IGF-1 and TGF-β) are associated with osteoporosis [31].

3.3.3 Animal models for osteoporosis research

Depending on the research aspects of osteoporosis, animal models must be 
carefully chosen: on the one hand, animals are used to investigate anti-resorptive 
drugs (e.g., bisphosphonates), and on the other hand, bone fracture healing and 
novel treatment options (e.g., pharmaceutical, implants, etc.) for bone fractures are 
investigated in vivo [32, 33].

Before choosing the ideal animal model, one must consider different aspects 
in bone physiology. In general, there are different procedures to induce osteopo-
rosis: on the one hand, surgical manipulation by ovariectomy, hypovasectomy, 
orchidectomy, and parathyroidectomy can be performed; on the other hand, diet 
modifications, drugs (e.g., steroids), and immobilization have been used to induce 
osteoporosis. Another possibility is to use aged animals or genetic modification to 
reflect senile osteoporosis. However, there have been several studies that demon-
strated the relevance of rodent models to study post-menopausal (primary osteo-
porosis type 1) and senile osteoporosis (primary osteoporosis type 2). For example, 
the comparability of life time expectancy and closure of the epiphyseal growth 
plate is similar in mice and humans with about 20% in age ratio, and it markedly 
differs in rats with 30% as well as in sheep and dogs with 5–10% [2]. Moreover, the 
genetic uniformity in inbred rodents allows a smaller number of animals compared 
to outbred strains. Another important aspect has to be taken into account when 
conducting bone fracture studies: humans are mainly affected by metaphyseal 
fractures [34].

Mice: The average life span of laboratory mice is between 2 and 3 years, and 
after 8 months, BALB/c and C57BL/L mice show an age-depended decline in 
bone quality and mass (mice lack the Haversian remodeling), but aged animals 
show resorption cavities which are comparable to humans’ Haversian canals [35]. 
The popular laboratory mouse strains, C57BL/L and BALB/c, develop senile 

Figure 1. 
Osteoporosis leads to reduced trabecular bone structure after ovariectomy in female Sprague Dawley rats. 
Micro-computed tomography pictures of the left proximal tibia are presented 4 weeks (left) and 8 weeks 
(right) after ovariectomy (unpublished data).
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osteoporosis-like bone phenotype with decreased bone mass and quality [36, 37]. 
For example, senescence-accelerated mouse (SAM) lines are reasonable models 
to study senile osteoporosis, because the aging phenotype is apparent even after 
6–8 months [38].

Rats: In osteoporosis research, the rat model is most commonly used, especially 
for research on post-menopausal osteoporosis. Considering the bone physiol-
ogy, the transition of modeling to remodeling occurs at 6–9 months of age in the 
proximal metaphysis of the tibia and at 12 months of age in the cortical bone in 
rat. In aged rats, Haversian canals are present, and at the age over 12 months, rats 
represent a good model for senile osteoporosis. However, the major issue with the 
rat model is that ovariectomy induces changes predominantly in the trabecular bone 
(Figure 1), and rats are preferably used to study late stages of bone fracture healing 
[39]. Another advantage when compared to mice is that this model is larger, which 
simplifies surgical procedures and investigation of mechanical properties.

Large animal models: Bone mass is only marginally reduced in dogs following 
ovariectomy and sheep exhibit plexiform bone arrangements in which age-related 
osteopenia does not occur. However, in general, sheep and mini-pig represent the 
most appropriate animal model for both post-menopausal and senile osteoporosis 
(>9 years of age). Nevertheless, extensive costs associated with housing and the 
variability of sheep regarding the aging process is a notable disadvantage for this 
large animal model.

A major disadvantage in aged large animals is that osteoporosis with low bone 
turnover develops only 24 months after hypothalamic-pituitary disconnection. 
Moreover, the typically ovariectomy-induced osteoclast recruitment has not been 
observed with this surgical method [40].

3.4 Osteoarthritis

3.4.1 Clinical significance

The definition of osteoarthritis (OA) depends on the way, how the disease 
was diagnosed including radiography, symptoms, self- or physician-diagnosed. 
Accordingly, the incident and prevalent numbers of OA dramatically vary and are 
also connected to OA with or without symptoms. OA is mainly characterized by 
deteriorated cartilage in joints, thereby resulting in rubbing of the bones leading to 
pain, stiffness, and impaired movement [10]. However, OA predominantly affects 
hands, feet, knees, and spine. OA is an age-depended disease, which is closely 
associated with several risk factors such as less physical activity, obesity, bone 
density, trauma, and gender [41, 42]. Especially, due to the age-related aspect of 
OA, it has been estimated that 15% (130 million) of people over 60 (20% of the 
population estimated by 2050) will exhibit OA-depending symptoms and one-third 
of those will be severely disabled (40 millions) [42]. Diagnostic tools for OA include 
magnetic resonance imaging (MRI), X-ray, and arthroscopy. However, the major 
problem associated with OA is non-modifiable risk factors such as age, gender, and 
genetics.

Hence, the disease must be properly understood to develop novel therapies to 
either stop or reverse the OA progression.

3.4.2 Osteoarthritis: pathogenesis and classification

This pathology leads to cartilage degradation, inflammation of joints, and 
abnormal bone formation [43]. Under healthy conditions, the meniscus, syno-
vial membrane, subchondral bone, and articular cartilage support the joint: the 



Animal Models in Medicine and Biology

30

meniscus is composed of type I collagen (also less amount of type II, III, V, and VI 
collagen), proteoglycans, and water and takes over several functions such as load 
bearing in the knee joint [44]; the synovial joints need the articular cartilage to 
move and latter one is composed of type II collagens and proteoglycans; the joint 
and the articular cartilage are nourished by synovial fluid, which is produced by the 
synovial membrane [45]; and the subchondral bone built up from mineralized type 
I cartilages serves to support the joint. The progression of OA can be stimulated 
by different factors; for example, mechanical abrasion tremendously degener-
ates type I and II collagen within the meniscus in the knee and further results 
in a pro-inflammatory situation with increased release of tumor-necrosis factor 
alpha (TNFα), IL-1, IL-4 or IL-13 and enzymes such as matrix-metalloproteinases 
(MMPs) might trigger the OA progress [46]. Due to MMP release, the collagen 
matrix is degraded, leading to articular cartilage degradation and in parallel, and 
the chondrocytes are not even more able to for new cartilage. Hence, abnormal 
remodeling of the subchondral bone, making the calcified cartilage and bone 
interface more acceptable to invades and leading to pain [10]. To date, novel treat-
ment strategies are based on cytokines and the inflammatory situation, such as 
anti-rheumatic drugs [47]. Additionally, other treatment options such as scaffolds 
or lifestyle modifications might play a future role.

Similar to osteoporosis, OA was originally classified in primary and secondary 
OA: while primary OA was to be naturally occurring in either one (localized) or 
more (generalized) joints, secondary OA was associated with risk factors including 
diseases of bone or metabolism, trauma or others. However, there have been several 
debates on the classification of OA, which has been replaced based on recommen-
dations and includes five phenotypes depending on aging, metabolism, genetics, 
trauma, and pain. On the basis of these phenotypes, the following ways to induce 
OA, including advantages and disadvantages have been proposed (Table 1):

3.4.3 Animal models to study osteoarthritis

In order to study the pathophysiology, pathogenesis, and therapeutic effi-
ciency of novel treatment options for OA, there are several in vivo animal models 
[49]. The variability of this disease and the different outcomes for the patients 
make the choice of the ideal in vivo model much more difficult. While pathoge-
netic studies require naturally occurring OA models, molecular biological studies 
make use of genetic models. However, to test therapeutic strategies, surgical mod-
els are preferred (Table 1) [48]. Somebody has also to consider the morphology 
of the lesion and the pathogenesis-involved mediators, especially when testing 
pharmaceuticals [50].

Mice: Murine models are currently used to study primary OA, which is naturally 
occurring and is associated with the time consuming OA development [51]. The 
major disadvantage is huge husbandry costs due to the slow progression (Table 1), 
whereas the translatability to the human situation is given [48]. Genetic models, 
such as the prominent transgenetic model STR/ort with increased oxidative stress 
leading to the naturally development of OA, are particularly useful to investigate 
genes and their interaction with tissue components [52]. Transgenic mice are 
extensively used to both, induce and worsen OA progression, or to protect from 
the disease; to investigate molecular aspects underlying OA, inflammation and 
genetic contribution to OA. Surgical intervention in the knee of mice can be 
performed to induce OA: medial collateral ligament transection with partial medial 
meniscectomy [53] leads to moderate or severe medial cartilage degeneration with 
comparable lesion development in rats. Anterior cruciate ligament (ACL) has 
been described to result in severe lesions. However, the combination of a genetic 
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model with a surgical intervention will be also beneficial to study detrimental 
factors or prophylactic effects of pharmaceuticals during different stages of OA 
[54]. However, chemical intervention using bacterial collagenase by intra-articular 
injection induces OA lesions which vary in severity [55]. Injections must be done 
carefully, otherwise damaging the cruciate ligaments thereby resulting in unwar-
ranted OA lesions.

Rats: OA can only be induced surgically or chemically in rats, since there are 
only rare cases in which minimal focal areas of degenerative tibia can be seen 
[56]. However, OA in rats can be induced via medial meniscal tear or injection of 
iodoacetate, followed by ACL transection. After unilateral medial meniscal tear, 
OA-associated cartilage degeneration rapidly progresses [57] and large lesions can 
be observed. The major disadvantage of this model is the rapid degeneration of the 
cartilage thereby being difficult to observe protective effects. Importantly, toxico-
logic testing is the major advantage of the rat OA model, since efficacy of therapeu-
tic interventions can be obtained easily and in a short duration and rats consistently 
respond to the surgery [50]. The intra-articular single-dose injection of iodoacetic 
acid (25–50 μl of 10 mg/ml) sufficiently kills chondrocytes by inhibition of aerobic 
glycolysis. The outcome on bone is remarkable and forms the basis for the develop-
ment of cartilaginous lesions [58]. ACL transection in mature rats also leads to pro-
gressive changes, especially in the medial joint. In comparison to the meniscal tear 
model, OA progresses much slower after ACL transection and results obtained after 
ACL transection are comparable between rats and dogs. However, due to the slower 
progression, ACL transection is preferred when testing therapeutic interventions. 

Model induction Use Advantage Disadvantage Animal 
model

Naturally 
occurring – no 
intervention 
needed

• Study pathogen-
esis of degenera-
tive OA

• Variable disease 
like in humans

• Long time for dis-
ease development

• Time consuming

• High costs

Mouse, 
sheep, dog

Surgical 
intervention

• Test therapeutic 
efficacy of treat-
ment options

• Examine OA 
lesions and 
stages

• Rapid 
progression

• Reproducibility

• Severe lesions

• Induction of 
traumatic OA

• Due to surgery, 
inappropriate for 
pathogenesis of 
degenerative OA

All

Chemical 
intervention

• Test therapeutic 
efficacy of treat-
ment options

• Examine OA 
lesions and 
stages

• Most rapid 
progression of 
OA

• Less invasive

• Easy 
implementation

• Not correlated 
to any type of 
human OA

All

Genetic 
intervention

• Test genetics 
of OA

• Genomic 
intervention

• Additional carti-
lage abnormalities 
or embryonic 
lethal deletions

• High cost

Mouse

Table has been adapted from [48].

Table 1. 
Methods to induce OA including the use, advantages, and disadvantages as well as most prominent animal 
models used according to the OA induction method.
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meniscus is composed of type I collagen (also less amount of type II, III, V, and VI 
collagen), proteoglycans, and water and takes over several functions such as load 
bearing in the knee joint [44]; the synovial joints need the articular cartilage to 
move and latter one is composed of type II collagens and proteoglycans; the joint 
and the articular cartilage are nourished by synovial fluid, which is produced by the 
synovial membrane [45]; and the subchondral bone built up from mineralized type 
I cartilages serves to support the joint. The progression of OA can be stimulated 
by different factors; for example, mechanical abrasion tremendously degener-
ates type I and II collagen within the meniscus in the knee and further results 
in a pro-inflammatory situation with increased release of tumor-necrosis factor 
alpha (TNFα), IL-1, IL-4 or IL-13 and enzymes such as matrix-metalloproteinases 
(MMPs) might trigger the OA progress [46]. Due to MMP release, the collagen 
matrix is degraded, leading to articular cartilage degradation and in parallel, and 
the chondrocytes are not even more able to for new cartilage. Hence, abnormal 
remodeling of the subchondral bone, making the calcified cartilage and bone 
interface more acceptable to invades and leading to pain [10]. To date, novel treat-
ment strategies are based on cytokines and the inflammatory situation, such as 
anti-rheumatic drugs [47]. Additionally, other treatment options such as scaffolds 
or lifestyle modifications might play a future role.

Similar to osteoporosis, OA was originally classified in primary and secondary 
OA: while primary OA was to be naturally occurring in either one (localized) or 
more (generalized) joints, secondary OA was associated with risk factors including 
diseases of bone or metabolism, trauma or others. However, there have been several 
debates on the classification of OA, which has been replaced based on recommen-
dations and includes five phenotypes depending on aging, metabolism, genetics, 
trauma, and pain. On the basis of these phenotypes, the following ways to induce 
OA, including advantages and disadvantages have been proposed (Table 1):

3.4.3 Animal models to study osteoarthritis

In order to study the pathophysiology, pathogenesis, and therapeutic effi-
ciency of novel treatment options for OA, there are several in vivo animal models 
[49]. The variability of this disease and the different outcomes for the patients 
make the choice of the ideal in vivo model much more difficult. While pathoge-
netic studies require naturally occurring OA models, molecular biological studies 
make use of genetic models. However, to test therapeutic strategies, surgical mod-
els are preferred (Table 1) [48]. Somebody has also to consider the morphology 
of the lesion and the pathogenesis-involved mediators, especially when testing 
pharmaceuticals [50].

Mice: Murine models are currently used to study primary OA, which is naturally 
occurring and is associated with the time consuming OA development [51]. The 
major disadvantage is huge husbandry costs due to the slow progression (Table 1), 
whereas the translatability to the human situation is given [48]. Genetic models, 
such as the prominent transgenetic model STR/ort with increased oxidative stress 
leading to the naturally development of OA, are particularly useful to investigate 
genes and their interaction with tissue components [52]. Transgenic mice are 
extensively used to both, induce and worsen OA progression, or to protect from 
the disease; to investigate molecular aspects underlying OA, inflammation and 
genetic contribution to OA. Surgical intervention in the knee of mice can be 
performed to induce OA: medial collateral ligament transection with partial medial 
meniscectomy [53] leads to moderate or severe medial cartilage degeneration with 
comparable lesion development in rats. Anterior cruciate ligament (ACL) has 
been described to result in severe lesions. However, the combination of a genetic 
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model with a surgical intervention will be also beneficial to study detrimental 
factors or prophylactic effects of pharmaceuticals during different stages of OA 
[54]. However, chemical intervention using bacterial collagenase by intra-articular 
injection induces OA lesions which vary in severity [55]. Injections must be done 
carefully, otherwise damaging the cruciate ligaments thereby resulting in unwar-
ranted OA lesions.

Rats: OA can only be induced surgically or chemically in rats, since there are 
only rare cases in which minimal focal areas of degenerative tibia can be seen 
[56]. However, OA in rats can be induced via medial meniscal tear or injection of 
iodoacetate, followed by ACL transection. After unilateral medial meniscal tear, 
OA-associated cartilage degeneration rapidly progresses [57] and large lesions can 
be observed. The major disadvantage of this model is the rapid degeneration of the 
cartilage thereby being difficult to observe protective effects. Importantly, toxico-
logic testing is the major advantage of the rat OA model, since efficacy of therapeu-
tic interventions can be obtained easily and in a short duration and rats consistently 
respond to the surgery [50]. The intra-articular single-dose injection of iodoacetic 
acid (25–50 μl of 10 mg/ml) sufficiently kills chondrocytes by inhibition of aerobic 
glycolysis. The outcome on bone is remarkable and forms the basis for the develop-
ment of cartilaginous lesions [58]. ACL transection in mature rats also leads to pro-
gressive changes, especially in the medial joint. In comparison to the meniscal tear 
model, OA progresses much slower after ACL transection and results obtained after 
ACL transection are comparable between rats and dogs. However, due to the slower 
progression, ACL transection is preferred when testing therapeutic interventions. 

Model induction Use Advantage Disadvantage Animal 
model

Naturally 
occurring – no 
intervention 
needed

• Study pathogen-
esis of degenera-
tive OA

• Variable disease 
like in humans

• Long time for dis-
ease development

• Time consuming

• High costs

Mouse, 
sheep, dog

Surgical 
intervention

• Test therapeutic 
efficacy of treat-
ment options

• Examine OA 
lesions and 
stages

• Rapid 
progression

• Reproducibility

• Severe lesions

• Induction of 
traumatic OA

• Due to surgery, 
inappropriate for 
pathogenesis of 
degenerative OA

All

Chemical 
intervention

• Test therapeutic 
efficacy of treat-
ment options

• Examine OA 
lesions and 
stages

• Most rapid 
progression of 
OA

• Less invasive

• Easy 
implementation

• Not correlated 
to any type of 
human OA

All

Genetic 
intervention

• Test genetics 
of OA

• Genomic 
intervention

• Additional carti-
lage abnormalities 
or embryonic 
lethal deletions

• High cost

Mouse

Table has been adapted from [48].

Table 1. 
Methods to induce OA including the use, advantages, and disadvantages as well as most prominent animal 
models used according to the OA induction method.
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Disadvantages of this method are comparable to those in dogs, including variable 
severity of lesions and lesion locations [50].

Sheep: This large animal model is also used to study naturally occurring OA 
(primary OA) with similar advantages compared to mice. For example, sheep have 
been successfully used to study early changes of cartilage degeneration, meniscus 
changes, and treatment options [59].

Dogs: Dogs have been shown to be natural models to study therapeutic inter-
ventions: cranial cruciate ligament transection has been demonstrated to induce 
naturally occurring OA and serves as an interesting model to evaluate structural 
and functional benefits of treatment strategies that will give a better prediction 
for clinics [60]. Moreover, established canine OA models usually undergo ACL 
transection or partial medial meniscectomy. The major disadvantage is that dogs 
need large runs or plenty of exercise, otherwise resulting in mild, variable lesions. 
Additionally, surgical procedures must be carefully performed to avoid traumatic 
lesions. However, if surgical procedures are performed appropriately, OA lesions are 
consistent thereby allowing a relatively small number of animals per group (12–15 
animals per treatment group). Another major advantage is a short screening and 
testing duration of 1 month [50].

Currently, there is no “gold-standardized OA model,” and the most appropri-
ate animal has to be chosen individually, depending on the research question. 
Moreover, extensive work is needed and advantages and disadvantages of the 
models must be clearly outlined in the future.

4. Orthopedic in vivo implant research

In vivo studies are essential to investigate novel implant materials and cannot be 
fully covered by in vitro testing. Preliminary safety tests with new implant materials 
using in vitro models give some information on acute toxicity and cytocompat-
ibility. Nevertheless, some studies use the term of biocompatibility when testing 
implant material in vitro. However, biocompatibility tests need living organisms 
such as animals and humans; therefore, cytocompatibility needs to be correctly 
used when testing in vitro.

In order to test implant safety, adverse tissue reactions as well as corrosion and 
wear resistance need to be investigated to guarantee its long-term application in 
clinics. Hence, in vitro and in vivo tests are essential to evaluate new implant mate-
rials regarding cytocompatibility, biocompatibility, and mechanical stability.

The development of bioresorbable metal implants is one of the major goals in 
orthopedic and trauma surgery. Apparently, the advantages are the unnecessity to 
remove the implant due to material resorption and the associated avoiding of narco-
sis, mandatory for the second removal surgery. Since there is an increasing number 
of patients with metal sensitivity to permanent implants such as titanium (Ti), and 
long-term complications associated with currently available metal implants cannot 
be foreseen to date, there is a high demand to develop novel biocompatible and 
bioresorbable implants with good mechanical properties to stabilize bone fractures.

4.1 Implant design

To test bioresorbable orthopedic implants in animal models, the implant design 
and dimension is of utmost importance. Moreover, the implant number and size 
directly influences the number and species of animals used to test a research 
hypothesis. The most common implant designs used in small animal models such 
as mice and rats are cylindrical-shaped pins [61], whereas screws are the commonly 
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used designs in large animal models such as sheep [62] (Figure 2). However, there 
are much more designs that are less commonly used such as plates and discs. More 
importantly, the size of the implant must be adjusted to the size of the animal which 
is comparable to common implant sizes in humans. In small animal models, cylin-
drical rods are used with a simple geometry that makes it easier to analyze implant 
degradation and behavior. However, these rods have to exactly fit (“press-fit”), 
otherwise the implants will become unstable and will be lost during investigation. 
Screws are more reliable when it comes to comparison with humans, since screws 
are commonly used to stabilize fractures or fix plates in humans [63]. However, the 
geometry is more complicated which makes the analysis more difficult.

Dimensions of implants differ according to the sizes of the animals. For exam-
ple, the most appropriate dimension for cylindrical implants in rabbits is 6 mm 
in length and 2 mm in diameter, whereas the ideal dimension for large animals 
including goat, dog, and rabbit is 12 mm in length and 4 mm in diameter, accord-
ing to ISO guidelines. Proper controls have to be chosen to investigate new implant 
material. According to ISO standards, it is recommended to use currently certified 
materials, which are already used in clinics, as a control [64]. In order to properly 
examine implant material, primary outcomes have to be specified: to test mechani-
cal properties, bone tissue with implants are harvested and undergo pull-out/
push-out tests (cylindrical implants) and torque removal tests (screws) (Figure 2). 
This test usually demonstrates proper integration of the implant in bone [1]. In case 
of resorbable biomaterials, degradation behavior and bone in-growth are the major 
primary outcomes besides mechanical properties. Real-time imaging techniques, 
such as in vivo micro-computed tomography (μCT) in small animals and clinical CT 
in large animals are used to observe material changes (degradation, bone in-growth, 
etc.) over the entire study duration. After reconstruction, 3-dimensional (3D) 
images can be reconstructed, and implant volume loss and bone formation can be 
calculated [61].

Other studies aim to investigate effects of implant surface modifications on 
bone formation and bone-implant interaction. To obtain accurate results, surface 
characteristics including chemical composition and surface topography must be 
determined. Therefore, visual observation (scanning electron microscopy, μCT) 
and numerical analysis (energy dispersive X-ray microscopy, profilometry) must be 
performed [65].

4.2 Implant material

Conventional alloys currently used in the treatment of fractures include Ti and 
stainless steel, which are more rigid with desirable advantages including biocompat-
ibility, good resistance to material corrosion, and most importantly, these alloys 
do not show severe toxic effects on various immune cells and can bear weight soon 

Figure 2. 
Screws (left image) and cylindrical pins (right image) are often used in orthopedic and trauma research.
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Disadvantages of this method are comparable to those in dogs, including variable 
severity of lesions and lesion locations [50].

Sheep: This large animal model is also used to study naturally occurring OA 
(primary OA) with similar advantages compared to mice. For example, sheep have 
been successfully used to study early changes of cartilage degeneration, meniscus 
changes, and treatment options [59].

Dogs: Dogs have been shown to be natural models to study therapeutic inter-
ventions: cranial cruciate ligament transection has been demonstrated to induce 
naturally occurring OA and serves as an interesting model to evaluate structural 
and functional benefits of treatment strategies that will give a better prediction 
for clinics [60]. Moreover, established canine OA models usually undergo ACL 
transection or partial medial meniscectomy. The major disadvantage is that dogs 
need large runs or plenty of exercise, otherwise resulting in mild, variable lesions. 
Additionally, surgical procedures must be carefully performed to avoid traumatic 
lesions. However, if surgical procedures are performed appropriately, OA lesions are 
consistent thereby allowing a relatively small number of animals per group (12–15 
animals per treatment group). Another major advantage is a short screening and 
testing duration of 1 month [50].

Currently, there is no “gold-standardized OA model,” and the most appropri-
ate animal has to be chosen individually, depending on the research question. 
Moreover, extensive work is needed and advantages and disadvantages of the 
models must be clearly outlined in the future.

4. Orthopedic in vivo implant research

In vivo studies are essential to investigate novel implant materials and cannot be 
fully covered by in vitro testing. Preliminary safety tests with new implant materials 
using in vitro models give some information on acute toxicity and cytocompat-
ibility. Nevertheless, some studies use the term of biocompatibility when testing 
implant material in vitro. However, biocompatibility tests need living organisms 
such as animals and humans; therefore, cytocompatibility needs to be correctly 
used when testing in vitro.

In order to test implant safety, adverse tissue reactions as well as corrosion and 
wear resistance need to be investigated to guarantee its long-term application in 
clinics. Hence, in vitro and in vivo tests are essential to evaluate new implant mate-
rials regarding cytocompatibility, biocompatibility, and mechanical stability.

The development of bioresorbable metal implants is one of the major goals in 
orthopedic and trauma surgery. Apparently, the advantages are the unnecessity to 
remove the implant due to material resorption and the associated avoiding of narco-
sis, mandatory for the second removal surgery. Since there is an increasing number 
of patients with metal sensitivity to permanent implants such as titanium (Ti), and 
long-term complications associated with currently available metal implants cannot 
be foreseen to date, there is a high demand to develop novel biocompatible and 
bioresorbable implants with good mechanical properties to stabilize bone fractures.

4.1 Implant design

To test bioresorbable orthopedic implants in animal models, the implant design 
and dimension is of utmost importance. Moreover, the implant number and size 
directly influences the number and species of animals used to test a research 
hypothesis. The most common implant designs used in small animal models such 
as mice and rats are cylindrical-shaped pins [61], whereas screws are the commonly 
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used designs in large animal models such as sheep [62] (Figure 2). However, there 
are much more designs that are less commonly used such as plates and discs. More 
importantly, the size of the implant must be adjusted to the size of the animal which 
is comparable to common implant sizes in humans. In small animal models, cylin-
drical rods are used with a simple geometry that makes it easier to analyze implant 
degradation and behavior. However, these rods have to exactly fit (“press-fit”), 
otherwise the implants will become unstable and will be lost during investigation. 
Screws are more reliable when it comes to comparison with humans, since screws 
are commonly used to stabilize fractures or fix plates in humans [63]. However, the 
geometry is more complicated which makes the analysis more difficult.

Dimensions of implants differ according to the sizes of the animals. For exam-
ple, the most appropriate dimension for cylindrical implants in rabbits is 6 mm 
in length and 2 mm in diameter, whereas the ideal dimension for large animals 
including goat, dog, and rabbit is 12 mm in length and 4 mm in diameter, accord-
ing to ISO guidelines. Proper controls have to be chosen to investigate new implant 
material. According to ISO standards, it is recommended to use currently certified 
materials, which are already used in clinics, as a control [64]. In order to properly 
examine implant material, primary outcomes have to be specified: to test mechani-
cal properties, bone tissue with implants are harvested and undergo pull-out/
push-out tests (cylindrical implants) and torque removal tests (screws) (Figure 2). 
This test usually demonstrates proper integration of the implant in bone [1]. In case 
of resorbable biomaterials, degradation behavior and bone in-growth are the major 
primary outcomes besides mechanical properties. Real-time imaging techniques, 
such as in vivo micro-computed tomography (μCT) in small animals and clinical CT 
in large animals are used to observe material changes (degradation, bone in-growth, 
etc.) over the entire study duration. After reconstruction, 3-dimensional (3D) 
images can be reconstructed, and implant volume loss and bone formation can be 
calculated [61].

Other studies aim to investigate effects of implant surface modifications on 
bone formation and bone-implant interaction. To obtain accurate results, surface 
characteristics including chemical composition and surface topography must be 
determined. Therefore, visual observation (scanning electron microscopy, μCT) 
and numerical analysis (energy dispersive X-ray microscopy, profilometry) must be 
performed [65].

4.2 Implant material

Conventional alloys currently used in the treatment of fractures include Ti and 
stainless steel, which are more rigid with desirable advantages including biocompat-
ibility, good resistance to material corrosion, and most importantly, these alloys 
do not show severe toxic effects on various immune cells and can bear weight soon 

Figure 2. 
Screws (left image) and cylindrical pins (right image) are often used in orthopedic and trauma research.
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after implantation. However, Ti and stainless steel implants have a higher e-modu-
lus (Ti: e-modulus 100–124 GPa; steel: e-modulus 200 GPa) than bone (e-modulus 
6–24 GPa). Moreover, permanent implants can cause “stress-shielding” leading to 
loss of bone under the plate or between bone and implant, thereby increasing the 
risk of refractures, designated as peri-prosthetic or peri-implant fractures [29, 31]. 
Moreover, the FDA has already described possible metallic sensitivity or allergic 
reactions linked to Ti-based alloys, such as Ti-6Al-4V [66], and studies using vana-
dium have also shown adverse effects [67]. However, resorbable materials exhibit 
functional properties by supporting bone formation and in-growth on a molecular 
level. To date there are only few resorbable materials used in cardiac, dental and 
neuro-surgery and some not weight-bearing application in orthopedic surgery, 
but adequate materials for orthopedic and trauma surgeries need good mechanical 
properties. Therefore, the main focus in biomaterial research is to evolve materials 
and tools to develop the optimal implant for the respective bone condition under 
the necessity to bear weight.

4.2.1 Polymers

Poly-L-lactic acid (PLLA) and poly-lactic-co-glycolic acid (PLGA) are the most 
commonly used polymers considered for their use as osteosynthesis and bone grafts 
[68]. Disadvantages of polymers include poor mechanical properties (low strength 
and stiffness, high brittleness) and osteoconductivity. Degradation behavior 
depends on monomers and can be very slow thereby increasing the risk of adverse 
effects such as sclerotic areas in bone and fibrous encapsulation [69].

Alternatively, polyhydroxybutyrate (PHB) can serve as a polymeric implant 
material, which is produced by microorganisms, especially bacteria. However, PHB 
can induce toxicological effects. However, these effects have been reduced dramati-
cally, raising the potential for its application in clinics. Nevertheless, functional 
properties (i.e., osteoinductivity or osteoconductivity) of polymeric implant mate-
rial have not been discovered yet.

4.2.2 Ceramics

Ceramics are synthetic bone replacement materials with good biocompat-
ibility and osteoconductivity, thereby showing good osseointegrative and non-
immunogenic effects. Composed of hydroxyapatite (HA), or alpha (α)- and beta 
(β)-tricalcium phosphates (TCP), ceramics exhibit poor mechanical properties 
including low yield strength and high brittleness, which make them unattractive for 
their application in load-bearing regions.

4.2.3 Bioresorbable metals

In comparison to polymers and ceramics, iron (Fe), magnesium (Mg), and zinc 
(Zn) are more stable, tensile, and load-bearing, respectively. To process Fe-based 
alloys, the low melting point of Fe constitutes an interesting property. However, 
Hofstetter et al. demonstrated that limited access to oxygen was associated with 
slow degradation rates [70]. Metal implants based on Zn display several disad-
vantages including low rigidity and deformability, as well as corrosion inhibition. 
Therefore, Zn is likely more suited as an alloying element in combination with 
other materials. Finally, Mg-based alloys exhibit several advantages including good 
biocompatibility, resorbability, and favorable biomechanical properties. Moreover, 
some studies have demonstrated Mg’s associated functional properties, especially 
its ability to support bone fracture healing [33]. For example, recent studies using 
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26 Mg isotope pins in a rat model demonstrated high Mg content in the bone-
implant interface [71]. Good bone in-growth and a tight interface between bone 
and implant were observed. Additionally, drilled hole bone fractures showed full 
recovery after complete degradation of Mg implants. The serum concentration 
of Mg indicated a high tolerance of increased Mg levels which was controlled by 
urine excretion. Bone formation has been observed after implantation of XHP-Mg-
0.45Zn-0.45Ca implants in young, growing small and large animal models [61].

5. Conclusion

Here, we summarized fundamental differences in small and large animal models 
concerning bone quality, composition as well as their individual advantages and 
disadvantages. Focusing on two major complications in orthopedics and traumatol-
ogy, we wanted to underline the merits of an animal model by supporting with 
scientific results obtained from our intensive literature recherché. Implant research 
is a hot topic in orthopedics and trauma surgery. Based on our expertise, we wanted 
to give insights into implant technology, materials, and designs. Currently, perma-
nent implants are the state-of-the-art material used to stabilize bone fractures in 
orthopedics and trauma surgery. However, to develop the ideal implant for a certain 
bone condition (e.g., osteoporosis and osteoarthritis), the underlying disease and 
the detrimental outcome on bone (e.g., bone mass, fracture risk, and bone density) 
have to be taken into account when choosing the implant material (e.g., Ti-, Mg-, 
Fe-based implants), design (e.g., pin, screw, plate, and scaffold), material proper-
ties (e.g., tensile strength, non- or bio-resorbable), and implantation site (e.g., 
knee, femur, and tibia).

Hence, it is of utmost importance to choose the most appropriate animal model 
according to the research question and warranted primary outcome measures.
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Management
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Abstract

Burn injury is known as the most traumatic wound. In the clinical, most patients 
with burn injury suffer from extreme pain during wound management; hence, the 
effective treatment that involved advanced medication is needed. In the evalua-
tion of burn wound care devices, the use of animal model is considered suitable 
as valuable tools to investigate the burn pathophysiology as well as the efficacy of 
treatment strategies due to the complexity and heterogeneous nature of the burn. 
This chapter aimed to review the preclinical small and large animal models of burn 
injury for translational applications and to highlight their benefits and limitations 
for the burn treatment design that are clinically applicable to humans.

Keywords: burn wound, treatment, animal model

1. Introduction

The skin is the largest organ of the body, and its destruction, especially caused 
by burn injuries, is sufficient to be life threatening. Burns are responsible for many 
pathophysiological changes, resulting in a severe form of trauma that initiates 
several complications such as an escalation in infection and mortality rates as well 
as prolonged hospitalization and time of inactivity [1, 2]. For affected large surface 
area, burns may turn into a systemic problem affecting a various range of organs 
[3]. Consequently, there will be an intense inflammatory process and prolonged 
hypermetabolism, coordinated by hormones, cytokines, and acute phase proteins, 
which are associated with delayed wound healing process, enormous catabolism, 
multi-organ failure, and death [4]. Further, burn patients also will associate with 
anxiety, sleep disturbances, social avoidance, depression, and a disruption in activi-
ties of daily living after physical rehabilitation [5].

In decades, many important advances have been made for the improvements 
of the burn care; however, more still needs to be undertaken. The comprehensive 
study of burn pathophysiology is vital for further improvements of the current 
treatment strategies. Numerous experimental models have been established and 
can be applied to address the systemic, cellular, or molecular responses that occur 
in burn injuries, particularly the development of animal models. The use of these 
burn animal models is crucial for burn research especially for investigating the 
properties of new medicines, as it is known that novel treatment strategies should 
be initially tested at the experimental level before the clinical use [6]. For accurately 
investigating any therapeutic approaches and relevantly translating to the clinical, 
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with burn injury suffer from extreme pain during wound management; hence, the 
effective treatment that involved advanced medication is needed. In the evalua-
tion of burn wound care devices, the use of animal model is considered suitable 
as valuable tools to investigate the burn pathophysiology as well as the efficacy of 
treatment strategies due to the complexity and heterogeneous nature of the burn. 
This chapter aimed to review the preclinical small and large animal models of burn 
injury for translational applications and to highlight their benefits and limitations 
for the burn treatment design that are clinically applicable to humans.
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1. Introduction

The skin is the largest organ of the body, and its destruction, especially caused 
by burn injuries, is sufficient to be life threatening. Burns are responsible for many 
pathophysiological changes, resulting in a severe form of trauma that initiates 
several complications such as an escalation in infection and mortality rates as well 
as prolonged hospitalization and time of inactivity [1, 2]. For affected large surface 
area, burns may turn into a systemic problem affecting a various range of organs 
[3]. Consequently, there will be an intense inflammatory process and prolonged 
hypermetabolism, coordinated by hormones, cytokines, and acute phase proteins, 
which are associated with delayed wound healing process, enormous catabolism, 
multi-organ failure, and death [4]. Further, burn patients also will associate with 
anxiety, sleep disturbances, social avoidance, depression, and a disruption in activi-
ties of daily living after physical rehabilitation [5].

In decades, many important advances have been made for the improvements 
of the burn care; however, more still needs to be undertaken. The comprehensive 
study of burn pathophysiology is vital for further improvements of the current 
treatment strategies. Numerous experimental models have been established and 
can be applied to address the systemic, cellular, or molecular responses that occur 
in burn injuries, particularly the development of animal models. The use of these 
burn animal models is crucial for burn research especially for investigating the 
properties of new medicines, as it is known that novel treatment strategies should 
be initially tested at the experimental level before the clinical use [6]. For accurately 
investigating any therapeutic approaches and relevantly translating to the clinical, 
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the utilization of animal models has to be reproducible and as close as possible to 
burn lesions occurring in humans. Nevertheless, each animal model has advantages 
and limitations that determine its translational significance for burn treatments. 
In addition, the selection of the model should consider the anatomical and physi-
ological characteristics of interspecies that reflect the differences in how different 
types of wounds heal and analytical techniques be applied. This chapter will further 
discuss the common animal models of burn injury as well as provide researchers 
with a better understanding of their benefits and limitations for the burn treatment 
design that is proposed to be clinically applicable to humans.

2. Burn wound management

Burn injuries differ in their cause types and severity; hence, its treatment can 
be challenging to be managed. The first and second degrees of burn injuries usually 
are treated with the moisturizer, the topical agents, and/or an antimicrobial creams 
advised by the doctor [7]. This condition will typically heal within 2 weeks. On the 
other hand, because third degree of burn injuries destroys all of the skin layers, 
the majority of wound will tend to severely long-term consequences and cannot 
be managed by the primary healing process, so the additional surgical procedures, 
including skin grafting, skin substitutes, and the application of advanced wound 
dressing, are required [8, 9]. They act as filler to increase the dermal component of 
wound, improve the re-epithelization, and reduce the inhibitory factors and the 
inflammatory responses of wound healing, and therefore subsequent scarring [9, 10]. 
Numerous options for skin substitutes, dermal analogs, and advanced dressings 
existed, which can be broadly divided and utilized depending on the severity of 
burn injuries [11]. However, removing the eschar and covering the wound as early 
as possible are crucial since the main challenge in treating third degree of burn 
injuries is avoiding infection from any contaminations. In addition, appropriate 
deep burn care providing protection from physical damage and supporting the cir-
culation of gas and moisture as well as a comfort to enhance the functional recovery 
should also be the priorities in severe burn wound care.

Advanced burn care has been associated with a deeper insight of the pathophysi-
ology of burn wound healing as it demands the collaboration of many different 
tissues and cells that contribute to each phase of wound healing [12]. In severe burn, 
the phases of wound healing including inflammation, proliferation, matrix synthe-
sis, and contraction, are dynamic and complex and tend to overlap [13]. Therefore, 
a better understanding of these phases is a key concept to continuously develop an 
advanced severe burn wound management.

Experimental model is essential when studying on the burns and its underlying 
mechanisms. Many animal models of burn injuries using mice, rats, rabbits, dogs, 
and pigs are reported. They have been widely used to examine the burn wound 
pathology, the effect of systemic drug application, local therapy, and the effect of 
burn trauma on the entire organism [14–16]. The use of animal models is consid-
ered suitable as valuable tools to examine the burn pathophysiology instead of in 
vitro experiment due to the heterogeneous nature of the burns and its similarity 
to the characteristics of the human skin. The accurate animal model that closely 
mimics the overlapping phases of severe burn wound would enable the researchers 
to investigate the potential of novel treatments and study each phase more precisely. 
However, each animal model of burn has its own advantages and limitations, so 
the evaluation of several models of burn wound in animals is important and will be 
further described below.
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3. Animal models in burn wound studies

The use of animals as experimental models in various biological researches for 
transposition into human physiology was initially provoked by Bernard in 1865 [17]. 
Over time, the notable similarities of anatomy and physiology between humans and 
animals have further encouraged many researchers to investigate a large range of 
mechanisms and therapies in the animal models before translating their findings to 
humans. In burn studies, there are some common techniques for producing wound 
burns in the animal model including hot water, hot metal tools, electricity, and 
heated paraffin [18–20]. In these methods, the back of the animal is shaved, and 
a heated material is executed to the skin to induce the desired burn surface area. 
The specific parameters such as raised temperatures and duration of exposure are 
required in each different burn models [21–23]. Furthermore, the integral planning 
for the burn animal model experiment is also crucial to be estimated. The most 
significant difference in the skin histology between human and animal is the den-
sity of hair. The rapidity of reepithelialization and the morphology of hair follicle 
are extremely influenced by the hair cycle; it would affect the planimetry area of 
wound and the microscope data of observable skin biopsy [24–26]. For instance, the 
hair cycle of rodents is short (approximately around 23–28 days). In order to avoid 
their hair cycle effects for the evaluation of the wound, rodents with a similar birth 
date should be used. Because different animals possess different hair cycles, the 
specific time consideration of each animal model is necessary to be highlighted. In 
addition, the hair might reduce the heat transfer, and some serious infections source 
could be hiding in the hair; thus the animal hair needs to be thoroughly depilated. 
Shaving by hair clipper and then applying with hair removal cream can remove the 
hair entirely. However, the hair removal cream might induce contact dermatitis so 
its administration time should be carefully controlled. Last but not least, appropri-
ate post-operation care is needed to be considered too in order to elevate the sur-
vival rate of animal. The rational use of antibiotics can prevent wound infections, 
and the proper administration of analgesics can improve the appetite and self-harm 
of the animal [27, 28]. Moreover, large areas of burns can also cause severe loss of 
body fluids; therefore, intensive monitoring and handling for the dehydration of 
animals are necessary.

The right choice of method of burn induction and its maintenance in animal 
models are important as this impacts the burn outcome and determines how the 
wounds are treated. There is diversity among the species in the structure and 
anatomy of the skin along with their pros and cons as an experimental burn injury 
model. In this section, several animal models of burn in literature will be evaluated.

3.1 Mouse

As a research model, mouse contains the major layers of the human skin (e.g., 
epidermis, dermis) and provides the main insights of the signaling pathways 
associated in the healing process due to the variety of mouse-specific reagents 
and transgenic feasibility in mouse. Mouse also shares several physiological and 
pathological features with human, including cardiovascular, musculoskeletal, and 
other internal organ systems [29]. Additionally, the morbidity of mouse in research 
is relatively low owing to an extensively reduced healing time and superior immune 
system [30, 31].

In burn, mouse animal models are usually used to understand the burn wound 
healing process and have a reproducible model. Recently, Lateef et al. demonstrated 
a highly reproducible partial-thickness injury in mouse that mimics the key aspects 
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the utilization of animal models has to be reproducible and as close as possible to 
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types of wounds heal and analytical techniques be applied. This chapter will further 
discuss the common animal models of burn injury as well as provide researchers 
with a better understanding of their benefits and limitations for the burn treatment 
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be challenging to be managed. The first and second degrees of burn injuries usually 
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advised by the doctor [7]. This condition will typically heal within 2 weeks. On the 
other hand, because third degree of burn injuries destroys all of the skin layers, 
the majority of wound will tend to severely long-term consequences and cannot 
be managed by the primary healing process, so the additional surgical procedures, 
including skin grafting, skin substitutes, and the application of advanced wound 
dressing, are required [8, 9]. They act as filler to increase the dermal component of 
wound, improve the re-epithelization, and reduce the inhibitory factors and the 
inflammatory responses of wound healing, and therefore subsequent scarring [9, 10]. 
Numerous options for skin substitutes, dermal analogs, and advanced dressings 
existed, which can be broadly divided and utilized depending on the severity of 
burn injuries [11]. However, removing the eschar and covering the wound as early 
as possible are crucial since the main challenge in treating third degree of burn 
injuries is avoiding infection from any contaminations. In addition, appropriate 
deep burn care providing protection from physical damage and supporting the cir-
culation of gas and moisture as well as a comfort to enhance the functional recovery 
should also be the priorities in severe burn wound care.

Advanced burn care has been associated with a deeper insight of the pathophysi-
ology of burn wound healing as it demands the collaboration of many different 
tissues and cells that contribute to each phase of wound healing [12]. In severe burn, 
the phases of wound healing including inflammation, proliferation, matrix synthe-
sis, and contraction, are dynamic and complex and tend to overlap [13]. Therefore, 
a better understanding of these phases is a key concept to continuously develop an 
advanced severe burn wound management.

Experimental model is essential when studying on the burns and its underlying 
mechanisms. Many animal models of burn injuries using mice, rats, rabbits, dogs, 
and pigs are reported. They have been widely used to examine the burn wound 
pathology, the effect of systemic drug application, local therapy, and the effect of 
burn trauma on the entire organism [14–16]. The use of animal models is consid-
ered suitable as valuable tools to examine the burn pathophysiology instead of in 
vitro experiment due to the heterogeneous nature of the burns and its similarity 
to the characteristics of the human skin. The accurate animal model that closely 
mimics the overlapping phases of severe burn wound would enable the researchers 
to investigate the potential of novel treatments and study each phase more precisely. 
However, each animal model of burn has its own advantages and limitations, so 
the evaluation of several models of burn wound in animals is important and will be 
further described below.
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Over time, the notable similarities of anatomy and physiology between humans and 
animals have further encouraged many researchers to investigate a large range of 
mechanisms and therapies in the animal models before translating their findings to 
humans. In burn studies, there are some common techniques for producing wound 
burns in the animal model including hot water, hot metal tools, electricity, and 
heated paraffin [18–20]. In these methods, the back of the animal is shaved, and 
a heated material is executed to the skin to induce the desired burn surface area. 
The specific parameters such as raised temperatures and duration of exposure are 
required in each different burn models [21–23]. Furthermore, the integral planning 
for the burn animal model experiment is also crucial to be estimated. The most 
significant difference in the skin histology between human and animal is the den-
sity of hair. The rapidity of reepithelialization and the morphology of hair follicle 
are extremely influenced by the hair cycle; it would affect the planimetry area of 
wound and the microscope data of observable skin biopsy [24–26]. For instance, the 
hair cycle of rodents is short (approximately around 23–28 days). In order to avoid 
their hair cycle effects for the evaluation of the wound, rodents with a similar birth 
date should be used. Because different animals possess different hair cycles, the 
specific time consideration of each animal model is necessary to be highlighted. In 
addition, the hair might reduce the heat transfer, and some serious infections source 
could be hiding in the hair; thus the animal hair needs to be thoroughly depilated. 
Shaving by hair clipper and then applying with hair removal cream can remove the 
hair entirely. However, the hair removal cream might induce contact dermatitis so 
its administration time should be carefully controlled. Last but not least, appropri-
ate post-operation care is needed to be considered too in order to elevate the sur-
vival rate of animal. The rational use of antibiotics can prevent wound infections, 
and the proper administration of analgesics can improve the appetite and self-harm 
of the animal [27, 28]. Moreover, large areas of burns can also cause severe loss of 
body fluids; therefore, intensive monitoring and handling for the dehydration of 
animals are necessary.

The right choice of method of burn induction and its maintenance in animal 
models are important as this impacts the burn outcome and determines how the 
wounds are treated. There is diversity among the species in the structure and 
anatomy of the skin along with their pros and cons as an experimental burn injury 
model. In this section, several animal models of burn in literature will be evaluated.

3.1 Mouse

As a research model, mouse contains the major layers of the human skin (e.g., 
epidermis, dermis) and provides the main insights of the signaling pathways 
associated in the healing process due to the variety of mouse-specific reagents 
and transgenic feasibility in mouse. Mouse also shares several physiological and 
pathological features with human, including cardiovascular, musculoskeletal, and 
other internal organ systems [29]. Additionally, the morbidity of mouse in research 
is relatively low owing to an extensively reduced healing time and superior immune 
system [30, 31].

In burn, mouse animal models are usually used to understand the burn wound 
healing process and have a reproducible model. Recently, Lateef et al. demonstrated 
a highly reproducible partial-thickness injury in mouse that mimics the key aspects 
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of the inflammatory and hypertrophic scarring responses observed in humans [32]. 
Further, Calum et al. have established a 6% third-degree burn injury mouse model 
with a hot air blower [33]. This model resembles the clinical situation and provides 
an opportunity to examine or develop new strategies such as new antibiotics and 
immune therapy for handling burn wound. Moreover, a 25% third-degree burn 
injury was demonstrated by exposure to boiling water for examining the efficacy 
of new formula-based traditional medicine [34]. Although burn mouse model has 
its specific advantages, evidently this model fails to completely mimic the wound 
healing process of humans. Mouse wound healing occurs mainly through wound 
contraction and the presence of enriched progenitor cells from their dense skin’s 
hair, which facilitates rapid skin healing and keratinization [30, 35]. In order to 
alleviate the wound contraction issue, the splinting strategy (performing mechani-
cal fixation of the skin by using devices or splints) has been developed [36]. This 
method could maintain the wound volume to remain relatively constant, so it allows 
the histomorphometric or biomolecular quantification of the cellular response 
under well-controlled, experimental conditions. Another issue is the differences of 
chemokines and chemokine receptor system between human and mouse including 
chemokines IL-8, neutrophil-activating peptide-2, inducible T cell chemoattrac-
tant, and monocyte chemoattractant, which is critical for wound repair as they 
contribute to the inflammatory events and reparative processes [31, 37]. Because 
management strategies for burn injuries are advancing, it becomes essential to 
consider the potential limitations when assessing the translational accuracy from 
mouse to humans.

3.2 Rat

Rat is one of the most widely used animal models in burn studies and mainly 
shares similar features with mouse burn model. Both of them have the cheapest cost 
in terms of housing, maintenance, and reproduction. Compared with the mouse, rat 
possesses a larger body size and also is easier to handle as well as less easily stressed 
by human contact. Despite their popularity, the rapid wound healing mechanics 
in rats are opposed to the wound healing process seen in humans. This limitation 
is because rodents (rat, mouse) own a subcutaneous panniculus carnosus muscle 
that facilitates skin healing by both wound contraction and collagen formation [30, 
38]. However, this rapid wound contraction enables the researchers to quickly study 
the comprehensive mechanics of wound healing to develop advanced treatment 
strategies.

Motamed et al. have demonstrated third-degree burn rat animal model to 
investigate the efficacy of amniotic membrane combined with adipose-derived 
stem cell treatment. The burn wound was fabricated using a hot bar (boiled in 
water) suppression on the dorsal site for 30 seconds [39]. In our previous study, 
we have developed a similar model using the implementation of 190°C brass block 
onto the rats’ backs parallel to the midline for 20 seconds [40]. This model was used 
to evaluate the medical dressing’s treatment on severe burn wound as well as its 
inflammatory responses and healing mechanisms. Recently, a rat model of poly-
trauma (the combination of severe burns, bone fracture, and blunt force trauma) 
was established to investigate the abnormal immune response leading to inadequate 
healing and resolution [41]. This model is proposed to create a useful model of 
battlefield injuries or severe traumatic injuries in a civilian population for evaluat-
ing the interventional strategies to enhance wound healing outcomes. Nevertheless, 
while the rat burn model is relatively simple, it loses significance when it purposes 
to learning the complex post-burn etiology of hypermetabolism. In the early post-
burn phase with high total body surface area in humans, hyperglycemia will occur 
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and initiate an overall increase of glucose and lactate [42]. As the burn wound of 
greater than 60% of total body surface area in rats results in reduced survivability 
and is not maintainable for the experimentation [14], therefore, it needs to be con-
sidered to have a burn injury model with high total body surface area to recapture 
the hypermetabolism observed in human burns.

3.3 Pig

It is well known that the pig’s skin characteristics such as structure, function, 
and cellular components most closely resemble that of humans. The epidermis and 
dermis of the pig are thick just like the case in humans, and their epidermis ranges 
from 30 to 140 μm and from 50 to 120 μm, respectively [16, 43]. Physiologically, the 
pig’s skin responds as the human skin does to various growth factors and cytokines 
and displays the reepithelialization rather than contraction during the wound heal-
ing process, similar to that observed in humans. In addition, they also share impor-
tant similarities such as epidermal enzyme forms, epidermal tissue turnover time, 
the keratinous proteins, and the composition of the lipid film of the skin surface 
[16]. Based on those aforementioned great anatomical and physiological similarities 
between pig and human, pig then has been extensively used as the experimental 
burn models than nearly every other animal model.

Severe burn injuries cause hypertrophic scarring that generates the painful 
permanent hard, red, and raised scars. With great similar skin characteristics to 
human, pig appears to produce scarring most identical to human hypertrophic 
scarring. Cuttle et al. have demonstrated a pig model of hypertrophic scarring 
after burns using a glass bottle containing water at 92°C to the skin of a large white 
pig for 14 seconds to create the partial-thickness burn wound [44]. This model of 
hypertrophic scarring after deep dermal partial-thickness burn injury can be used 
to further understand the pathophysiology of burn wound healing and scar forma-
tion as well as for the testing of various agents which could potentially improve the 
outcome of the burn wound. Another report demonstrated the reproducible burn 
hypertrophic scar model using the Bama miniature pig by applying a homemade 
heating device for 35 seconds followed by debridement surgery [45]. This model 
has displayed a similar macroscopic, histologic, and biologic criteria of burn wound 
compared to the human hypertrophic scars. As some burn characteristics in human 
can be practically well mimicked, hence, the examination of various treatment 
strategies for severe burn injuries can be specifically applied to gain a comprehen-
sive understanding of the mechanisms of burn healing.

Several studies developed the severe burn pig model in order to evaluate 
the advanced strategy for the reconstruction of burn injuries. Our laboratory 
has demonstrated a severe pig burn model using a minimally invasive surgical 
technique with an easy-to-learn, cost-effective, and reproducible method [46]. 
This model provides crucial tools for the evaluation of any clinical dressings and 
uncovers the pathophysiology of burn wound healing. Recently, full-thickness 
burn wounds in pig model were utilized to evaluate the effect of fractional 
CO2 laser therapy on objectively measured scar outcomes including scar area, 
pigmentation, erythema, roughness, histology, and biomechanics [47]. This 
model offers a powerful platform to examine the efficacy of laser therapy as a 
function of many treatment parameters such as the timing of therapy initiation, 
energy, and laser density. The use of pig as a large animal model provides the 
standardized location of burn injury and the therapy investigation in greater 
depth of wound via noninvasive and invasive analyses. Further, Singer et al. 
established a partial-thickness burn in pig model to investigate the efficacy of 
topical nitric oxide application to the burn wound [48]. They found that topical 
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of the inflammatory and hypertrophic scarring responses observed in humans [32]. 
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possesses a larger body size and also is easier to handle as well as less easily stressed 
by human contact. Despite their popularity, the rapid wound healing mechanics 
in rats are opposed to the wound healing process seen in humans. This limitation 
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that facilitates skin healing by both wound contraction and collagen formation [30, 
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water) suppression on the dorsal site for 30 seconds [39]. In our previous study, 
we have developed a similar model using the implementation of 190°C brass block 
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to evaluate the medical dressing’s treatment on severe burn wound as well as its 
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trauma (the combination of severe burns, bone fracture, and blunt force trauma) 
was established to investigate the abnormal immune response leading to inadequate 
healing and resolution [41]. This model is proposed to create a useful model of 
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ing the interventional strategies to enhance wound healing outcomes. Nevertheless, 
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and initiate an overall increase of glucose and lactate [42]. As the burn wound of 
greater than 60% of total body surface area in rats results in reduced survivability 
and is not maintainable for the experimentation [14], therefore, it needs to be con-
sidered to have a burn injury model with high total body surface area to recapture 
the hypermetabolism observed in human burns.

3.3 Pig

It is well known that the pig’s skin characteristics such as structure, function, 
and cellular components most closely resemble that of humans. The epidermis and 
dermis of the pig are thick just like the case in humans, and their epidermis ranges 
from 30 to 140 μm and from 50 to 120 μm, respectively [16, 43]. Physiologically, the 
pig’s skin responds as the human skin does to various growth factors and cytokines 
and displays the reepithelialization rather than contraction during the wound heal-
ing process, similar to that observed in humans. In addition, they also share impor-
tant similarities such as epidermal enzyme forms, epidermal tissue turnover time, 
the keratinous proteins, and the composition of the lipid film of the skin surface 
[16]. Based on those aforementioned great anatomical and physiological similarities 
between pig and human, pig then has been extensively used as the experimental 
burn models than nearly every other animal model.

Severe burn injuries cause hypertrophic scarring that generates the painful 
permanent hard, red, and raised scars. With great similar skin characteristics to 
human, pig appears to produce scarring most identical to human hypertrophic 
scarring. Cuttle et al. have demonstrated a pig model of hypertrophic scarring 
after burns using a glass bottle containing water at 92°C to the skin of a large white 
pig for 14 seconds to create the partial-thickness burn wound [44]. This model of 
hypertrophic scarring after deep dermal partial-thickness burn injury can be used 
to further understand the pathophysiology of burn wound healing and scar forma-
tion as well as for the testing of various agents which could potentially improve the 
outcome of the burn wound. Another report demonstrated the reproducible burn 
hypertrophic scar model using the Bama miniature pig by applying a homemade 
heating device for 35 seconds followed by debridement surgery [45]. This model 
has displayed a similar macroscopic, histologic, and biologic criteria of burn wound 
compared to the human hypertrophic scars. As some burn characteristics in human 
can be practically well mimicked, hence, the examination of various treatment 
strategies for severe burn injuries can be specifically applied to gain a comprehen-
sive understanding of the mechanisms of burn healing.

Several studies developed the severe burn pig model in order to evaluate 
the advanced strategy for the reconstruction of burn injuries. Our laboratory 
has demonstrated a severe pig burn model using a minimally invasive surgical 
technique with an easy-to-learn, cost-effective, and reproducible method [46]. 
This model provides crucial tools for the evaluation of any clinical dressings and 
uncovers the pathophysiology of burn wound healing. Recently, full-thickness 
burn wounds in pig model were utilized to evaluate the effect of fractional 
CO2 laser therapy on objectively measured scar outcomes including scar area, 
pigmentation, erythema, roughness, histology, and biomechanics [47]. This 
model offers a powerful platform to examine the efficacy of laser therapy as a 
function of many treatment parameters such as the timing of therapy initiation, 
energy, and laser density. The use of pig as a large animal model provides the 
standardized location of burn injury and the therapy investigation in greater 
depth of wound via noninvasive and invasive analyses. Further, Singer et al. 
established a partial-thickness burn in pig model to investigate the efficacy of 
topical nitric oxide application to the burn wound [48]. They found that topical 
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application of a nitric oxide-releasing agent accelerated wound reepithelializa-
tion and angiogenesis in this model. As there are similarities in skin anatomy and 
physiology between pig and human, therefore, this treatment can be considered 
as alternative burn care in patients. However, future studies should discover 
other approaches to deliver nitric oxide to burn wounds and improve long-term 
outcomes.

Besides those advantages to capture most pig burn model can be quite challeng-
ing to implement due to its risk of infection and high expense of housing with the 
greatest care.

3.4 Rabbit

Severe burn injuries are known to induce analogous hypermetabolic and patho-
logical systemic alterations in rabbits and humans [49]. Hence, due to their remark-
able similarity in metabolic characteristics, rabbit was considered as a promising 
animal model for burn research. Rabbit is also a cost-effective choice as burn animal 
model compared to the use of pig.

Rabbit model provides facilities to conduct the systemic effects of burn injury 
such as dynamic changes in whole-body amino acid and substrate metabolism [49]. 
It has also been revealed that rabbits present a high level of resting energy expen-
diture after a thermal injury that indicates the same evidence in burn patients [49]. 
Moreover, rabbit model has proven to demonstrate the involvement of leucine as 
an important amino acid in muscle anabolism that shows the similar kinetics and 
pattern of change post-thermal injury in human patients [50]. Recently, Friedrich 
et al. have demonstrated a quantifiable deep partial-thickness burn model in the 
rabbit ear using a dry-heated brass rod for 10 and 20 seconds at 90°C, resulting in a 
measurable burn progression and minimization of burn healing by contraction [51]. 
This animal model could be an important new tool to guide the treatment strategies 
of burn hypertrophic scarring.

3.5 Dog

Instead of several animal models that have been developed in early research, 
dog can be performed as a mature model for burn-blast combined injury stud-
ies. Hu et al. have established the Beagle dogs in the development of a stabilized, 
controllable, and repeatable animal model that can mimic the actual site of the 
burn-blast combined injury using explosion and napalm burns [52]. The hemody-
namic changes in the early shock stage of burn were successfully investigated in 
this model, and it also can be used as a good research platform on the mechanisms 
of fluid resuscitation during burn-blast combined injury shock. Another dog 
burn-blast combined injury model was established including blast injury caused 
by explosion immediately followed by seawater immersion that is known to induce 
the hemodynamic changes and metabolic acidosis [53]. This model supports the 
investigation of the early symptoms and unique pathophysiology of the blast-
burn combined injury that will be valuable in defining the suitable management 
of such patients. However, the use of dog burn animal model for examining the 
comprehensive of wound healing process needs to be more considered due to the 
ethical regulations, limited standardized reagents, and its looser skin over the body/
trunk which results in a wound that heals primarily by contraction. Rapid contrac-
tion is a common feature of animals with loose skin, while in the tight-skinned 
species (human, porcine), the wound closure occurs principally as the result of 
reepithelialization.
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4. Clinical advantages of animal models in burn research

In clinical purposes, animal research models should be determined by maximiz-
ing their translational relevance to humans. Besides that each animal model has 
the unique strengths and limitations (summarized in Table 1), its most important 
value is the capability to represent the nature of disease and accurately evaluate the 
outcomes. There are several reasons the treatment strategies are considerably tested 
on animal models: (1) animals offer a degree of environmental and genetic manipu-
lations that are rarely feasible in humans as well as unique insights into the patho-
physiology and etiology of disease that frequently reveal novel targets for directed 
treatments; (2) if preliminary testing on animals shows their not clinically useful 
results, it may not be essential to test on humans; and (3) the authorities concerned 
with public protection have to ensure the toxicity and safety of the treatment strate-
gies through animal testing [54].

Progress has been made in the area of assessment and measurement, either the 
comprehensive evaluation of burn pathological mechanisms or novel therapeutic 
approaches, by involving the animal models of burn. As we have discussed before, 
there are numerous animal models of burn established to disclose these issues. The 
ultimate goal of these animal studies is to examine a safe and effective test condition 

Species Advantages Disadvantages References

Mouse • Shares several physiological and pathological 
features with human (e.g., the skin, cardio-
vascular, musculoskeletal, other internal 
organ systems)

• Superior immune system

• Provides various mouse-specific reagents 
and transgenic feasibility

• Low morbidity

• Cost-effective

• Easy handling

• Rapid healing along 
with wound contrac-
tion issue

• Different chemokines 
and chemokine 
receptors system

• Looser skin with 
dense hair structure

[29–31, 35, 37]

Rat • Similar to mouse but possesses a larger body 
size and is less easily stressed by human 
contact

• Similar to mouse

Pig • Possesses great anatomical and physiological 
similarities with human

• Risks of infection and 
morbidity

• High expense of 
housing and care

[16, 43]

Rabbit • Shares remarkable similarity in metabolic 
and pathological alterations of burn with 
human

• Lower cost than pig

• Risks of infection and 
morbidity

[49]

Dog • Similar environment to human

• Can mimic the actual site of the burn-blast 
combined injury so it can be used as a 
good research platform on the mechanisms 
of fluid resuscitation during burn-blast 
combined injury shock as well as its early 
symptoms and unique pathophysiology

• Ethical regulations

• Limited standardized 
reagents

• Cost hurdles

• Looser skin over the 
body/trunk

[52, 53]

Table 1. 
Comparison of the advantages and disadvantages of burn animal model.
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for clinical trials in humans with burn injuries. Generally, the choice of animals for 
burn model is mainly based on cost and ethics and further is based on which species 
will give the best correlation to human trials.

Several substantial advancements have been made in burn patient care such 
as controlling wound healing, developing novel graft and coverage preferences, 
optimizing dietary needs, and testing unique pharmacological interventions, result-
ing in an improved patient’s survival and decreased hospitalization period [11]. For 
example, Wang et al. established a clinical scar in a pig burn model that is found to 
greatly correlate with scar histology, wound size, and reepithelialization data [55]. 
This clinical scar scale demonstrated a reliable and independent tool for assessing 
the burn wound healing outcomes without using other healing and scar measuring 
systems. Clinically, scar appearance and function are the major concerns to both 
burn victims and their carers, so its minimization is one of the ultimate goals of 
burn care, which relies on the appropriate evaluation of the scars.

5. Conclusion

Burn injury is one of the most severe forms of trauma that is related with 
significant pain and various physical, psychological, and social diminishments; 
therefore, the exploration of advanced treatment strategies in order to obviously 
heal and reduce the lifelong burn wound recovery phases is demanding. Burn 
animal models have been proposed as valuable tools that provide considerable 
insights into the burn pathophysiology as well as for investigating the properties of 
new medicines before the clinical use. Accordingly, the standardization of animal 
models is crucial for all scientific research, and it can merely be achieved with a 
comprehensive description of the experimental techniques along with their advan-
tages and limitations. With a better understanding of burn underlying phenomenon 
as animal models paved the road to its mechanisms, progressive research is expected 
to continuously identify novel treatment strategies to improve the quality of life for 
burn patients.
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Chapter 4

Animal Models in Psychiatric 
Disorder Studies
João Victor Nani, Benjamín Rodríguez, Fabio Cardoso Cruz 
and Mirian Akemi Furuie Hayashi

Abstract

Among the diseases affecting the brain, special attention has been paid to 
psychiatric disorders (PDs) due to high prevalence and significant debilitating 
clinical features. Many difficulties need to be overcome to find good animal models 
for PDs, due to their multifactorial origins, high heterogeneity and symptoms, 
as for instance the hallucinations and delusions, which usually cannot be easily 
assessed employing ordinary experimental animal models. The use of animal 
models reproducing at least some specific traits that can be studied individually, 
known as endophenotypes, is often reported. However, since altered biological 
pathways are common to many of these disorders, each of these behaviors may also 
reflect different PDs. In this context, it is possible to perform several approaches, 
to elicit changes in the endophenotypes of interest, not only in vertebrate models 
like rodents, but also in invertebrate models which have important advantages due 
to high conservation of essential pathways, lower complexity, and shorter life cycle 
compared to mammals. Therefore, animal models are also helpful for elucidating 
the etiology underlying PDs, by allowing easier access to biological samples that are 
usually not accessible in clinical studies, as for instance, fresh brain samples, from 
embryos to adults.

Keywords: animal model, psychiatric disorders, neurodevelopment, biomarkers, 
CNS, endophenotypes

1. Introduction

According to the World Health Organization (WHO), psychiatric disorders 
(PDs) comprise a broad range of dysfunctions, with several and some common 
symptoms. PDs are generally characterized by the combination of symptoms as 
abnormal thoughts, emotions, behavior, and social interaction. The most common 
PDs include schizophrenia (SCZ), bipolar disorder (BD), major depression disorder 
(MDD), attention deficit hyperactivity disorder (ADHD), intellectual disabilities, 
drug abuse disorders, among others [1].

1.1 The need and the value of animal models for PD studies

There are several reasons to use animal models in the studies of disorders affect-
ing the brain. The poor understanding of the etiopathogenesis and pathophysiology 
of PDs is clearly reflected by the unmet clinical need for better pharmacological 
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treatments. Therefore, good models are clearly needed to clarify the neurobiol-
ogy involved in PDs, as well as for the identification of biomarkers useful to assist 
diagnosis and/or for the development of novel therapies. It is also implausible to 
move forward in clinical trials with a novel drug tested only in a cell model, without 
any evidence about its efficacy in animal experiments. The value of animal models 
to drug development has been demonstrated empirically. For example, the first 
and the most efficacious drugs available for complex PDs such as SCZ (e.g., chlor-
promazine and clozapine) was discovered observing the alterations in behaviors of 
experimental animals in response to each drug administration. In fact, in the last 
decades, most of the CNS drugs approved were discovered employing a phenotypic 
screening approach in animal models [2, 3].

1.2 Challenges to model PDs in animals

A reliable animal model must share several similarities with the studied target 
to allow a successful translation from the basic to the clinical research. However, 
several limitations need to be overcome. First, the heterogeneous behavioral symptom 
characteristics of PDs are in some grade uniquely expressed in humans, and they are 
certainly impossible to be reproduced authentically in animals as rodents, fishes or 
worms [4]. Second, there is a lack of an objective measure to unequivocally diagnose 
mental illness [5], which adds complexity to the modeling any mental disorder in 
experimental animals. Third, in order to develop meaningful animal models for PDs 
with potential translational power, the disease phenotypes must be represented in the 
experimental animals. The selection and update of these phenotypes, in agreement 
with the recent findings in clinical psychiatry and neuroscience, represents a chal-
lenge, as evidenced by the recognized gap between the clinical and basic scientific 
research [6]. In addition, a rising question is what are the specific traits or phenotypes 
that an animal model should express to be translatable to specific disorder? (Figure 1).

1.3 How to develop an animal model for PD studies

The traditional approach to establish an animal model in PDs is based on three 
classic constructs proposed by Willner in 1984: face validity, which determines how 
much a phenotype presented by a patient is represented by the animal model (corre-
sponds to similarity between the model and the PDs assessed, that includes symp-
toms, signs, and pharmacological features); construct validity, which demonstrates 
whether it is possible to reproduce the pathological condition based on processes that 
are already known to be altered (correspondence between the physiological dysfunc-
tions in the human population and in the animal model); predictive validity, which 
tries to evaluate if a pharmacological or non-pharmacological intervention is capable 
to reverse the pathological condition (in other words, if the treatment that is effec-
tive in reversing PDs in humans would reverse the changes seen in animals) [7–10]. 
However, in practice, no animal models fully meet these three criteria of validity.

Many authors have proposed that instead of these three proposed criteria 
defining an external validation, in addition, the validity of an animal model 
should not be simply organisms that resemble human dysfunction, but they would 
also reproduce the processes by which animals and humans enter this state, and 
therefore, this could be better exploited by adding a new validation criteria [9]. For 
instance, the validity by homology, which proposes, for instance, an invertebrate 
model, such as Drosophila, may not be the ideal animal model for studying complex 
changes in a brain circuitry, but in turn, it may represent a great choice to study 
the genetic control of early embryonic development [11]. In fact, the nematode 
Caenorhabditis elegans is a reliable model with conserved neurobiological systems 
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that has been helpful in the discovery of molecular mechanisms that underlie learn-
ing and memory, and, in addition, this animal model has a fully sequenced genome 
and other several molecular and genetic tools available for researchers [12, 13].

1.4 Symptoms versus endophenotypes in experimental model animals

There is a consensus about the low reliability of the diagnostic construct provided 
for the employment of Diagnostic and Statistical Manual of Mental Disorders or DMS 
(which is a manual that determines the criteria for the clinical diagnosis of PDs). The 
heterogeneity implicit in this classification system and the imprecise quantification 
of the symptoms make it impossible to deconstruct PDs within model organisms. In 
fact, an etiology-based nosology system has been advocate for psychiatry, and it has 
been proposed to identify the endophenotypes that occur in both healthy individuals 
and subjects with different psychopathologies [14]. Endophenotypes are basically 
quantitative trait-like deficits that are possible to assess by laboratory-based methods 
rather than by clinical observation. An endophenotype should be state-independent, 
heritable, occurring at a high rate in affected families, and in addition, it should be 
associated to genetic variants of the disorder, as it should be involved the same brain 
circuits associated with the symptoms of the illness in patients (Table 1).

The Research Domains Criteria (RDoC) framework was introduced as an alterna-
tive categorization system for psychopathological states [15–17]. This system provides 
a platform to improve the translatability of studies from animals to humans, since it 
supports the endophenotype-based comparison of animals and humans on an objec-
tive neurobiological basis across all behavioral domains. In fact, the endophenotypes 
have been reverse-translated into animal models successfully and allows the evaluation 

Figure 1. 
Different approaches to construct animal models for neuropsychiatric disorders studies.
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that has been helpful in the discovery of molecular mechanisms that underlie learn-
ing and memory, and, in addition, this animal model has a fully sequenced genome 
and other several molecular and genetic tools available for researchers [12, 13].
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There is a consensus about the low reliability of the diagnostic construct provided 
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been proposed to identify the endophenotypes that occur in both healthy individuals 
and subjects with different psychopathologies [14]. Endophenotypes are basically 
quantitative trait-like deficits that are possible to assess by laboratory-based methods 
rather than by clinical observation. An endophenotype should be state-independent, 
heritable, occurring at a high rate in affected families, and in addition, it should be 
associated to genetic variants of the disorder, as it should be involved the same brain 
circuits associated with the symptoms of the illness in patients (Table 1).

The Research Domains Criteria (RDoC) framework was introduced as an alterna-
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Figure 1. 
Different approaches to construct animal models for neuropsychiatric disorders studies.
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of the neural neurobiological substrates and their circuit dysfunctions [18]. Thus, it 
has been demonstrated that the modeling of neurobiological and behavioral endophe-
notypes to reproduce PDs in experimental animals is possible.

The ideal animal model should be derived from risk factors or the causative 
agent of the human disease. One of the strategies used during the construction of a 
model is focused on a specific factor that can reproduce the condition as a whole or 
an aspect of the disease [19]. The choice for the methodology used in establishing 
a model is fundamentally important to guide which aspect of the disease should be 
explored, and it is an essential component in the validation of a model known as 
construct validity.

Endophenotype Description What can be evaluated

Locomotor activity Distance travelled, time spent, and frequency 
of the movements measured during or after a 
habituation period or after some stimuli (i.e. 
drug administration)

Behavioral sensitization (BD; 
ADHD; SCZ); Depressive-like 
behaviors (MDD); etc…

Latent inhibition Latent inhibition is the ability of a pre-exposed 
nonreinforced stimulus to inhibit later stimulus-
response learning

Cognitive impairments 
(SCZ); etc…

Pre-pulse inhibition 
(PPI)

Decrease of the startle reflex after exposure to a 
pre-pulse before the pulse

Cognitive impairments 
(SCZ); etc…

Working memory 
and learning

Describes short-term memory, in a olfactory 
domain and spatial domain

Cognitive impairments  
(PDs in general); etc…

Social interaction Evaluation of time spent on exploring a social 
stimulus.

Anxiety-like behaviors; 
Depressive-like behaviors; 
etc…

Rearing Measure of activity, investigation and 
exploratory behavior induced by a drug or/and 
novelty

Anxiety-like behaviors; etc…

Grooming A maintenance behavior evaluated by the 
cleaning of the fur; is displayed as reaction to 
unexpected stimuli and in conflict situations

Anxiety-like behaviors; 
Depressive-like behaviors; 
etc…

Aggressiveness Evaluation of attack and defensive behavior as 
reaction to a stimuli or other animal

Anxiety-like behaviors; 
Depressive-like behaviors; 
etc…

Food intake Amount of food ingested by the animal Anxiety-like behaviors; 
Depressive-like behaviors; 
etc…

Sucrose preference 
test

Assesses the sensitivity to reward based on the 
rodent’s natural preference for sweets. This test 
measures the amount of a sweet-tasting solution 
that the animal ingests

Depressive-like behaviors; 
etc…

Fear conditioning Classical conditioning paradigm, in which an 
aversive stimulus is paired with some neutral 
stimuli. Used to assess associative fear learning 
and memory in rodents.

Cognitive impairments (PDs 
in general); etc…

Forced swim test Measures the scoring of swimming and 
climbing (active behavior), and immobility 
(passive behavior) when animals are placed in 
an inescapable cylinder filled with water

Depressive-like behaviors; 
etc…

Table 1. 
Most common endophenotypes used to evaluate behaviors associated with psychiatric disorders (PDs).
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2. PDs and animal models

In the following sections, selected examples of animal models used in the 
context of investigating PDs will be demonstrated, indicating which changes are 
observed in behavioral and molecular levels.

2.1 Animal models in schizophrenia (SCZ)

Schizophrenia (SCZ) is a severe brain disorder, characterized by a set of 
positive and negative symptoms and cognitive disorders, which are the basis for 
the clinical diagnosis of individuals who needs to present at least two or more 
of those symptoms, according to the DSM. SCZ is one of the most debilitating 
mental disorders, affecting about 21 million people worldwide. The antipsychot-
ics used to treat SCZ patients can soften the development of the disorder, and 
this pharmacological treatment was the basis for the most accepted theory to 
explain the neurobiology of SCZ, as noticed by the alterations in the dopamine 
transmission. In addition, several other theories have been suggested soon after, 
as for instance, the serotoninergic, glutamatergic, GABAergic, and the neuro-
developmental susceptibility hypothesis, among others [20]. However, none of 
these theories had allowed the characterization of the etiology or the identifica-
tion of strong biomarker for the diagnosis of SCZ. Many efforts are being made 
to characterize a model for SCZ, but there is a great difficulty in reproduce 
endophenotypes that frame all the groups of symptoms related to this disease, or 
which allow associating all risk factors that are already known. Below, we exem-
plify some of these models, and for a more detailed review of SCZ models can be 
found elsewhere [21].

Most of the models are based on the theory of neurotransmitter imbalance, 
and they are induced by the disruption of these pathways, other models explore 
changes in the levels of expression of candidate genes involved in the processes of 
SCZ susceptibility. It should be considered that SCZ is a multifactorial disorder, 
and thus, the genetic component should be evaluated in addition to changes in the 
environment, as in contrast to the models based on genetic alterations, there are 
those taking into account the environmental changes, such as the prenatal insults, 
which impose changes in the neurodevelopment processes. Some of these models 
are exemplified in Table 2.

All of these models show behavioral and molecular changes that can be associ-
ated with SCZ.

2.2 Animal models in major depressive disorder (MDD)

Major depressive disorder (MDD) is a common, complex, and heterogeneous 
mental disorder, characterized by persistent sadness and loss of interest in general 
activities, affecting about 10% of the population worldwide, and which is caused 
by multifactorial mechanisms not fully understood yet,  characterizing MDD as 
a disorder with many variations in clinical features among the patients, impos-
ing a consequent high variability in the diagnosis, time course of response and 
remission [45], which is one of the main reasons justifying the intensive search for 
animal models and biomarkers, aiming for advances in MDD diagnosis [46]. In 
addition, these advances could be helpful for a better classification for depressive 
spectrum, and thereby for improving the treatment [47]. The animal models of 
depression have been developed based on acute or chronic stress exposure, exog-
enous administration of glucocorticoids, injuries in brain regions and/or genetic 
manipulations [48–50]. There is a great variation in the number of protocols that 
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aversive stimulus is paired with some neutral 
stimuli. Used to assess associative fear learning 
and memory in rodents.

Cognitive impairments (PDs 
in general); etc…
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Table 1. 
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2. PDs and animal models

In the following sections, selected examples of animal models used in the 
context of investigating PDs will be demonstrated, indicating which changes are 
observed in behavioral and molecular levels.

2.1 Animal models in schizophrenia (SCZ)

Schizophrenia (SCZ) is a severe brain disorder, characterized by a set of 
positive and negative symptoms and cognitive disorders, which are the basis for 
the clinical diagnosis of individuals who needs to present at least two or more 
of those symptoms, according to the DSM. SCZ is one of the most debilitating 
mental disorders, affecting about 21 million people worldwide. The antipsychot-
ics used to treat SCZ patients can soften the development of the disorder, and 
this pharmacological treatment was the basis for the most accepted theory to 
explain the neurobiology of SCZ, as noticed by the alterations in the dopamine 
transmission. In addition, several other theories have been suggested soon after, 
as for instance, the serotoninergic, glutamatergic, GABAergic, and the neuro-
developmental susceptibility hypothesis, among others [20]. However, none of 
these theories had allowed the characterization of the etiology or the identifica-
tion of strong biomarker for the diagnosis of SCZ. Many efforts are being made 
to characterize a model for SCZ, but there is a great difficulty in reproduce 
endophenotypes that frame all the groups of symptoms related to this disease, or 
which allow associating all risk factors that are already known. Below, we exem-
plify some of these models, and for a more detailed review of SCZ models can be 
found elsewhere [21].

Most of the models are based on the theory of neurotransmitter imbalance, 
and they are induced by the disruption of these pathways, other models explore 
changes in the levels of expression of candidate genes involved in the processes of 
SCZ susceptibility. It should be considered that SCZ is a multifactorial disorder, 
and thus, the genetic component should be evaluated in addition to changes in the 
environment, as in contrast to the models based on genetic alterations, there are 
those taking into account the environmental changes, such as the prenatal insults, 
which impose changes in the neurodevelopment processes. Some of these models 
are exemplified in Table 2.

All of these models show behavioral and molecular changes that can be associ-
ated with SCZ.

2.2 Animal models in major depressive disorder (MDD)

Major depressive disorder (MDD) is a common, complex, and heterogeneous 
mental disorder, characterized by persistent sadness and loss of interest in general 
activities, affecting about 10% of the population worldwide, and which is caused 
by multifactorial mechanisms not fully understood yet,  characterizing MDD as 
a disorder with many variations in clinical features among the patients, impos-
ing a consequent high variability in the diagnosis, time course of response and 
remission [45], which is one of the main reasons justifying the intensive search for 
animal models and biomarkers, aiming for advances in MDD diagnosis [46]. In 
addition, these advances could be helpful for a better classification for depressive 
spectrum, and thereby for improving the treatment [47]. The animal models of 
depression have been developed based on acute or chronic stress exposure, exog-
enous administration of glucocorticoids, injuries in brain regions and/or genetic 
manipulations [48–50]. There is a great variation in the number of protocols that 
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Model Endophenotype Molecular alterations References

Drug-induced models

Amphetamine model of 
SCZ

Acute:
↓ Latent inhibition;  
↑ locomotion
Chronic:
Same as acute but with 
↓ PPI

↑ Mesolimbic dopamine 
response;
↑ Acetilcholine in PFc

[22–26]

Glutamatergic manipulation 
(Phencyclidine; MK-801; 
Ketamine)

↑ Locomotion; ↓ working 
memory;
↓ Reversal learning 
performance;
↓ Social interaction; ↓ PPI

↓ PV-immunoreactive 
neurons in PFc and 
hippocampus

[27–29]

Genetic manipulation

DISC-1 mutations

Missense mutations models ↓ PPI; ↓ latent inhibition;
↑ Depressive-like 
phenotype

↓ Brain volume;
↓ PDE4B activity and 
binding to DISC1;
↓ PV-immunoreactive;
↓ Dendritic density

[30–32]

Dominant-negative 
isoforms of DISC1

↑ Amphetamine sensibility; 
↓ working memory

↓ Dopamine, DOPAC;
↓ PV-immunoreactive

[33, 34]

Knockdown ↑ Amphetamine sensibility; 
↓ PPI; ↓ working memory

↓ Dopamine;  
↓ PV-immunoreactive

[35]

Overexpression ↑ Amphetamine sensibility; 
↑ rearing behavior;  
↑ locomotion; ↓ learning in 
rotarod task

↑ Increase in high-
affinity D2R;
↑ Translocation of 
dopamine transporter;
↑ Dopamine inflow

[36]

Neuregulin1, ErbB4, and dysbindin

Knock-out ↑ Amphetamine sensibility; 
↑ locomotion; ↓ PPI;
↓ Working memory;  
↓ social interaction

Neuregulin1; ErbB4:
↓ Hippocampal spine 
density;
↑ Lateral ventricles;
Dysbindin:
↑ HVA/DA ratio;
↑ Excitability of PFc 
pyramidal neurones

[37–39]

Developmental models

Neonatal excitotoxic 
hippocampal lesion

↓ PPI; ↓ Working memory; 
↓ Social interaction;  
↑ Amphetamine sensibility; 
↑ MK-801/PCP sensibility; 
↑ locomotion

↑ Mesolimbic dopamine 
response;
↑ Acetilcholine in PFc

[40, 41]

Methylazomethanol 
(MAM) and polyinosinic-
polycytidylic acid (poly I:C)

↑ Locomotion;
↑ Amphetamine sensibility; 
↑ MK-801/PCP sensibility; 
↓ Social interaction; ↓ PPI; 
↓ Working memory

↓ PV-immunoreactive 
neurons in PFc and 
hippocampus

[42–44]

All of these models show behavioral and molecular changes that can be associated with SCZ.
PPI = prepulse inhibition; PFc = prefrontal cortex; PV = parvalbumin; PDE4B = cAMP-specific 3",5"-cyclic 
phosphodiesterase 4B; DISC1 = disrupted-in-schizophrenia 1; DOPAC = dihydroxyphenylacetic acid; HVA = 
homovanillic acid; DA = dopamine; poly I:C = Polyinosinic:polycytidylic acid.

Table 2. 
Some examples of SCZ models induced by drugs, genetic manipulation, and prenatal insults.
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can be used to induce these changes, in which the stressor, time of exposure to 
the stimulus, and other parameters may vary. For more detailed review of MDD 
models, see also [51] (Table 3).

Model Endophenotype Molecular alterations References

Stress-induced models

Learned 
Helplessness

↓ Locomotion;  
↑ aggressiveness
↓ Grooming; ↓ response to 
rewards
↑ Sleep disturbance

↓ Norepinephrine ; ↑ BDNF; 
aberrant miRNA brain- region 
specific expression

[52–57]

Unpredictable 
chronic mild 
stress

↓ Food intake;  
↓ growth rate;
↓ Locomotion;  
↑ aggressiveness;
↓ Response to rewards

↑ Corticosterone; ↓ glucocorticoid 
receptor expression;  
↓ endogenous ATP

[58–61]

Chronic restraint 
stress model

↑ Aggressiveness;  
↑ fear conditioning;  
↓ locomotion; ↓ food 
intake

↑ CA3 dendritic atrophy and 
damage; ↓ neurogenesis in dentate 
gyrus; ↑ apoptotic cell death;  
↑ corticosteroid

[62–64]

Social defeat ↓ Locomotion; ↓ 
exploratory activity;
↓ Aggression; ↓ sexual 
behavior;
↑ Anhedonia; ↑ sleep 
disturbance ;
↓ Growth rate

↓ Volume and cell proliferation in 
hippocampus and PFc;  
↑ corticosteroid; ↓ serotonin;  
↓ BDNF

[65–67]

Early life stress 
model

↑ Anxiety-like behavior;
↑ Depression-like 
behavior; ↑ Novelty 
responsivity

↑ BDNF expression PFC and 
hippocampus

[68, 69]

Brain lesion model

Olfactory 
bulbectomy

↑ Locomotion; ↓ working 
memory; ↓ response to 
rewards; ↓ food intake; 
↑ sleep disturbance; ↑ 
responsivity to stressors

Dysfucntion in HPA and  
neuro-immune axis;  
↓ neurotransmitters; ↑ neuronal 
degeneration; ↑ BDNF;  
↓ neuropeptides

[70, 71]

Selective inbreeding

Wistar-Kyoto ↓ Locomotion; ↑ 
immobility in forced swim 
test; ↑ social avoidance;
↑ freezing to context

↑ Adrenal glands; ↑ corticosterone [72, 73]

Flinders Sensitive 
Line rat

↓ Activity in enclosed 
arena;
↑ immobility in forced 
swim test;
↓ sucrose intake under 
stress

↓ Serotonin synthesis; 
dysfunction in dopaminergic and 
noradrenergic systems

[74–77]

BDNF = brain-derived neurotrophic factor; miRNA = microRNA; ATP = adenosine triphosphate; PFc = prefrontal 
cortex; HPA = hypothalamic–pituitary–adrenal axis.

Table 3. 
Examples of models for MDD induced by stressors, injuries in brain regions, and by selective inbreeding.
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Examples of models for MDD induced by stressors, injuries in brain regions, and by selective inbreeding.
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2.3 Animal models in bipolar disorder (BD)

Bipolar disorder (BD) is a chronic mood disorder, characterized by fluctua-
tions between mania and depressive episodes, which affects approximately 1% of 
the global population irrespective of nationality, ethnic origin, or socioeconomic 
status [78]. Due to the complex mood alterations, misdiagnosis in BD is very 
common, as other mental illnesses as depression and SCZ share several common 
symptoms, in addition to the specific and common endophenotypes and brain 
structural changes [79, 80]. The search for advances in diagnosis is important for 
these disorders, since early diagnosis would be essential to foster earlier suited 
pharmacological treatment in BD, which was proved to be beneficial to prevent the 
cognitive deficits and disabilities in these BD patients [81], as also demonstrated 
for SCZ patients [82]. The major limitation in evaluating a model for BD is the dif-
ficulty in reproducing the phases of mania and depression observed in the clinic. 
Many of these models present only one of these parameters, and they are often 
developed by genetic alterations in genes known to be involved in this disorder or 
stressors, mainly involved in the circadian cycle as also demonstrated for other 
PDs. Another interesting approach used for the development of animal models for 
BD is the one induced by psychostimulant sensitization (which causes mania-like 
behavior), as withdrawal from psychostimulants is accompanied by depressive-
like behavior, which together leads to changes and compulsory behaviors. Some of 
these models are exemplified in Table 4. A more detailed review of BD models can 
be found elsewhere [93].

BDNF = brain-derived neurotrophic factor; ERK1 = Extracellular signal-regulated 
kinase 1; DAT = dopamine transporter.

Model Endophenotype Molecular alterations References

Genetic manipulation

BDNF haploinsufficient ↑ Locomotion; ↑ agressive 
behavior; ↑ food intake

↓ Brain volume; ↓ BDNF; 
↓ dopamine

[83, 84]

ERK1 Knock-out ↑ Amphetamine 
sensibility; ↓ learing in fear 
conditioning; ↑ locomotion; 
↓ immobility in forced swim

↓ Phospho-RSK1/3 in 
PFC and striatum;
shift of activity rhythm

[85–86]

DAT Knock-down ↑ Locomotion; ↓ anxiety;  
↑ rearing

↑ Dopamine [87–89]

Environmental stress

Sleep deprivation ↑ Locomotion; ↑ agressive 
behavior; ↑ exploratory 
behavior

— [90, 91]

Photoperiod lenghts ↑ Anxiety; ↑ helplessness Switch in dopamine 
neurotransmission to 
somatostatin

[92]

Sensitization model

Chronic amphetamine 
administration followed 
by withdrawal

↑ Locomotion; ↑ anxiety;  
↑ anhedonia; ↓ motivation;  
↓ working memory

↓ Dopamine 
responsiveness
↑ serotonin sensitivty

[94–96]

BDNF = brain-derived neurotrophic factor; ERK1 = Extracellular signal-regulated kinase 1; DAT = dopamine 
transporter.

Table 4. 
Examples of models for BD induced by genetic manipulation, environmental stressors, and induced by 
sensitization, which lead to some aspects of molecular and behavioral changes related to BD.

65

Animal Models in Psychiatric Disorder Studies
DOI: http://dx.doi.org/10.5772/intechopen.89034

2.4 Animal models in attention-deficit/hyperactivity disorder (ADHD)

Attention-deficit/hyperactivity disorder (ADHD) is a neurodevelopmental 
disorder, affecting approximately 2.2–2.8% of worldwide, with multifactorial 
inducement, as reflected by the heterogeneity found in this disorder, and as indi-
cated by the diversity in its psychiatric comorbidities [97]. This disorder is defined 
by inappropriate levels of attention deficits and/or hyperactivity behavior, which 
directly interfere with the normal life and functioning of an individual [98]. 
While there is no cure for ADHD, currently available treatments can help reducing 
the symptoms and improving the general functioning, although with a peculiar 
wide variability due to the clinically and scientifically difficulties to exactly 
determine the specificity and the origin of the symptoms [99]. As for other PDs, 
due to the high heritability, animal models for ADHD are mostly derived from 
genetic alterations or breeding selection or from neonatal insults that can lead to 
neurodevelopmental changes. Models related to dopaminergic neurotransmission 
are also important to evaluate ADHD, as also listed in Table 2, and which includes 
the administration of psychostimulants as amphetamine. A more detailed review 
on ADHD animal models can be found elsewhere [100] (Table 5).

3. Conclusion

There is a consensus about the critical role of animal models for the advance and 
understanding the functioning of brain and brain disorders, as well as for the devel-
opment of new treatments. However, it is important to use them judiciously and avoid 
the over interpretations derived for the findings, as it is noticeable that the results 
obtained on experimental animals are not necessarily confirmed in clinical studies.  

Model Endophenotype Molecular alterations References

Genetic manipulation

Spontaneously 
hypertensive rats

↓ Attention; ↑ motor 
impulsiveness
↑ Locomotion; ↑ 
exploratory behavior

↑ Dopamine
↓ Dopamine transporter 
1 expression
↓ Brain volume

[101–104]

Coloboma mouse mutant ↑ Locomotion; ↑ 
exploratory behavior; 
↑ amphetamine 
sensibility

↑ Noraedrenergic 
function
↓ Dopamine
↓ DOPAC and HVA

[105–108]

Neonatal insults

6-hydroxydopamine ↓ Working memory;  
↑ locomotion;
↑ Exploratory behavior

↓ Dopamine
↑ Dopamine receptor 4
↓ Serotonin transporter 
binding in striatum

[109–111]

Neonatal anoxia ↑ Locomotion;  
↑ exploratory behavior;  
↓ spatial memory

Transient changes in 
neurotransmitters
↑ Dopamine turnover
↓ Noraepinephrine and 
5-HIAA
↓ CA1 cell density

[112–114]

DOPAC = 3,4-Dihydroxyphenylacetic acid; HVA = Homovanillic acid; 5-HIIA = 5-Hydroxyindoleacetic acid.

Table 5. 
Examples of models for ADHD induced by genetic manipulation in susceptibility genes and selective inbreeding 
and by prenatal insults.
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2.3 Animal models in bipolar disorder (BD)

Bipolar disorder (BD) is a chronic mood disorder, characterized by fluctua-
tions between mania and depressive episodes, which affects approximately 1% of 
the global population irrespective of nationality, ethnic origin, or socioeconomic 
status [78]. Due to the complex mood alterations, misdiagnosis in BD is very 
common, as other mental illnesses as depression and SCZ share several common 
symptoms, in addition to the specific and common endophenotypes and brain 
structural changes [79, 80]. The search for advances in diagnosis is important for 
these disorders, since early diagnosis would be essential to foster earlier suited 
pharmacological treatment in BD, which was proved to be beneficial to prevent the 
cognitive deficits and disabilities in these BD patients [81], as also demonstrated 
for SCZ patients [82]. The major limitation in evaluating a model for BD is the dif-
ficulty in reproducing the phases of mania and depression observed in the clinic. 
Many of these models present only one of these parameters, and they are often 
developed by genetic alterations in genes known to be involved in this disorder or 
stressors, mainly involved in the circadian cycle as also demonstrated for other 
PDs. Another interesting approach used for the development of animal models for 
BD is the one induced by psychostimulant sensitization (which causes mania-like 
behavior), as withdrawal from psychostimulants is accompanied by depressive-
like behavior, which together leads to changes and compulsory behaviors. Some of 
these models are exemplified in Table 4. A more detailed review of BD models can 
be found elsewhere [93].

BDNF = brain-derived neurotrophic factor; ERK1 = Extracellular signal-regulated 
kinase 1; DAT = dopamine transporter.

Model Endophenotype Molecular alterations References

Genetic manipulation

BDNF haploinsufficient ↑ Locomotion; ↑ agressive 
behavior; ↑ food intake

↓ Brain volume; ↓ BDNF; 
↓ dopamine

[83, 84]

ERK1 Knock-out ↑ Amphetamine 
sensibility; ↓ learing in fear 
conditioning; ↑ locomotion; 
↓ immobility in forced swim

↓ Phospho-RSK1/3 in 
PFC and striatum;
shift of activity rhythm

[85–86]

DAT Knock-down ↑ Locomotion; ↓ anxiety;  
↑ rearing

↑ Dopamine [87–89]

Environmental stress

Sleep deprivation ↑ Locomotion; ↑ agressive 
behavior; ↑ exploratory 
behavior

— [90, 91]

Photoperiod lenghts ↑ Anxiety; ↑ helplessness Switch in dopamine 
neurotransmission to 
somatostatin

[92]

Sensitization model

Chronic amphetamine 
administration followed 
by withdrawal

↑ Locomotion; ↑ anxiety;  
↑ anhedonia; ↓ motivation;  
↓ working memory

↓ Dopamine 
responsiveness
↑ serotonin sensitivty

[94–96]

BDNF = brain-derived neurotrophic factor; ERK1 = Extracellular signal-regulated kinase 1; DAT = dopamine 
transporter.

Table 4. 
Examples of models for BD induced by genetic manipulation, environmental stressors, and induced by 
sensitization, which lead to some aspects of molecular and behavioral changes related to BD.
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While there is no cure for ADHD, currently available treatments can help reducing 
the symptoms and improving the general functioning, although with a peculiar 
wide variability due to the clinically and scientifically difficulties to exactly 
determine the specificity and the origin of the symptoms [99]. As for other PDs, 
due to the high heritability, animal models for ADHD are mostly derived from 
genetic alterations or breeding selection or from neonatal insults that can lead to 
neurodevelopmental changes. Models related to dopaminergic neurotransmission 
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As it has been shown, there are several approaches to obtain an animal model for 
studies in psychiatry, but there is still a limitation in reproducing all the conditions 
involved in the pathophysiology of the disorder, and it is extremely crucial to rec-
ognize this limitation. An alternative that has proved to be efficient is to direct the 
study to a specific symptom domain that can answer at least in part, the significance 
of these findings to concretely improve the knowledge in PDs, and thereby bring 
advances in treatment. The crisis of the classification system is evidenced in the 
diagnostic inflation in psychiatry, which adds complexity to the preclinical research 
and complicates the modeling of PDs within the available experimental laboratory 
animals. The recent and alternative approaches as the RDoC to study the brain and 
behavior are in a relative infancy, but promises bringing new perspectives in how 
models that can be improved to become indeed helpful to benefit the quality of life of 
patients with PDs.
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Abstract

The rising incidence of diabetes mellitus (DM) worldwide presents a global 
public health problem. DM is classified into two main groups: type 1 (T1DM) and 
type 2 (T2DM). T1DM requires insulin treatment. T2DM is complex, heterogeneous, 
polygenic disease defined primarily by insulin resistance, ongoing hyperglycemia, 
and β cells’ dysfunction. For research in diabetes, an appropriate experimental 
model reflecting symptoms and complications of human T2DM is required for 
understanding the pathogenesis, molecular nature, and the possibilities of the 
treatment. Among the many animal models, rodent models that develop DM spon-
taneously are frequently used in the studies due to their similarity to the humans 
and economic effectiveness. This work gives a detailed overview of the literature, 
covering the characteristic of DM, its symptoms and complications, the description 
of Zucker diabetic fatty (ZDF) rats as an appropriate model for research in T2DM, 
and the possibility of the treatment.

Keywords: diabetes, animal model, pancreatic β cells, Zucker diabetic fatty rats, 
treatment

1. Introduction

1.1 Diabetes mellitus

Diabetes mellitus (DM) is often incident endocrine disorder in many countries 
[1]. The International Diabetes Federation reported that 6 million people die 
directly from diabetes every year, and additional 318 million people are  
suffering with DM. This number is predicted to reach 642 million by 2040 [2] and 
693 million by 2045 [3]. DM is a heterogeneous group of chronic disease character-
ized by a relative or absolute lack of insulin resulting in hyperglycemia [4]. It causes 
a variety of complications as cardiovascular disease, renal failure, neuropathy, and 
retinopathy [5]. Chronic hyperglycemia mostly deteriorates the vascular tree and 
promotes the development of micro- and macrovascular disease [6]. It was reported 
that hyperglycemia accelerates the development of DM complications through 
some mechanisms such as increased aldose reductase-related polyol pathway flux, 
formation of advanced glycation end products (AGEs), increased hexosamine 
pathway flux, activation of protein kinase C isoforms, and rising generation of 
reactive oxygen species [7]. Metabolic imbalance in the peripheral nervous system 
that is activated in the diabetic milieu of hyperglycemia, impaired insulin signaling, 
and dyslipidemia are the key parameters in the development of diabetic neuropa-
thy [8]. The determining points involve multiple mechanisms of glucose toxicity 
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including polyol pathway activity, hexosamine pathway, nonenzymatic glycations 
of proteins, and altered protein kinase C activity [9]. Activation of these pathways 
can eventually flow into inflammatory and oxidative stress in neurons and adjacent 
microvascular system [10].

DM is divided into two main forms—type 1 and type 2 [4]. Type 1 diabetes mel-
litus (T1DM) or insulin-dependent diabetes mellitus (IDDM) is an autoimmune 
disease and is a result of β cells’ death, because a foreign protein is incorporated 
into islet β cells. In response, lymphocytes attack the foreign protein and unwill-
ingly destroy β cells as collateral damage. It causes an absolute insulin deficiency 
[11]. It is uncertain what activates the autoimmune response, but some environ-
mental factors as toxins, viral infections, and psychosocial inputs are thought to 
play a plumbless role [12].

Historically, the usual ratio for T1DM to T2DM has been 1:20. Now it is chang-
ing because of expressive increase in the incidence of T2DM in children and young 
people [11].

1.2 Diabetes mellitus type 2

Type 2 diabetes mellitus (T2DM) or non-insulin-dependent diabetes mellitus 
(NIDDM) is a syndrome of β cells’ dysfunction including relative insulin deficiency 
associated with insulin resistance [11] and compensatory increases in insulin 
secretion [13]. It is associated with incorrect sensing of glucose signals by the β 
cells. T2DM is linked to a stage of insulin resistance. Insulin secreted by the β cells 
and bound to liver, muscle, and fat cells is subnormally efficacious in carrying out 
its metabolic action [11]. Generally, T2DM is characterized by the incapability of 
the pancreatic β cells to secrete appropriate quantities of insulin in order to offset 
hyperglycemia arising from peripheral insulin resistance and increases hepatic glu-
cose output [14]. It is a multifactorial and complex disorder [13] that is estimated to 
affect more than 100 million people worldwide [15]. About 80% of all people with 
diabetes suffer from T2DM [16]. Insulin resistance alone is insufficient to cause dia-
betes. A progression to overt diabetes required β cells’ failure as well [16–18]. Insulin 
resistance is associated with decrease in insulin receptors in target tissues (muscle, 
fat, or liver) and insulin receptor kinase activity that causes decrease in glucose 
transporter 4 (GLUT 4) translocation due to impaired signaling [19]. The onset 
of T2DM is preceded by an expressive increase in the plasma levels of free fatty 
acids (FFA) and by sixfold rise in triglyceride (TG) concentration in the pancreatic 
islets [20]. Chronic exposure to high glucose level and rising FFA concentration is 
detrimental to β cell function. This situation results in weak glucose-induced insulin 
secretion and rising level of apoptosis [21].

In spite of the increasing number of T2DM, little is known about the prevention 
of the disease and its complications at early stages [22]. In this stage insulin-sensitive 
tissue such as adipose tissue and skeletal muscle become insulin resistant. This causes 
the development of impaired glucose tolerance, and it can occur over a few years [23].

The pathogenesis of T2DM is complex and is primarily related to gene varia-
tion, external and internal environmental factors, abnormal protein modifications, 
oxidative stress, epigenetic effects, and energy metabolism disorders [24]. It was 
revealed that also the gut microbiota has been recognized as a key contributor to 
T2DM, and T2DM is linked to dysbiosis of the intestinal microbiota [25].

1.3 Obesity in type 2 diabetes

Onset and development of T2DM is commonly incurred by several factors, 
which are combined with lifestyle, obesity, genetic defects, virus infection, and 

77

Zucker Diabetic Fatty Rats for Research in Diabetes
DOI: http://dx.doi.org/10.5772/intechopen.88161

drugs [16]. Obesity is defined as a pathological excess of body fat that results from 
a permanent positive energy balance [26]. Persistent positive energy balance is 
pertinent to increased storage of triglycerides. This expands the adipose depots 
and increases the proportion of hypertrophied adipocytes [27]. Under condi-
tion of obesity, the lipid storage capacity of adipocytes is overcome, resulting 
in adipocyte-derived fatty acids and cytokines leaking into the circulation [28]. 
Damaging lipid species accumulates in ectopic tissue causing local inflammation 
and provides lipotoxicity [29]. Lipotoxicity determines an important link between 
obesity, insulin resistance, and T2DM. It interprets the harmful cellular effects of 
chronically increased concentrations of fatty acids and excess lipid accumulation 
in tissues other than adipose tissue. Excess adiposity is considered to promote the 
onset and severity of insulin resistance, contributing to emergence and progression 
of impaired glucose tolerance and T2DM [27].

Obesity-induced insulin resistance accelerates pancreatic islet exhaustion and 
thus the onset of T2DM [13]. Generally, obesity is a major risk factor for develop-
ing T2DM [30]. High-fat diet applied in animal’s model that has inclination to DM 
results in obesity, hyperinsulinemia, and altered glucose homeostasis due to insuf-
ficient compensation by the islets [31]. Whereupon it is required in human popula-
tion suffering T2DM to follow diet regimes and restriction of energy in the food so 
to maintain glucose concentration in acceptable level. In this case the diet has more 
considerable impact on diabetic primary complications than genetic predisposition 
[32]. Genetic disposition to obesity is probably commonly due to the small impinge-
ments of a wide selection of genes such as those encoding the beta3adrenoceptor, 
PPARγ and its co-activator-1, fat mass and obesity-associated gene, and adiponectin 
and a selection of genes that could potentially influence behavior and hypothalamic 
hunger-satiety mechanisms [33].

Currently, therapeutic strategies for T2DM are limited. They involve insulin and 
four main classes of oral antidiabetic agents in order to stimulate pancreatic insulin 
secretion. However, these agents suffer from generally inadequate efficacy and 
various adverse effects. So there is the possibility to try new therapeutic agents or 
treatments, most of them are under preclinical and early clinical stages [34].

2. Zucker diabetic fatty rats

An animal model for biomedical investigation is one in which normative biology, 
behavior, and pathological process can be studied and in which the phenomenon in 
one or more respects resembles the same phenomenon in humans [35]. Research in 
diabetes on humans is not possible or only partially possible. Hence, animal model 
of DM is very useful and advantageous [36]. Animal disease models are essential 
tools for studying the pathophysiology of DM enabling therapeutic interventions 
to be developed [37]. It is true that the present therapeutic approaches to treat 
DM and obesity, which are saving many lives every day, were invented, validated, 
and optimized on animal models [38]. When studying T2DM the use of an animal 
model with a homogenous genetic background is advised [39]. Most of the avail-
able models are based on rodents [36]. Rodents are most commonly utilized due to 
their small size, short generation interval, and easy availability [39] and because 
of economic consideration [36]. Being mammals, the physiology of rats is similar 
to humans than nonmammalian species [40]. Nevertheless, nonrodent models 
of diabetes are needed as a valuable supplement to rodents for both practical and 
physiological reasons with respect to humans [36]. Many animal models for DM 
research are obese, reflecting the human condition where obesity is closely related 
to T2DM development [41]. Animals exhibiting a syndrome of insulin resistance 
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to be developed [37]. It is true that the present therapeutic approaches to treat 
DM and obesity, which are saving many lives every day, were invented, validated, 
and optimized on animal models [38]. When studying T2DM the use of an animal 
model with a homogenous genetic background is advised [39]. Most of the avail-
able models are based on rodents [36]. Rodents are most commonly utilized due to 
their small size, short generation interval, and easy availability [39] and because 
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and T2DM reflecting the human disease involve many species with genetic, nutri-
tional, or experimental causation [36]. There are a lot of rodent models available for 
the research in T2DM, but some of them may not always be satisfactory to mirror 
human T2DM due to the large heterogeneity in the latter. There are no fully unified 
classification criteria for this type of animal model. But, the spontaneous type 2 
diabetic rodent models are considered the most outstanding and most useful [42].

According to Srinivasan and Ramarao [36], spontaneous diabetic animal models 
have special advantages and also disadvantages. The advantages are:

a. The development of T2DM is of spontaneous origin involving genetic factors.

b. Animals develop characteristic features resembling human T2DM.

c. Most of inbred animal model in which the genetic background is homogene-
ous and environmental factors can be controlled allow genetic dissection of this 
multifactorial disease easy.

d. Variability of results is minimal and it required smaller sample size.

Among the disadvantages are mainly:

a. Highly inbred, homogenous, and mostly monogenic inheritance and development 
of diabetes are highly genetically determined unlike heterogeneity in humans.

b. Limited availability and expensive for the diabetes study.

c. Mortality due to ketosis problem is high in the case of animals with brittle pancreas 
and requires insulin treatment in later stage for survival.

d. Require sophisticated maintenance.

One of the rodent models that reflect human form of T2DM is Zucker dia-
betic fatty (ZDF) rats. ZDF rats as spontaneous diabetic animal model exhibit 
both the prediabetic and the end stage observed in human T2DM patients [43]. 
Spontaneously diabetic animals of T2DM may be acquired from the individuals 
with one or several genetic mutations transmitted from generation to generation or 
selected from nondiabetic outbred animals by repeated breeding through several 
generations. The result is that these animals inherited DM either as single or mul-
tigene defects. The metabolic particularities result from single gene defect (mono-
genic) which is due to dominant gene or recessive gene, or it can be of polygenic 
origin [36].

ZDF rats come from a colony of outbred Zucker rats in the laboratory of  
Dr. Walter Shaw at Eli Lilly Research Laboratories in Indianapolis (USA) during the 
years 1974–1975. In early 1981, some animals with diabetic lineage were designated 
and redefined. An inbred line of ZDF rats was established in 1985. Development 
to a genetic model was established in 1991 [44]. The Zucker fatty (ZF) rats carry a 
spontaneous mutation in the leptin receptor gene (fa) [45]. ZF rats resulted from 
the simple autosomal recessive (fa) gene on chromosome 5 [36]. This mutation 
causes hyperphagia, early onset of obesity, and insulin resistance [14] along with 
increased growth of subcutaneous fat depot [46]. At the age of 4 weeks, ZF rats 
gain weight more rapidly due to increased growth of subcutaneous fat depot, and 
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they have a noticeably higher body weight at about the age of 9 weeks [47]. The 
hyperphagia and obesity in ZF rats are attributed to hypothalamic defect in leptin 
receptor signaling that is related to mild hyperglycemia, mild glucose intolerance, 
insulin resistance, hyperlipidemia, and moderate hypertension [46]. ZF rats have 
impaired glucose tolerance rather than apparent diabetes [42].

Thereafter, a mutation in ZF strain led to a substrain with an evident diabetic 
phenotype—the Zucker diabetic fatty (ZDF) rats [42]. ZDF rats are less obese than 
ZF rats having a decrease beta cell mass which resulted in inability to compensate 
for severe insulin resistance [48]. The ZDF rats were derived by selective inbreeding 
of hyperglycemic ZF rats [49] within the first months of life due to leptin receptor 
defect and a genetically reduced insulin promoter activity [17]. ZF rats maintain 
normoglycemia despite their obese phenotype, hyperlipidemia, and hyperinsu-
linemia [42].

The ZDF male rats became an experimental model for type 2 diabetes mellitus 
(T2DM). They have a predictable progression from prediabetic to diabetic state 
[50]. The ZDF rats carry a genetic defect in β-cell transcription. It is inherited 
independently of the leptin receptor mutation and insulin resistance [17]. In predia-
betic stage of ZDF rats, there is no change in insulin mRNA levels. But, significant 
reduction (30–70%) of other islet mRNA levels, such as glucokinase, mitochondrial 
glycerol-3-phosphate dehydrogenase, voltage-dependent Ca2+ and K+ channels, 
Ca2+-ATPase, and transcription factor islet-1 may be detected [51]. It is known that 
FFA-induced suppression of insulin output in prediabetic stage of ZDF rats is con-
veyed by nitric oxide (NO) [52]. ZDF rats start to develop T2DM as early as 10 weeks 
of age, reaching 100% incidence at around 20 weeks of age [53]. It is possible to 
shorten prediabetic state and reach the symptoms of T2DM after high-energy diet. 
But, the animals receiving this diet are in the risky group because the diabetic state 
with its complications arrives quickly and rats can perish. In our experiment with 
ZDF rats, high-energy diet caused ketoacidosis that meant two cases of animal death 
in 7th week after initializing feeding with this caloric diet [54].

Blood glucose concentrations in ZDF rats usually increase from 7 to 10 weeks 
of age and impaired glucose tolerance at 5–7 weeks of age. At the age of 12 weeks, 
glucose intolerance becomes more severe than at 5–7 weeks of age [55]. Chronic and 
increasing hyperglycemia in ZDF rats is related to the loss of insulin and pancreatic 
duodenal homeobox (PDX-1) mRNAs. The lack of glucose stimulated insulin secre-
tion. The possible prevention of hyperglycemia could block the deficit in insulin 
amount and PDX-1 gene expression and improve insulin secretion [56].

Male ZDF rats that are homozygous recessive have nonfunctional leptin recep-
tors (fa/fa) and develop hyperlipidemia, obesity, and hyperglycemia. Rats that are 
homozygous dominant (+/+) or heterozygous (fa/+) are lean with normoglycemia. 
They are healthy, display no symptoms of diabetes, and are usually used as age-
match control rats in the experiments. In young fa/fa rats, insulin resistance appears 
which extends to a deployed insulin secretory defect that initiates hyperglycemia 
and inadequate β-cell compensation [17, 49]. The insulin resistance is a result of a 
mutant leptin receptor that causes obesity [17].

In ZDF rats, there are sex differences for phenotypes of diet-induced insulin 
resistance and glucose intolerance. The most affected are male individuals [57]. 
On normal diet, male rats from ZDF strain develop severe hypoinsulinemia 
and hyperglycemia by 4 months of age. Female individuals maintain normal 
level of blood glucose and insulin despite advanced obesity [38]. Female ZDF 
rats with fa/fa genotype become also obese and insulin resistant, but do not 
progress to hyperglycemia, except when fed a high-fat diet [58, 59]. The female 
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receptor signaling that is related to mild hyperglycemia, mild glucose intolerance, 
insulin resistance, hyperlipidemia, and moderate hypertension [46]. ZF rats have 
impaired glucose tolerance rather than apparent diabetes [42].

Thereafter, a mutation in ZF strain led to a substrain with an evident diabetic 
phenotype—the Zucker diabetic fatty (ZDF) rats [42]. ZDF rats are less obese than 
ZF rats having a decrease beta cell mass which resulted in inability to compensate 
for severe insulin resistance [48]. The ZDF rats were derived by selective inbreeding 
of hyperglycemic ZF rats [49] within the first months of life due to leptin receptor 
defect and a genetically reduced insulin promoter activity [17]. ZF rats maintain 
normoglycemia despite their obese phenotype, hyperlipidemia, and hyperinsu-
linemia [42].

The ZDF male rats became an experimental model for type 2 diabetes mellitus 
(T2DM). They have a predictable progression from prediabetic to diabetic state 
[50]. The ZDF rats carry a genetic defect in β-cell transcription. It is inherited 
independently of the leptin receptor mutation and insulin resistance [17]. In predia-
betic stage of ZDF rats, there is no change in insulin mRNA levels. But, significant 
reduction (30–70%) of other islet mRNA levels, such as glucokinase, mitochondrial 
glycerol-3-phosphate dehydrogenase, voltage-dependent Ca2+ and K+ channels, 
Ca2+-ATPase, and transcription factor islet-1 may be detected [51]. It is known that 
FFA-induced suppression of insulin output in prediabetic stage of ZDF rats is con-
veyed by nitric oxide (NO) [52]. ZDF rats start to develop T2DM as early as 10 weeks 
of age, reaching 100% incidence at around 20 weeks of age [53]. It is possible to 
shorten prediabetic state and reach the symptoms of T2DM after high-energy diet. 
But, the animals receiving this diet are in the risky group because the diabetic state 
with its complications arrives quickly and rats can perish. In our experiment with 
ZDF rats, high-energy diet caused ketoacidosis that meant two cases of animal death 
in 7th week after initializing feeding with this caloric diet [54].

Blood glucose concentrations in ZDF rats usually increase from 7 to 10 weeks 
of age and impaired glucose tolerance at 5–7 weeks of age. At the age of 12 weeks, 
glucose intolerance becomes more severe than at 5–7 weeks of age [55]. Chronic and 
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duodenal homeobox (PDX-1) mRNAs. The lack of glucose stimulated insulin secre-
tion. The possible prevention of hyperglycemia could block the deficit in insulin 
amount and PDX-1 gene expression and improve insulin secretion [56].

Male ZDF rats that are homozygous recessive have nonfunctional leptin recep-
tors (fa/fa) and develop hyperlipidemia, obesity, and hyperglycemia. Rats that are 
homozygous dominant (+/+) or heterozygous (fa/+) are lean with normoglycemia. 
They are healthy, display no symptoms of diabetes, and are usually used as age-
match control rats in the experiments. In young fa/fa rats, insulin resistance appears 
which extends to a deployed insulin secretory defect that initiates hyperglycemia 
and inadequate β-cell compensation [17, 49]. The insulin resistance is a result of a 
mutant leptin receptor that causes obesity [17].

In ZDF rats, there are sex differences for phenotypes of diet-induced insulin 
resistance and glucose intolerance. The most affected are male individuals [57]. 
On normal diet, male rats from ZDF strain develop severe hypoinsulinemia 
and hyperglycemia by 4 months of age. Female individuals maintain normal 
level of blood glucose and insulin despite advanced obesity [38]. Female ZDF 
rats with fa/fa genotype become also obese and insulin resistant, but do not 
progress to hyperglycemia, except when fed a high-fat diet [58, 59]. The female 
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ZDF rats develop T2DM just on a diabetogenic diet [60]. Thus, male ZDF rats 
are widely used as animal models for human T2DM and diabetic nephropathy 
and neuropathy [58, 61]. Hyperglycemia in diabetic ZDF rats was recorded at 
2.5 month of age, and then blood glucose increased and reached an average value 
of 29.5 ± 0.9 mM at the age of 5 months. At the age of 5 months, fatty ZDF rats 
developed significant symptoms of thermal hypoalgesia indicated by prolonged 
response latencies in a tail-flick test. With progressing diabetes, the markers of 
thermal hypoalgesia increased at the age of 7 months and persisted till the 10th 
month [10]. The ZDF rats undergo a rapid transition between 10 and 15 weeks of 
age. At 10 weeks of age, they are insulin resistant, hyperlipidemic, and hyperin-
sulinemic. But, the high plasma insulin levels are insufficient to control glucose 
level, and the animals are hyperglycemic. Between 10 and 15 weeks of age, a loss 
in insulin secretory function occurs which leads to a marked decline in plasma 
insulin levels along with hyperglycemia [43]. The ability to secrete insulin to 
compensate peripheral insulin resistance is limited. β cells of ZDF rats are brittle 
and easily succumb to over-secretion pressure. The primary defect lies not in the 
ability of β cells to proliferate but rather in an enhanced rate of apoptosis. It shows 
impaired insulin secretory β-cell response to glucose, while it remains untouched 
to non-glucose secretogogues like arginine, a phenomenon similar to human 
T2DM. Downregulation of β-cell GLUT 2 transporters together with impaired 
insulin synthesis is probably responsible for hyperglycemia in ZDF animals. 
Decreased glucose transport activity and lowered GLUT 4 levels are present in  
the skeletal muscle and adipose tissue [34, 36, 48, 62]. Generally, it was reported 
that in the progression of ZDF rats, the decline of β-cell glucose transporter 2 
(GLUT 2) membrane receptors and the incidental loss of muscle glucose trans-
porter 4 (GLUT 4) are responsible for the impaired insulin secretion and sub-
sequent hyperglycemia. The activity of GLUT 4 receptors decreased in adipose 
tissue and skeletal muscle. This results in reduced β-cell transport ability together 
with the peripheral insulin resistance [50].

Siwy et al. [63] characterized the strain of ZDF rats as appropriate model for 
human disease based on urinary peptidomic profiles. In the study the diabetic rats 
were heavier than lean individuals. Consistent with a diabetic phenotype, ZDF 
rats were hyperglycemic and dyslipidemic already at early (2 months of age) and 
more severely at late (8 month of age). Renal function was markedly impaired 
at 8 months. Proteinuria was present at 2 months and progressively increased at 
8 months. At 8 months, ZDF rats’ renal histology showed pathological changes, 
including glomerular sclerosis with thickening of the Bowman capsule and retrac-
tion of the tuft, tubular atrophy and dilatation, and hyaline casts. Lean rats did 
not develop any histopathological changes. Chen and Wang [44] introduced the 
following pharmacologically related characteristics of ZDF rats: 25–55% reduc-
tion of GLUT 4 in the adipose tissue, heart, and skeletal muscle; loss of pancreatic 
duodenal homeobox gene expression; and free fatty acids and nitric oxide induced 
suppression of insulin output (Table 1).

Obesity of ZDF rats (fa/fa) is caused by hyperphagia [59], and food restriction 
can counteract or delay development of T2DM [55]. Hyperphagia leads to hyperin-
sulinemia, which upregulates transcription factors that stimulate lipogenesis. This 
results in ectopic deposition of triacylglycerol in non-adipocytes, thereby providing 
fatty acid substrate for pathological non-oxidative metabolism, such as ceramide 
synthesis [64].

The severity of DM in the adult hyperglycemic ZDF rats is reflected in body 
weight and food consumption [42]. High-energy diet in animal’s models inclined 
to DM leads to obesity, hyperinsulinemia, and altered glucose metabolism 
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because of insufficient compensation by the pancreatic islets [31]. In our experi-
ment [54] high-energy diet immediately induced hyperglycemia in ZDF rats, 
animals developed obesity, and we observed disturbance in some hematology 
parameters as neutrophils, mean platelet volume (MPV), and platelet count 
(PLT), which is a possible marker of angiopathy. In the groups of diabetic rats, 
we observed the significant weight decrease when compared to the control 
animals. It is probably linked to accelerated switch from prediabetic to diabetic 
state. It suggests the inability to utilize the calories consumed [42] and the 
degradation of structural proteins and muscle wasting in diabetic individuals 
[65]. Hempe et al. [59] found that body weight of ZDF obese rats was higher than 
the lean rats at the beginning of their study. Later, at around 16 weeks of age, 
body weight of obese animals started to decline. Lean rats reached the same body 
weight as obese rats at 25 weeks of age. The decrease of weight in obese diabetic 
rats on high energy is linked to accelerated switch from prediabetic to diabetic 
accomplished with associated complications of T2DM. Oyedemi et al. [65] 
explained this reduction in body weight as degradation of structural proteins and 
muscle wasting.

Hempe et al. [59] evaluated if nephropathy and neuropathy in ZDF rats are 
linked to the hyperglycemic state of the rats and are real diabetic late complica-
tions or are related to other characteristics of the fa/fa genotype. Good glycemic 
control may be effective in delaying the neuropathic symptoms in diabetic 
patients [66].

Main feature Characteristic Description

Type of 
diabetes

T2DM

• Characteristic features resembling 
human type

• Associated with obesity

• Hyperphagia

• Polyuria

• Polydipsia

• Hyperglycemia

• Hyperlipidemia

• Hyperinsulinemia

• Insulin resistance

• Reduction of GLUT 4 in adipose 
tissue

Development spontaneously involving 
genetic factors

Acceleration of symptoms by high-fat diet

Mortality due to ketosis after high-fat diet

Brittle pancreas

Genetic feature Leptin receptors

• Defect in leptin signaling

• Genetic defect in β cell transcription

• Insulin receptor deletion

Homozygous recessive (fa/fa) rats—
diabetic homozygous dominant (+/+) 
and heterozygous (fa/+) remain lean and 
normoglycemic

Using in 
research

Mechanism of T2DM
Obesity

Minimal variability of results, the 
possibility to use small size groups

Progression of 
diabetes

Insulin secretory defects
Inadequate β cell compensation

Predictable progression from prediabetic 
to diabetic state

Table 1. 
Major genetic, physiological, and pathophysiological characteristics of ZDF rats.
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ZDF rats develop T2DM just on a diabetogenic diet [60]. Thus, male ZDF rats 
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of 29.5 ± 0.9 mM at the age of 5 months. At the age of 5 months, fatty ZDF rats 
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response latencies in a tail-flick test. With progressing diabetes, the markers of 
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because of insufficient compensation by the pancreatic islets [31]. In our experi-
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animals developed obesity, and we observed disturbance in some hematology 
parameters as neutrophils, mean platelet volume (MPV), and platelet count 
(PLT), which is a possible marker of angiopathy. In the groups of diabetic rats, 
we observed the significant weight decrease when compared to the control 
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state. It suggests the inability to utilize the calories consumed [42] and the 
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muscle wasting.

Hempe et al. [59] evaluated if nephropathy and neuropathy in ZDF rats are 
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2.1 Hematological parameters of ZDF rats

In general, diabetic patients have increased values of some hematological 
parameters as platelet count, mean platelet volume (MPV), and platelet distribu-
tion width (PDWc). Platelet activation can result in the generation of vascular 
disease [67]. Hematological parameters can be altered as a result of infection 
that occurs during DM [65]. In the human study, the total granulocyte count 
was increased in diabetic patients. It was confirmed that granulocyte count is 
associated with T2DM [68]. In our experiment significant increase in granulocyte 
count was also observed in diabetic ZDF rats in comparison with the control 
animals [54]. It was also published that increased count of one part of granulo-
cytes (neutrophils) correlated with the rising risk of vascular disease in T1DM 
[69] with consequences as diabetic angiopathy [70]. Mean corpuscular volume 
(MCV) and mean corpuscular hemoglobin (MCH) were decreased in the diabetic 
ZDF rats when compared to the lean control [54]. Similar results are published 
by Mahmoud [71] in white albino rats with experimentally induced DM and 
Oyedemi et al. [65] in streptozotocin-induced diabetic Wistar rats. Generally, 
the decrease of these hematological parameters during the diabetes could be an 
indicator of abnormal hemoglobin synthesis, failure of blood osmoregulation, 
and plasma osmolality [72].

Platelets play a critical role in atherogenesis and thrombosis-mediated myocar-
dial ischemia accelerated in diabetic state [73]. They are source of inflammatory 
mediators [74]. We observed increased values of platelets in diabetic ZDF rats 
against the lean control [54]. Through inflammatory process during the DM, the 
platelets are highly activated. Activated platelets presumably support neutrophil 
activation and recruitment through expressing selectins, inflammatory cytokines, 
and chemokines [75]. It was proven that platelets and neutrophils regulate and 
affect each other’s functions by platelet-leukocyte contact and releasing soluble 
effector mediators [76].

The marker of platelet function and activation is hematological parameter—
MPV [77]. Increased MPV can be an independent risk factor for arterial thrombotic 
events such as myocardial infarction and cerebral thromboembolism [78]. Usually 
diabetic patients have increased MPV values [79] correlated with a large thrombo-
cyte size that are more reactive and aggregable [77] which can upset hemostatic sys-
tem during the diabetic state [80]. In diabetes the risk of retinopathy onset increases 
with higher MPV [79, 81]. In our study diabetic ZDF rats had increased MPV values 
in comparison with the healthy lean control [54]. In diabetic patients there is usu-
ally higher value of PDWc—the hematological parameter that presents an indicator 
of variation in platelets’ size and activity [79, 82]. In our previous research [83], we 
observed that the rise in the secondary symptoms of T2DM complications caused 
by high-energy diet was accompanied with disturbed hematological parameters. It 
could be also a potential marker of angiopathy.

3. Other rodent models used in research in diabetes

Rodent animal models for investigation of T1DM are streptozotocin- or 
alloxan-induced animals, nonobese diabetic (NOD) mouse, and bio-breeding 
(BB) rat [84]. NOD mice and BB rats are rodent animal model with spontaneous 
development of T1DM [85]. Rodent models for T2DM include except ZDF rats 
also Goto-Kakizaki (GK) rats, Otsuka Long-Evans Tokushima Fatty (OLETF) rats, 
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spontaneously diabetic Tori (SDT) rats, Kuo Kondo (KK) mice, ob/ob+/+ mice, 
and db/db+/+ mice [84]. GK rats are nonobese Wistar substrain which develops 
T2DM early [86]. Male OLETS rats suffer from diabetes at 18–25 weeks of age. 
The symptoms include polyphagia, mild obesity, hypertriglyceridemia, hyperin-
sulinemia, and impaired glucose tolerance in 16 weeks of age [87]. Tori SDT rat 
is inbred strain of Sprague-Dawley rat. Male individuals have high glucose levels 
by 20 weeks, pancreatic islet histopathology, hemorrhage in pancreatic islets, and 
inflammatory cell infiltration with fibroblasts, prior to diabetes glucose intolerance 
with hypoinsulinemia [88].

KK mice are a polygenic model of obesity and T2DM. They are characterized 
by insulin resistance, hyperinsulinemia, and hyperphagia [89]. The ob/ob+/+ 
mice carry a mutation in the leptin gene, manifested as obesity, hyperglycemia, 
impaired glucose intolerance, and hyperinsulinemia [90]. The db/db+/+ mice have 
a leptin receptor mutation, are spontaneously hyperphagic, and suffer from obesity, 
hyperglycemia, hyperinsulinemia, and insulin resistance within the first month of 
life [91]. The advantages of ZDF rats in diabetes research are mainly due to the fact 
that it is a spontaneous model for T2DM research. It shows characteristics such as 
hyperglycemia, obesity, hyperphagia, polyuria, insulin disorders, and dyslipidemia 
due to the mutation in the leptin receptor gene and provides an appropriate model 
for common human T2DM. Moreover, these rats are calm and dispassionate; the 
handling and manipulation with them is comfortable.

4. Conclusion

The ZDF strain is of increasing preclinical interest due to its pathophysiologi-
cal similarities to human T2DM [92, 93]. They are generally used in studies of 
diabetes with obesity and cardiovascular complications because of dyslipidemia 
background [44]. Defective insulin release in ZDF rats could be partially restored 
by glucagon-like peptide (GLP-1). The action of GLP-1 therapy is mediated 
through Ca2+-independent signaling pathway in pancreatic islets [44]. The use of 
rosiglitazone protected ZDF rats against the loss of β-cell mass through sustain-
ing cell proliferation, and blocking increased β cells’ death [94]. Metformin 
prevented hyperglycemia in ZDF rats aged between 6 and 12 weeks. This com-
pound significantly reduced free fatty acid level and triglycerides. It delayed 
the onset of DM which is linked to the improvement in β cell functions, on a par 
with the lipotoxicity hypothesis for adipogenic diabetes [95]. Some experimental 
interventions provided on ZDF rats are shown in Table 2. In general, animal 
model for DM research is required and needed to uncover and understand the 
pathophysiology of disease. This is the key to the development of new therapies 
and treatment [96].

Today, the number of patients suffering from DM is increasing. The most 
common form of DM is T2DM. It is a genetic disease demonstrating insulin insuf-
ficiency. Therefore the research on this disease is deepening and required. Due 
to its complex, complicated, multifactorial heterogeneous disease resulting from 
both environmental factors and genetic responsiveness, accurate animal model 
that can mirror human T2DM symptoms and complication is required. Presently, 
the spontaneous T2DM rodent model for research in DM and obesity is ZDF rats. 
This strain shows characteristics such as obesity, hyperglycemia, insulin disorders, 
and dyslipidemia due to the mutation in the leptin receptor gene and provides an 
appropriate model for common human T2DM.
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2.1 Hematological parameters of ZDF rats

In general, diabetic patients have increased values of some hematological 
parameters as platelet count, mean platelet volume (MPV), and platelet distribu-
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(MCV) and mean corpuscular hemoglobin (MCH) were decreased in the diabetic 
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ally higher value of PDWc—the hematological parameter that presents an indicator 
of variation in platelets’ size and activity [79, 82]. In our previous research [83], we 
observed that the rise in the secondary symptoms of T2DM complications caused 
by high-energy diet was accompanied with disturbed hematological parameters. It 
could be also a potential marker of angiopathy.

3. Other rodent models used in research in diabetes

Rodent animal models for investigation of T1DM are streptozotocin- or 
alloxan-induced animals, nonobese diabetic (NOD) mouse, and bio-breeding 
(BB) rat [84]. NOD mice and BB rats are rodent animal model with spontaneous 
development of T1DM [85]. Rodent models for T2DM include except ZDF rats 
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T2DM early [86]. Male OLETS rats suffer from diabetes at 18–25 weeks of age. 
The symptoms include polyphagia, mild obesity, hypertriglyceridemia, hyperin-
sulinemia, and impaired glucose tolerance in 16 weeks of age [87]. Tori SDT rat 
is inbred strain of Sprague-Dawley rat. Male individuals have high glucose levels 
by 20 weeks, pancreatic islet histopathology, hemorrhage in pancreatic islets, and 
inflammatory cell infiltration with fibroblasts, prior to diabetes glucose intolerance 
with hypoinsulinemia [88].

KK mice are a polygenic model of obesity and T2DM. They are characterized 
by insulin resistance, hyperinsulinemia, and hyperphagia [89]. The ob/ob+/+ 
mice carry a mutation in the leptin gene, manifested as obesity, hyperglycemia, 
impaired glucose intolerance, and hyperinsulinemia [90]. The db/db+/+ mice have 
a leptin receptor mutation, are spontaneously hyperphagic, and suffer from obesity, 
hyperglycemia, hyperinsulinemia, and insulin resistance within the first month of 
life [91]. The advantages of ZDF rats in diabetes research are mainly due to the fact 
that it is a spontaneous model for T2DM research. It shows characteristics such as 
hyperglycemia, obesity, hyperphagia, polyuria, insulin disorders, and dyslipidemia 
due to the mutation in the leptin receptor gene and provides an appropriate model 
for common human T2DM. Moreover, these rats are calm and dispassionate; the 
handling and manipulation with them is comfortable.

4. Conclusion

The ZDF strain is of increasing preclinical interest due to its pathophysiologi-
cal similarities to human T2DM [92, 93]. They are generally used in studies of 
diabetes with obesity and cardiovascular complications because of dyslipidemia 
background [44]. Defective insulin release in ZDF rats could be partially restored 
by glucagon-like peptide (GLP-1). The action of GLP-1 therapy is mediated 
through Ca2+-independent signaling pathway in pancreatic islets [44]. The use of 
rosiglitazone protected ZDF rats against the loss of β-cell mass through sustain-
ing cell proliferation, and blocking increased β cells’ death [94]. Metformin 
prevented hyperglycemia in ZDF rats aged between 6 and 12 weeks. This com-
pound significantly reduced free fatty acid level and triglycerides. It delayed 
the onset of DM which is linked to the improvement in β cell functions, on a par 
with the lipotoxicity hypothesis for adipogenic diabetes [95]. Some experimental 
interventions provided on ZDF rats are shown in Table 2. In general, animal 
model for DM research is required and needed to uncover and understand the 
pathophysiology of disease. This is the key to the development of new therapies 
and treatment [96].

Today, the number of patients suffering from DM is increasing. The most 
common form of DM is T2DM. It is a genetic disease demonstrating insulin insuf-
ficiency. Therefore the research on this disease is deepening and required. Due 
to its complex, complicated, multifactorial heterogeneous disease resulting from 
both environmental factors and genetic responsiveness, accurate animal model 
that can mirror human T2DM symptoms and complication is required. Presently, 
the spontaneous T2DM rodent model for research in DM and obesity is ZDF rats. 
This strain shows characteristics such as obesity, hyperglycemia, insulin disorders, 
and dyslipidemia due to the mutation in the leptin receptor gene and provides an 
appropriate model for common human T2DM.
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Source Aim of the study Treatment Results and conclusion of the study

Tanaka 
et al. [97]

To assess if the use 
of antioxidants 
prevents glucose 
toxicity and 
ameliorates the 
progression of DM

6 weeks of age till 
12 weeks of age, 
antioxidants—N-
acetyl-L-cysteine, 
aminoguanidine, 
ZDF rats

• The treatment with antioxidants can 
partially prevent the progressive β 
cells’ dysfunction

Wasan 
et al. [43]

To examine the 
effect of organic 
vanadium 
compounds

3-week treatment 
with the insulin-
enhancing 
agent—vanadium 
compounds, ZDF

• Increase in plasma homocysteine 
and cysteine level

Hempe 
et al. [59]

If the complications 
in the kidney and 
nerves correspond 
to human diabetic 
complications

Food restriction 
or pioglitazone 
(peroxisome 
proliferator-activated 
receptor gamma 
- PPARγ agonist) 
treatment, ZDF rats

• Food restriction delayed (not 
prevented) the onset of DM for 
8–10 weeks and pioglitazone 
prevented the development of DM

• ZDF rat is a good model for diabetic 
nephropathy, but alterations 
in nerve functions were not 
diabetes-related

Siwy et al. 
[63]

Evaluation of the 
similarity between 
ZDF rats and 
T2DM in humans

24 hours study, ZDF 
rats 2 month and 
8 month of age

• ZDF rats may be more suitable to 
study the macrovascular branch 
within the pathophysiologic cascade 
of diabetic angiopathies, but it is 
not a good model for microvascular 
disease

Wang et al. 
[42]

Determination 
whether salsalate, 
a salicylate with 
anti-inflammatory 
properties, is 
effective in 
mitigating DM 
progression

Chronic 
administration of 
salsalate from 5 weeks 
of age to 24 weeks of 
age, ZDF rats

• The therapy is effective in particular 
animal model; it may only be effec-
tive in a subpopulation of humans 
with the disease

Kim et al. 
[98]

Investigation of 
therapeutic effect 
of resistance 
training on T2DM

8 weeks of resistance 
training, ZF and ZDF 
rats

• Regular resistance training initiated 
at the onset of DM improved glucose 
tolerance and GLUT 4 expression

Ďuračka 
et al. [99]*

Tvrdá et al. 
[100]*

The effect of 
bee bread on the 
oxidative profile of 
testicular tissue and 
fertility in diabetic 
rats

3 months therapy 
with bee bread in the 
dose of 250 mg/kg/
day, ZDF rats

• Significant increase of total 
antioxidant capacity of in testicular 
tissue lysate

• Bee bread effectively protected 
proteins against oxidative damage

• Bee bread provided substantial 
protection against testicular oxida-
tive stress

Soltesova 
Prnova 
et al. [10]

Observation 
of the effect of 
Cemtirestat on 
symptoms of 
peripheral diabetic 
neuropathy

2 months treatment 
with Cemtirestat in 
doses 2.5 and 7.5 mg/
kg/day, ZDF rats

• Partial inhibition of sorbitol 
accumulation in red blood cells and 
the sciatic nerve

• Decrease in plasma level of TBARS

• Normalization of peripheral 
neuropathy symptoms

Álvarez-
Cilleros 
et al. [101]

To examine 
potential 
antidiabetic 
properties of cocoa

10 weeks treatment 
with cocoa-rich diet, 
ZDF rats

• Improvement in glucose homeosta-
sis and insulin resistance, protection 
of renal structure and functionality
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Source Aim of the study Treatment Results and conclusion of the study

Capcarova 
et al. [102]*

To effect of bee 
bread on DM 
complications

4 months therapy 
with bee bread in the 
dose of 700 mg/kg/
day, ZDF rats

• Treatment of hyperglycemia, used 
as the prevention of DM in young 
age

*Experiments realized at the Department of Animal Physiology, Faculty of Biotechnology and Food Sciences, Slovak 
University of Agriculture in Nitra, Slovak Republic.

Table 2. 
The investigation of some therapeutic strategies in DM research using ZDF rats.

In general, in the future research, many novel strategies in treatment of DM will 
be surveyed, and the use of ZDF rats in these experiments will be worthy to study.
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Chapter 6

ZDF Rats: A Suitable Model 
to Study Male Reproductive 
Dysfunction in Diabetes Mellitus 
Type 2 Patients
Filip Benko, Mária Chomová, Oľga Uličná and Eva Tvrdá

Abstract

This chapter examines the impact of diabetes mellitus type 2 (DM 2) on the 
vitality of male reproductive cells collected from Zucker diabetic fatty (ZDF) 
rats which could be a suitable experimental model for simulating this metabolic 
disorder. Epididymal spermatozoa were subjected to the assessment of motility, 
membrane integrity, mitochondrial activity, DNA fragmentation, and oxidative 
profile. Our results show that DM 2 in combination with obesity negatively affects 
the sperm vitality and increases the chances of oxidative damage to male gametes. 
In conclusion we may state that DM 2 has a negative impact on the spermatogenic 
aspect of male fertility and decreases the sperm quality.

Keywords: diabetes mellitus type 2, obesity, ZDF rats, male reproduction, 
spermatozoa

1. Introduction

Diabetes mellitus is a chronic metabolic dysfunction which involves altera-
tions in insulin production. Pancreatic β cells are primarily responsible for insulin 
secretion. There is a variety of complications associated with this disease such as 
chronic hyperglycemia, neuropathy, retinopathy, and cardiovascular diseases. 
Diabetes mellitus may be divided into three types: diabetes mellitus type 1 (DM1), 
type 2 (DM2), and type 3 (DM3)—also known as gestational diabetes mellitus. 
DM1 is based on an immune-mediated destruction of β cells. It is an autoimmune 
disease, most common in children and young adults. The treatment includes 
monitoring of blood glucose levels and insulin therapy [1, 2]. DM2 is associated 
with insulin resistance. The main cause is a reduced sensitivity of affected tissues 
to the metabolic effects of insulin. The development of the disease is often associ-
ated with obesity, which, on the other hand, causes health complications, such as 
fertility issues. Contraindications associated with DM2 include disorders of the 
male reproductive system because metabolism of glucose is essential for a cor-
rect process of spermatogenesis. DM2 has a negative impact on the sperm quality 
markers such as motility, DNA integrity, and seminal plasma composition [3, 4]. 
Development of DM3 is mostly common among women who are overweight or 
obese in comparison with thin or normal-weight women. This type of diabetes 
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monitoring of blood glucose levels and insulin therapy [1, 2]. DM2 is associated 
with insulin resistance. The main cause is a reduced sensitivity of affected tissues 
to the metabolic effects of insulin. The development of the disease is often associ-
ated with obesity, which, on the other hand, causes health complications, such as 
fertility issues. Contraindications associated with DM2 include disorders of the 
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rect process of spermatogenesis. DM2 has a negative impact on the sperm quality 
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may cause higher levels of adipose tissue in the fetus and an increased child birth 
weight. Also a few studies reported that DM3 is associated with higher levels of 
abdominal fat and an increased risk for visceral adiposity which could be linked 
to other consequences following birth such as future development of DM2 and 
cardiovascular diseases [5, 6].

Another factor that negatively affects male fertility is obesity. Obesity has been 
shown to negatively affect the male reproductive potential not only by decreas-
ing sperm quality but mainly by altering the germ cell molecular structure in the 
testes [7]. Animal models play a pivotal role in monitoring and understanding DM 
pathogenesis due to a combination of their genetic and functional characterization 
[8]. Suitable models to demonstrate the effects of DM2 on the organism are Zucker 
diabetic fatty (ZDF) rats. This type of rats had been discovered in 1961 following 
cross-breeding of Merck (M-strain) and Sherman rats. ZDF rats have the unique 
ability to simulate symptoms and contraindications of DM2. These rats have insulin 
resistance caused by the presence of homozygous mutation of the leptin hormone 
receptor (fa gene) which causes obesity and an increased insulin secretion [9, 10]. 
The aim of this chapter was to evaluate the effect of diabetes mellitus type 2 on the 
vitality of ZDF rat reproductive cells.

2. Material and methods

2.1 Biological material

For the experiment three separate groups (Figure 1) of adult ZDF and Wistar 
rats at the age of 120 days were used. The animals were obtained from the Institute 
of Experimental Pharmacology (Slovak Academy of Sciences, Slovakia) and kept 
in plastic cages at 24 ± 1°C and 12 h light/12 h dark photoperiod. The animals were 
provided with water ad libitum. Institutional and national guidelines for the care 
and use of laboratory animals were followed, and all procedures were approved by 
the State Veterinary and Food Institute of the Slovak Republic (no. 493/18-221/3) 
and Ethics Committee.

The first group consisting of 15 Wistar rats (15) was the healthy control group. 
The second group consisted of 15 ZDF rats on a normal diet (ZDN), while the third 
group comprised 16 ZDF rats on a special high-caloric diet (Purina 5000; ZDF).  

Figure 1. 
Distribution of the tested animals (source: Author).
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All ZDN and ZDF rats had diabetes confirmed by a blood test. Overall, we analyzed 
samples from 46 rats.

Following anesthesia and decapitation, epididymes were collected from the rats, 
cut with a scalpel into smaller fragments, and incubated in phosphate buffer saline 
(PBS, with Ca2+ and Mg2+, Sigma-Aldrich, St. Louis, USA) at 37°C for 15 minutes. 
After incubation we used the epididymal spermatozoa for further assessment of 
sperm quality, including motility, membrane and acrosome integrity, DNA frag-
mentation, mitochondrial activity, lipid peroxidation (LPO), and production of 
superoxide radicals.

2.2 Sperm motility

Sperm motility is one of the most important parameters examining the fertiliz-
ing ability of male gametes. This parameter has an important role in the fertilization 
process. We examined the motility manually. Rats are known for a high level of 
motile spermatozoa, generally within a range of 85–96% [11]. After sample collec-
tion we applied 10 μl of the epididymal sperm suspension into Makler’s counting 
chamber and counted motile spermatozoa using a light microscope (Olympus, 
Tokyo, Japan) and a magnification of 40×.

2.3 Membrane integrity

Membrane integrity is a parameter which defines the quality and condition 
of the reproductive cells. For the determination of membrane integrity, we used 
a combination of eosin and nigrosin dye. This protocol follows a differential 
staining method for the analysis of vital and damaged cytoplasmatic membrane 
in sperm cells of mammals and birds. Eosin is one of the most common dyes to 
stain the cytoplasm and cytoplasmic proteins of cells. After application of eosin, 
damaged cytoplasmatic membrane of sperm cells absorbed the dye and changes 
color into light-red or light-pink. The vital spermatozoa stayed without any 
change of color. Nigrosin (Sigma-Aldrich, St. Louis, USA) provides background 
for the smear as a contrast dye for a better differentiation [12–14]. The slides for 
the analyses were prepared as follows: we applied a drop of semen on the slide 
and dyed it with 4 μl of eosin solution (Sigma-Aldrich, St. Louis, USA). After 
application of eosin, we did the same with the nigrosin solution (Sigma-Aldrich, 
St. Louis, USA), and using another slide glass, we did a smear on the slide. The 
samples were air-dried at room temperature and observed using a light micro-
scope (Olympus, Tokyo, Japan) and a magnification of 40×. At least 100 cells were 
evaluated in each slide.

2.4 Acrosome integrity

For the analysis of the acrosome integrity, we used a double fast green–rose 
bengal stain. After application of 10 μl of semen in a glass slide, we added the 
same volume of fast green–rose bengal mixture (Sigma-Aldrich, St. Louis, USA), 
incubated for 60 seconds, and used another slide glass to prepare a smear which was 
subsequently air-dried at room temperature. With the help of a light microscope 
(Olympus, Tokyo, Japan), we observed the integrity and compactness of the sperm 
acrosome. Damage to the acrosome was observed as a disruption of the membrane 
and cluster of stain localized in the sperm head. We evaluated at least 100 cells 
in each slide and calculated the percentage of cells with a normal or a damaged 
acrosome.
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2.5 Test of metabolic activity

The mitochondrial toxicity test (MTT test) is a colorimetric test often used for 
the determination of cell metabolic activity. The main principle of the test is the 
application of yellow tetrazolium bromide (Sigma-Aldrich, St. Louis, USA) and its 
subsequent reaction with insoluble mitochondrial succinate dehydrogenase pro-
duced by cell mitochondria. This reaction ends with the formation of a blue-violet 
formazan [15]. The amount of formed formazan is directly proportional to the level 
of metabolic activity of the cells. We evaluated this test spectrophotometrically at 
570 against 620 nm (Multiscan reader, Thermo Fisher, Vantaa, Finland).

2.6 Production of superoxide radicals

For the detection of the superoxide radical concentration, we used the nitroblue 
tetrazolium or NBT test. The principle of this method is the application of nitroblue 
tetrazolium (Sigma-Aldrich, St. Louis, USA) to the semen sample. This substance 
reacts with cellular superoxide to form derivates of formazan. Following washing 
with PBS and centrifugation (1250 rpm, 5 min), the concentration of formasan 
derivates was evaluated spectrophotometrically [16] at wavelengths of 620 against 
570 nm (Multiscan reader, Thermo Fisher, Vantaa, Finland).

2.7 DNA fragmentation

This type of DNA damage is characterized by both single and double DNA 
strand breaks. Several types of DNA damage may be observed in mammalian germ 
cells and are often associated with male infertility. Nowadays various tests are 
available to detect sperm DNA damage. DNA fragmentation arises from various 
reasons such as deficiencies in recombination during spermatogenesis, abnormal 
sperm maturation, abortive apoptosis, or oxidative stress [17, 18]. In our research we 
used the chromatin-dispersion test by using the Halomax diagnostic kit (Halotech, 
Madrid, Spain). This kit can analyze the integrity of the DNA molecule and is based 
on a controlled DNA denaturation process to facilitate the subsequent removal of 
the proteins contained in each spermatozoon. The main principle of this method is 
that damaged spermatozoa create halos formed by loops of fragmented DNA at the 
head of the sperm which are not present in normal spermatozoa. For the evaluation 
we used a fluorescent microscope (Leica, Holzheim, Germany) and a magnifica-
tion of 40×. At least 300 cells were evaluated for DNA fragmentation in each slide 
containing agarose with processed spermatozoa.

2.8 Lipid peroxidation

Lipid peroxidation is a process of membrane lipid degeneration caused by free 
radicals [19]. The extent of lipid peroxidation in our samples was expressed as the 
amount of malondialdehyde (MDA) production following the addition of thiobar-
bituric acid (Sigma-Aldrich, St. Louis, USA) and exposure to heat (100°C, 1 h). 
The MDA concentration in the samples was evaluated spectrophotomerically at a 
wavelength of 540 nm (Multiscan reader, Thermo Fisher, Vantaa, Finland).

3. Statistical analysis

The data we obtained were statistically processed using GraphPad Prism (ver-
sion 6.0 for Windows, GraphPad Software incorporated, San Diego, California, 
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USA, http://www.graphpad.com/). Differences between the compared groups were 
statistically evaluated by one-way analysis of variance (ANOVA) and the Tukey 
comparative test. Statistical significance was assessed at levels ***(P < 0.001), 
**(P < 0.01), and *(P < 0.05).

4. Results and discussion

When we compared the sperm motility of individual groups (Figure 2), we 
found statistically significant differences (P < 0.001) when comparing the experi-
mental group ZDF with the control W group as well as with the ZDN experimental 
group. Similarly to our results, Ohta et al. [20] reported a reduction in the sperm 
motility in rats with obesity in comparison with the control group. They tried to 
demonstrate the potential link between obesity and a reduction of sperm motil-
ity, which ultimately affects the fertility of rats. Simas et al. [21] also reported a 
decrease of morphologically normal spermatozoa in rats with diabetes. The most 
common abnormalities found were sperm head deformations and flagella deformi-
ties. There is a very close connection between the sperm volume and percentage 
of motile spermatozoa. Both types of diabetes have a serious impact on the sperm 
quality, and a lot of studies examine the effect of diabetes on the male fertility. 
Condorelli et al. [22] showed different pathophysiological effects in type 1 and 
type 2 of diabetes on the sperm function and quality. The aim of their experiment 
was to compare DM1 and DM2 patients with healthy and fertile subjects. Male 
patients suffering from diabetes mellitus type 2 have several contraindications. 
Among these, the most prominent include low sperm volume, higher concentra-
tion of mitochondrial superoxide anions, an increased reactive oxygen species 
production in the seminal fluid, and lipoperoxidation. The study showed that 
DM2 caused an inflammatory condition and increased the level of oxidative stress 
which led to an increased sperm DNA fragmentation and a decreased vitality of 
spermatozoa. In our experiments we also observed several contraindications in 
the rats which suffered from diabetes mellitus type 2 including a decreased motil-
ity and vitality of sperm cells, a lower mitochondrial activity, followed by higher 
levels of superoxide production and lipid peroxidation. On the other hand, a 
combination of DM2 and obesity has more serious consequences to male fertility. 

Figure 2. 
Differences in the sperm motility among the observed groups. W, Wistar rats, control group; ZDN, nonobese 
ZDF rats with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. ***(P < 0.001). 
W, compared to the Wistar group; ZDN, compared to the ZDN group.
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Figure 2. 
Differences in the sperm motility among the observed groups. W, Wistar rats, control group; ZDN, nonobese 
ZDF rats with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. ***(P < 0.001). 
W, compared to the Wistar group; ZDN, compared to the ZDN group.
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Numerous studies have shown the negative impact of obesity on the semen quality. 
Obesity causes a decrease of sperm concentration and motility and an increased 
DNA fragmentation index, and it is often associated with erectile dysfunction. 
Fernandez et al. [23] examined the impact of obesity on the fertility in male Wistar 
rats which were fed a high-fat diet and compared these with the control group 
consisting of nonobese rats. Similarly to our study, their results reported that obese 
animals have a low sperm quality caused by a decreased percentage of spermatozoa 
with progressive motility which may lead to the development of subfertility. We 
also recorded higher levels of non-motile spermatozoa in obese rats which were fed 
with a high-caloric diet.

The evaluation of the membrane integrity of spermatozoa (Figure 3) showed 
statistically significant differences (P < 0.001) among the groups. The sperm vital-
ity of the ZDF experimental group was significantly lower than the control W group 
as well as with the ZDN experimental group. Sabeti et al. [24] also observed statisti-
cally significant differences (P < 0.05) in the viability between the experimental 
and control group of rats suffering from diabetes.

The membrane integrity is also affected by the level of cholesterol in the organ-
ism. Normal levels of cholesterol are highly important for the membrane fluidity 
and sperm motility. If there is an increase in the cholesterol levels because of the 
presence of obesity, then more cholesterol is incorporated into the lipid bilayer 
of the cells, leading to its adverse effects on the membrane integrity. These facts 
support the theory that changes in the levels of systemic cholesterol, triglyceride, 
and free fatty acids are associated with alterations of the cell membrane dynamics, 
sperm motility, morphology, and susceptibility to DNA damage [25].

As the graph shows, there were no statistically significant differences between 
any of the studied groups (Figure 4). In our opinion this condition could show 
that diabetes and obesity affect other semen parameters, but the integrity of the 
acrosome remains unchanged. It is important to know that diabetes mellitus type 
2 in combination with obesity does not cause acrosome deformations. This theory 
was supported by Ding et al. [3] who studied differences between diabetes mel-
litus type 1 and type 2. In their study, they found that diabetes mellitus type 1 has 
a markedly impaired glycation process and synthesis of proteins, leading to the 
development of acrosome integrity disorders, while diabetes mellitus type 2 has less 
serious consequences to the acrosome. The acrosome integrity was the only param-
eter which remained stable. It could be caused by the presence of acid hydrolases 

Figure 3. 
Differences in the membrane integrity or viability among the observed groups. W, Wistar rats, control group; 
ZDN, nonobese ZDF rats with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 
2. ***(P < 0.001). W, compared to the Wistar group; ZDN, compared to the ZDN group.
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and lysosomal proteins because the acrosome does not need carbohydrates for its 
function. The presence of polyunsaturated fatty acids in the plasma membrane 
could exhibit protective effects against the negative activity of ROS and prevent 
alterations to the acrosome. This theory was also supported by Reddy et al. [26] who 
tested diabetic-induced reproductive toxicity in male Wistar rats.

The evaluation of the MTT test (Figure 5) showed statistically significant 
differences (P < 0.5) between the experimental group ZDF and the experimental 
group ZDN as well as between the experimental group ZDN and the control group 
W. Another statistically significant difference (P < 0.01) was observed between 
the ZDN group and the W group. Our results show that the lowest values of mito-
chondrial activity were observed in the experimental ZDF group. Mitochondrial 
activity is closely related to the motility as mitochondria are the energy-metabolic 
center of the cell. We also observed the lowest sperm motility values in ZDF 
group of rats (Figure 1). In the analysis of diabetic rats, Simas et al. [21] reported 
a significant decrease in the metabolic activity of these rats compared to the 
control group. Experimental animals had an induced DM1. In all group of rats 
with diabetes, they observed an increase of inactive mitochondria which caused a 

Figure 4. 
Acrosome integrity among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF rats with 
diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. W, compared to the Wistar 
group; ZDN, compared to the ZDN group.

Figure 5. 
Mitochondrial activity among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF rats 
with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. **(P < 0.01); *(P < 0.5). 
W, compared to the Wistar group; ZDN, compared to the ZDN group.
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and lysosomal proteins because the acrosome does not need carbohydrates for its 
function. The presence of polyunsaturated fatty acids in the plasma membrane 
could exhibit protective effects against the negative activity of ROS and prevent 
alterations to the acrosome. This theory was also supported by Reddy et al. [26] who 
tested diabetic-induced reproductive toxicity in male Wistar rats.

The evaluation of the MTT test (Figure 5) showed statistically significant 
differences (P < 0.5) between the experimental group ZDF and the experimental 
group ZDN as well as between the experimental group ZDN and the control group 
W. Another statistically significant difference (P < 0.01) was observed between 
the ZDN group and the W group. Our results show that the lowest values of mito-
chondrial activity were observed in the experimental ZDF group. Mitochondrial 
activity is closely related to the motility as mitochondria are the energy-metabolic 
center of the cell. We also observed the lowest sperm motility values in ZDF 
group of rats (Figure 1). In the analysis of diabetic rats, Simas et al. [21] reported 
a significant decrease in the metabolic activity of these rats compared to the 
control group. Experimental animals had an induced DM1. In all group of rats 
with diabetes, they observed an increase of inactive mitochondria which caused a 

Figure 4. 
Acrosome integrity among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF rats with 
diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. W, compared to the Wistar 
group; ZDN, compared to the ZDN group.

Figure 5. 
Mitochondrial activity among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF rats 
with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. **(P < 0.01); *(P < 0.5). 
W, compared to the Wistar group; ZDN, compared to the ZDN group.
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decrease of mitochondrial activity. Like Simas et al., we also observed low levels 
of mitochondrial activity in the ZDF group when compared to other groups. A 
decrease of mitochondrial activity was also observed in the experimental ZDN 
group. This phenomenon could be because diabetes mellitus had a negative impact 
on the metabolism of carbohydrates, which are the source of energy for a proper 
mitochondrial function.

Results of the superoxide radical production (NBT test) (Figure 6) showed 
statistically significant differences (P < 0.05; P < 0.01) when we compared both 
experimental groups with the control group W. In the experimental ZDF group, we 
recorded the highest superoxide radical production. This finding suggests that the 
group of ZDF rats is more at risk for the onset of oxidative stress, which negatively 
affects the viability of spermatozoa produced by these rats. Sabeti et al. [24] dem-
onstrated that the abnormal production and presence of the superoxide radicals 
in combination with obesity leads to a reduced semen quality and sperm viability. 
Overproduction of superoxide may also be due to an increase in metabolic functions 
in order to maintain the homeostasis in obese individuals. Amaral et al. [27] reported 
no significant differences in the testicular cell concentration between diabetic and 
nondiabetic rats, but there was a massive decline in the sperm cell concentration due 
to the influence of hyperglycemia in late stages of spermatogenesis and increased 
production of reactive oxygen species (ROS) that may lead to the development of 
oxidative stress. The consequences of oxidative damage include the loss of motil-
ity due to lipid peroxidation, induction of DNA damage of the sperm nucleus, and 
defects in spermatogenesis affecting the final fertilizing potential of sperm cells.

The oxidative environment in testicular tissue of patients with DM2 may result 
in cellular damage, including lipid peroxidation, formation of carbonyl groups, 
and DNA damage which causes sperm abnormalities. In fact, this negative condi-
tion contributes to a reduction in the sperm motility and viability followed by an 
increased percentage of abnormalities in the sperm cells of rats [28].

Figure 7 points out the levels of DNA fragmentation between the experimental 
groups and the control. After evaluation of our results, we found statistically 
significant differences between the DNA fragmentation following the presence of 
diabetes mellitus type 2 and obesity. Statistically significant differences (P < 0.001) 
were observed when we compared the experimental ZDF group with the ZDN 
group and the control W group and also when we compared the experimental ZDN 
group with the control W group. As seen from our results, a continuous increase in 

Figure 6. 
Production of superoxide among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF rats 
with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. **(P < 0.01); *(P < 0.5). 
W, compared to the Wistar group; ZDN, compared to the ZDN group.

101

ZDF Rats: A Suitable Model to Study Male Reproductive Dysfunction in Diabetes Mellitus…
DOI: http://dx.doi.org/10.5772/intechopen.89939

DNA fragmentation was present, depending on the presence of diabetes mellitus 
type 2, obesity, or both. Abbasihormozi et al. [29] found the link between leptin 
receptor mutation and higher levels of DNA fragmentation as a consequence of a 
higher production of reactive oxygen species. Leptin is an adipose tissue-derived 
hormone which has an important role in the metabolism and energy homeostasis 
and ensures a proper function of the neuroendocrine and reproductive system. A 
direct administration of leptin could affect male infertility by ROS overproduction 
or hormone profile modulation, but the exact mechanism of the effect of leptin on 
spermatogenesis is still not understood.

As with the evaluation of the superoxide radical production, we found statisti-
cally significant differences (P < 0.001) in the case of the concentration of malo-
ndialdehyde (Figure 8) among both experimental groups (ZDN and ZDF) with 
the control group (W) and also when comparing the experimental group ZDF with 
the second experimental group ZDN. Like us, Simas et al. [21] evaluated that there 
was an increase in the MDA concentration in diabetic rats when compared to all 
other groups. They also recorded a direct correlation between the superoxide radical 
production values and MDA concentration. Vignera et al. [30] found a link between 

Figure 7. 
Levels of DNA fragmentation among the observed groups. W, Wistar rats, control group; ZDN, nonobese ZDF 
rats with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. *** (P < 0.001). W, 
compared to the Wistar group; ZDN, compared to the ZDN group.

Figure 8. 
Concentration of malondialdehyde (MDA) among the observed groups. W, Wistar rats, control group; ZDN, 
nonobese ZDF rats with diabetes mellitus type 2; ZDF, ZDF rats with obesity and diabetes mellitus type 2. 
***(P < 0.001); *(P < 0.5). W, compared to the Wistar group; ZDN, compared to the ZDN group.
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Concentration of malondialdehyde (MDA) among the observed groups. W, Wistar rats, control group; ZDN, 
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production of MDA and regression of enzymatic activity. The activity of malondial-
dehyde and caspase-3 were significantly higher, whereas the enzymatic activities of 
superoxide dismutase and glutathione peroxidase were significantly lower in the dia-
betic rats than in the control group of healthy rats. Supportive antioxidant treatment 
could help to increase the antioxidant enzymatic activity and to decrease the activity 
of malondialdehyde and caspase-3. This treatment also could reduce the apoptosis of 
germ cells. These facts support the theory about testicular oxidative damage caused 
by diabetes and subsequent protective effects of antioxidant treatment.

In our opinion the decrease of rat sperm vitality was associated with high levels 
of body fat because adipose tissue works as an individual endocrine system affect-
ing spermatogenesis and steroidogenesis. On the other hand, diabetes mellitus type 
2 affected correct mechanisms of spermatogenesis as carbohydrates are the main 
source of energy in spermatozoa.

5. Conclusion

The results of our analysis show that diabetes mellitus type 2 has a negative 
effect on the vitality of rat male reproductive cells. We may conclude that the 
disease affects sperm motility, viability, and DNA stability negatively. The disease 
increases the production of superoxide radicals and the concentration of malo-
ndialdehyde and also affects the mitochondrial activity of spermatozoa. However, 
diabetes mellitus type 2 has no effect on the acrosome integrity. At the same time, 
we observed visible differences in the experimental group of ZDF rats suffering 
from diabetes mellitus type 2 in combination with obesity in all evaluated param-
eters. However, differences were also observed in the experimental group of ZDN 
rats who developed type 2 diabetes mellitus but did not have obesity.
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Chapter 7

Drosophila melanogaster: A Robust 
Tool to Study Candidate Drug 
against Epidemic and Pandemic 
Diseases
Saikat Samadder

Abstract

Drosophila melanogaster is a widely used, dynamic model organism to study 
various pathogenic diseases observed ubiquitously in the human population. 
Drosophila, at present, is extensively used to conduct preclinical studies besides 
its counterpart rodents. The epidemic and pandemic diseases are discussed in 
this review to demonstrate Drosophila melanogaster as a key model. Epidemic and 
pandemic diseases are still claiming more than 5 million lives every year, and these 
diseases were well studied in flies. Currently there is no cure for the disease like 
HIV; the bacterial and fungal infections usually seen in HIV/AIDS patients could 
be demonstrated elaborately in Drosophila melanogaster. Diseases like myocardial 
infractions and cancer causing viral infection are long term effects of ART (anti-
retroviral therapy) that could be experimented in flies. Stable Drosophila S2 cell 
line, Transgenic flies, transfusion of bacteria and fungi could be implemented to 
study several infectious diseases and for vaccine development. The latest trends 
in understanding pathogenic diseases and its potential biochemical markers in 
flies are discussed in this review to utilize the fruit flies as a functional tool and to 
explore further it in drug development. The advantages and disadvantages of the fly 
as a model of infection are discussed along with the epidemiology and the cellular 
pathophysiology

Keywords: Drosophila melanogaster, HIV, Influenza, cholera, tuberculosis, 
pneumonia, viral diseases, epidemic and pandemic diseases

1. Introduction

1.1 Epidemic disease

The term epidemic is derived from Greek word “epi” meaning “upon” and 
“demos” meaning “people”. It refers to a communicable disease which spreads rap-
idly in a given population within a very short period of time. Any infectious disease 
existing in a region does not make it epidemic unless it causes faster mortality. A 
death rate of around 1.6 folds higher than usual death rate (baseline) caused by a 
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disease in a population within a fixed period could be considered as an epidemic 
disease. A disease lower than this fold increase, observed in a population could be 
designated as an outbreak of a disease [1].

Diseases like tuberculosis, hepatitis, yellow fever, chikungunya, ebola virus 
disease, marburg virus disease, Crimean-Congo haemorrhagic fever, rift valley 
fever, typhoid fever, Shigellosis, plague, lassa fever, West Nile fever, zika virus dis-
ease, meningitis, MERS-CoV, plague, monkeypox, nodding syndrome, nipah virus 
infection are considered as epidemic diseases as per World Health Organization [2]. 
Epidemic diseases like plague, small pox and cholera caused unsurpassed deaths in 
human population till the end of eighteenth century [3].

1.2 Pandemic disease

The term pandemic is derived from Greek word “pan” meaning “all” and 
“demos” meaning “people”. It refers to an epidemic disease which spreads among 
large population possibly across geographic locations or continents within a short 
time span [4].

Influenza, along with viral pneumonia, HIV and cholera are considered as 
pandemic disease and caused millions to die beside high rate of hospitalization and 
life threatening conditions across the globe [2]. The viral diseases like Influenza, 
cholera and HIV caused maximum deaths in the twenty-first century [3].

1.3 Vaccination

Vaccines are available for most of the epidemic and pandemic diseases [5]. 
Vaccination is the most effective prevention technique to suppress the infection in 
healthy population [6]. However, poor and conflicted regions of Asia and Africa 
are deprived of these vaccines [7]. World Health Organization plays a major role in 
epidemic preparedness in these regions and provides extended healthcare facilities 
during an epidemic outbreak [8].

1.4 Global requirement

Considering, the disease outbreak and its transmission is high in a poor 
population of developing region [9]. First line and second line antibiotics are 
the most effective medicines for infected subjects as the vaccines are ineffective 
after the infection had taken place. First line therapy includes antibiotics are the 
most commonly prescribed medicines to alleviate the infection process, often 
not responsive on several types of multi drug resistant infection [10]. Hence it 
is important to select a cost effective model to screen the first line antibiotics or 
antivirals.

1.5 Fruit fly as a model organism for drug screening

Today, we need to discover more efficacious antibiotics to fight the infectious 
diseases. Drosophila melanogaster could be a useful model organism to study the 
infection process and to screen an efficient drug. Due to its shorter lifespan and vast 
genetic similarity towards vertebrates allows conducting the drug screening experi-
ments. It is reviewed here that Drosophila melanogaster was already been used to 
study infections caused by pandemic and epidemic diseases. But how to utilize the 
fruit flies to study different infectious disease and techniques to screen a potential 
drug candidate were not well reviewed.

109

Drosophila melanogaster: A Robust Tool to Study Candidate Drug against Epidemic…
DOI: http://dx.doi.org/10.5772/intechopen.90073

2. Epidemiology of infectious diseases

2.1 Lower respiratory tract infection epidemiology

As per World Health Organization lower respiratory tract infections are caused 
mainly by influenza, pneumococcal pneumonia and viral pneumonia are respon-
sible for 3 million deaths [11]. The WHO reported in 2018, 3–5 million cases of 
Influenza with 290,000–650,000 death cases annually [12]. As per the Global 
Disease burden (GDB) study report of 2015 there were around 1.5 million deaths 
in all age groups caused due to pneumococcal pneumonia [13]. SARS (Corona 
virus) causes viral pneumonia; it is epidemic to more than 30 countries with 8000 
reported cases and 774 deaths during the year 2002–2003. MERS is a viral pneu-
monia causing infections in 688 persons and 282 deaths reported by WHO in 20 
countries during 2012 [14].

2.2 Influenza

Influenza originates from Orthomyxoviridae family it can be differentiated into 
three types Influenza pandemic caused by Influenza A/B virus, seasonal Influenza 
and avian influenza (H5N1) [15]. Influenza virus causes upper respiratory tract 
infection often found to cause lower respiratory tract infection in association with 
bacterial co-invasion. The seasonal influenza leads to maximum hospitalization 
resulting fatality in infants during the seasonal outbreak [16].

2.3 Pneumonia and viral pneumonia

Pneumonia is caused due to several communicable infections usually known 
as community acquired pneumonia (CAP), often seen in hospitalized patients. 
Pneumonia can be caused by bacteria like Streptococcus pneumoniae, Haemophilus 
influenzae type b (Hib), and Chlamydia pneumoniae, Staphylococcus aureus, Klebsiella 
pneumonia and Mycoplasma pneumonia. Viruses like syncytial virus, adenovirus, 
rhinovirus, metapneumovirus, Influenza A/B viruses, Coronaviruses, parain-
fluenza virus including MERS and SARS causes viral pneumonia [17]. The viral 
pneumonia is the influenza often associated with bacterial infection thereby caus-
ing fatality better known as superinfection [18].

2.4 Tuberculosis

Tuberculosis is caused by Mycobacterium tuberculosis, a gram negative faculta-
tive anaerobic bacteria. In 2017 around 10 million people were infected with 
tuberculosis causing mycobacterium killing 1.6 million peoples across the world 
[19]. The current estimate of tuberculosis is not significantly different from the 
2015 WHO report [20].

2.5 HIV

Currently HIV is the most fatal disease observed in human population across the 
globe. It caused maximum number of deaths around the world in the last 3 decades. 
As per the latest WHO report of 2019, HIV/AIDS have claimed more than 35 million 
deaths till date. Currently 36.9 million (31.1–43.9 million) peoples are living with 
HIV as of 2017 [21]. Although the rate of infection has decreased in the recent years, 
still HIV remains a global burden on world economy.
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2.6 Diarrhoeal disease

2.6.1 Cholera

The term “cholera” was derived from Sanskrit meaning “stomach disturbance” 
[22]. Since, early 1800 century cholera outbreak turned out to be pandemic and caused 
millions to die, altogether six different pandemics took place the seventh started in the 
year 1961 and is still ongoing [23, 24]. In 2019 WHO report suggests 1.3 million to 4.0 
million cases of cholera with an estimated 21,000–143,000 deaths worldwide [25].

2.7 Hepatitis

Viral hepatitis is one of the most life threatening disease, it causes death to 1.4 
million peoples across the globe reported in 2018 [26]. Globally around 260 million 
peoples are infected with HBV and 71 million with HCV infections are reported 
causing 90% of deaths among viral hepatitis patients [27]. The HBV and HCV has 
the highest prevalence rate in the global population at present, hepatitis viruses 
like HAV, HAD and HEV are endemic in many countries [26]. Currently there is no 
vaccine available for HCV till date.

2.8 Typhoid

The term Typhoid was coined from the Greek word “typhus” which means 
“Smoky” was used to relate the delirium symptom often associated with typhoid fever 
[28]. Typhoid fever is caused by gram-negative bacteria known as Salmonella enterica 
serovar typhi. Around 11–21 million cases of typhoid fever outbreak are reported annu-
ally, among that it causes death of 128,000–161,000 individuals worldwide [29].

2.9 Malaria

Malaria fever is a severe parasitic disease caused by Plasmodium falciparum and 
Plasmodium vivax transmits through female Anopheles gambiae mosquitoes. In the 
year 2017 219 million cases were noted by World Health Organization, this seasonal 
outbreak of malaria in 87 countries led to 435,000 deaths [30].

2.10 Viral meningitis, viral encephalitis and hemorrhagic fever viruses

Viruses like herpes simplex virus HSV, HIV, mumps virus, measles virus and 
west Nile virus causes meningitis which causes frequent outbreaks in some regions 
[31]. Japanese encephalitis virus along with genus Alphavirus Togaviridae fam-
ily viruses are arbovirus (arthropod borne virus) like California encephalitis, 
Chikungunya, dengue, Eastern equine encephalitis, Powassan, St. Louis encepha-
litis, Sindbis virus, West Nile, Yellow Fever and Zika virus are capable of causing 
encephalitis in humans [32, 33]. The viruses capable of causing hemorrhagic fever 
are dengue virus, rift valley virus, yellow virus, Crimean-Congo Hemorrhagic 
Fever, Lassa virus, Marburg virus and Ebola virus are epidemic diseases [34].

3. Drosophila model to study highly infectious diseases

There are at present several bacterial, fungal and viral models of infection 
which were successfully demonstrated to infect flies and used it to understand 
drug efficacy. Drosophila model of infectious disease could be very low cost model 
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to study drug efficacy in-vivo; it could help to save lives by saving time during an 
epidemic outbreak. Understanding the disease pathogenesis in humans and draw-
ing out a similar model in Drosophila melanogaster would suggest the target genes 
and proteins responsible for the underlying disease [35].

In the recent past several research works has been conducted to understand 
the immune system of Drosophila melanogaster. At present the immune system of 
Drosophila is a well-studied model to study infectious disease [35]. Adult flies have 
brain, heart, lung (spiracle), liver (fat body), kidney (renal tubule), GI tract (gut/
crop), ovary/testis and versatile circulatory system (hemocyte) [36]. Apart from 
physiological resemblance Drosophila has 75% genetical similarity with human 
disease genes, due to this fact genetically tractable model could be generated to 
what extent is discussed here [35].

4. Host-pathogen interaction

Drosophila melanogaster has a well-built immune system to withstand pathogenic 
incursion, comprising of cellular, humoral and innate immunity in an effective 
but in simpler form than humans [37]. However, due to evolutionarily conserved 
immune pathways found in vertebrates and invertebrates, several components of 
fly immune system are homologous to humans [38]. The immune activation in flies 
against pathogens involves processes like recognition, coagulation, melanisation, 
phagocytosis, apoptosis, regulation of iron metabolism, synthesis of antimicrobial 
peptides and production of reactive oxygen species [39].

The bacterial and fungal infection leads to the activation of dToll, Imd, Eiger 
(TNF family homolog) and insulin like receptors (FOXO) in Drosophila. The 
drosophila toll and Imd (immune deficiency) pathways function as innate immu-
nity. Toll receptors in flies play an important part during viral, fungal and bacte-
rial infection. The patterns recognition receptors (PRRs) initiate the signal in fly 
immune system depending on the type of pathogen upon interaction [40]. Gram 
positive and gram negative bacterial infection activates peptidoglycan recognition 
protein SA (PGRP-SA) and Gram-negative binding protein 1 (GNBP1) respectively. 
PGRP-SA causes proteolytic cleavage of Spatzle upon stimulation of dToll, it medi-
ates downstream signalling of dMyD88, Tube, Pelle, and DIF (dorsalrelated immu-
nity factor) the NF-kB homolog. Imd an intracellular signalling protein located 
close to the transmembrane PGRP-LE and PGRP-LC proteins, activates Relish 
protein to trigger autophagy and phagocytosis through ImD regulated genes by 
rendering cellular immunity against gram negative bacteria [41]. Toll activates the 
nuclear factor DIF and it promotes humoral immunity in the fat body by produc-
ing varieties of anti-microbial peptides AMPs like attacin, cecropin, drosomycin, 
defensin, metchnikowin, diptericin and drosocin [42].

The fungal pathogen was found to be recognized by GNBP3 along with PGRPSA 
and GNBP1 it activates the drosophila toll receptors [43]. The Drosophila toll-5 (Tehao) 
and toll-9 plays major role during fungal infection by inducing Drosomycin gene [44].

During the preliminary stage of viral infection Drosophila toll receptor homolog 
of human TLR, Imd (TNF-alpha), Domeless (Jak–STAT), and RNAi plays a major 
role against viral infection these are components of innate immune system [45]. 
Similar to humans the viral glycoproteins are recognized by toll receptors like toll-4, 
while toll-7 dependent autophagy observed during viral infection in flies [42, 46]. 
Jak–STAT and Imd together mediates effective immunity against viral attack in flies 
[47]. The domeless-hop-stat2 pathway stimulated by upd1/2/3 activates Jak–STAT 
regulated genes responsible for controlling viral load; it is homologous to mam-
malian Jak–STAT pathway [48]. The Drosophila P53 and dP38 mediates apoptosis in 
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west Nile virus causes meningitis which causes frequent outbreaks in some regions 
[31]. Japanese encephalitis virus along with genus Alphavirus Togaviridae fam-
ily viruses are arbovirus (arthropod borne virus) like California encephalitis, 
Chikungunya, dengue, Eastern equine encephalitis, Powassan, St. Louis encepha-
litis, Sindbis virus, West Nile, Yellow Fever and Zika virus are capable of causing 
encephalitis in humans [32, 33]. The viruses capable of causing hemorrhagic fever 
are dengue virus, rift valley virus, yellow virus, Crimean-Congo Hemorrhagic 
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3. Drosophila model to study highly infectious diseases

There are at present several bacterial, fungal and viral models of infection 
which were successfully demonstrated to infect flies and used it to understand 
drug efficacy. Drosophila model of infectious disease could be very low cost model 
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to study drug efficacy in-vivo; it could help to save lives by saving time during an 
epidemic outbreak. Understanding the disease pathogenesis in humans and draw-
ing out a similar model in Drosophila melanogaster would suggest the target genes 
and proteins responsible for the underlying disease [35].

In the recent past several research works has been conducted to understand 
the immune system of Drosophila melanogaster. At present the immune system of 
Drosophila is a well-studied model to study infectious disease [35]. Adult flies have 
brain, heart, lung (spiracle), liver (fat body), kidney (renal tubule), GI tract (gut/
crop), ovary/testis and versatile circulatory system (hemocyte) [36]. Apart from 
physiological resemblance Drosophila has 75% genetical similarity with human 
disease genes, due to this fact genetically tractable model could be generated to 
what extent is discussed here [35].

4. Host-pathogen interaction

Drosophila melanogaster has a well-built immune system to withstand pathogenic 
incursion, comprising of cellular, humoral and innate immunity in an effective 
but in simpler form than humans [37]. However, due to evolutionarily conserved 
immune pathways found in vertebrates and invertebrates, several components of 
fly immune system are homologous to humans [38]. The immune activation in flies 
against pathogens involves processes like recognition, coagulation, melanisation, 
phagocytosis, apoptosis, regulation of iron metabolism, synthesis of antimicrobial 
peptides and production of reactive oxygen species [39].

The bacterial and fungal infection leads to the activation of dToll, Imd, Eiger 
(TNF family homolog) and insulin like receptors (FOXO) in Drosophila. The 
drosophila toll and Imd (immune deficiency) pathways function as innate immu-
nity. Toll receptors in flies play an important part during viral, fungal and bacte-
rial infection. The patterns recognition receptors (PRRs) initiate the signal in fly 
immune system depending on the type of pathogen upon interaction [40]. Gram 
positive and gram negative bacterial infection activates peptidoglycan recognition 
protein SA (PGRP-SA) and Gram-negative binding protein 1 (GNBP1) respectively. 
PGRP-SA causes proteolytic cleavage of Spatzle upon stimulation of dToll, it medi-
ates downstream signalling of dMyD88, Tube, Pelle, and DIF (dorsalrelated immu-
nity factor) the NF-kB homolog. Imd an intracellular signalling protein located 
close to the transmembrane PGRP-LE and PGRP-LC proteins, activates Relish 
protein to trigger autophagy and phagocytosis through ImD regulated genes by 
rendering cellular immunity against gram negative bacteria [41]. Toll activates the 
nuclear factor DIF and it promotes humoral immunity in the fat body by produc-
ing varieties of anti-microbial peptides AMPs like attacin, cecropin, drosomycin, 
defensin, metchnikowin, diptericin and drosocin [42].

The fungal pathogen was found to be recognized by GNBP3 along with PGRPSA 
and GNBP1 it activates the drosophila toll receptors [43]. The Drosophila toll-5 (Tehao) 
and toll-9 plays major role during fungal infection by inducing Drosomycin gene [44].

During the preliminary stage of viral infection Drosophila toll receptor homolog 
of human TLR, Imd (TNF-alpha), Domeless (Jak–STAT), and RNAi plays a major 
role against viral infection these are components of innate immune system [45]. 
Similar to humans the viral glycoproteins are recognized by toll receptors like toll-4, 
while toll-7 dependent autophagy observed during viral infection in flies [42, 46]. 
Jak–STAT and Imd together mediates effective immunity against viral attack in flies 
[47]. The domeless-hop-stat2 pathway stimulated by upd1/2/3 activates Jak–STAT 
regulated genes responsible for controlling viral load; it is homologous to mam-
malian Jak–STAT pathway [48]. The Drosophila P53 and dP38 mediates apoptosis in 
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flies upon stress response generated due to DNA damage, P53 mediated apoptotic 
genes are regulated by Jak–STAT-MAPK [49]. The dP38 stimulation in flies trig-
gers Unpraired gene (upd protein) a mammalian IL-6 homolog further activates 
Jak–STAT-Turandots pathway which increases tolerance towards the viral invasion 
[50]. The intrinsic to cell the Dicer2 a viral sensor protein mediates silencing through 
RNA-induced silencing complex (RISC) dependent RNAi production which inhibits 
viral components transcription and vago gene activation finally controls viral growth 
[51, 52]. The anti-viral RNAi are transported from one cell to another through 
canonical nano-tubes structures [53]. dERK pathway regulates viral infection of 
flies gut epithelial infection during orally challenge of arbovirus, Sindbis virus and 
vesicular stomatitis virus [54]. Despite of dynamic immune response against the 
viral infection viruses like Nora virus, Sigma virus (DmelSV), Drosophila C virus 
(DCV), and Drosophila X virus (DXV) can cause fatality in flies [55].

5. Markers of infectious diseases

In the recent decades extensive research has been conducted to understand the 
regulation of immune system in Drosophila melanogaster. Using techniques like 
genome wide screens, Drosophila S2 cell line in-vitro models and tissue specific loss 
of function mutation in transgenic GAL4/UAS fly allows studying selective path-
ways of immune response [56]. Up-regulation of antimicrobial peptides (AMP) in 
flies during bacterial and fungal infection was frequently observed, these six AMP 
genes expression level could be analyzed in flies [42, 57]. ROS level in flies trigger 
several pathways responsible for tolerance (cell survival) and apoptosis (cell death) 
could be assayed in virally infected flies [49, 50]. Rescue of diseased transgenic flies 
upon feeding of desired drug could reveal drug efficacy [56]. Survival of flies would 
further reveal the effect of drugs during an ongoing pathogenesis [58].

6. Behavioral and physiological characterization of infected flies

6.1 Negative geotaxis assay

Negative geotaxis assay serves the purpose to manifest ongoing pathogenesis 
inside the live model. It was demonstrated previously that infected flies display 
significantly lesser motility than healthy flies when exposed under bright light. 
It could be considered as an important parameter to explain drug efficacy while 
screening anti-microbial drugs in flies [59].

6.2 Circadian rhythm

Circadian rhythm in flies was studied, the genes timeless or period controls the 
circadian rhythm of activity-sleep cycle during day-night respectively. It has been 
observed that infected flies exhibit interrupted circadian control of locomotion 
thus flies with this deficit shows restlessness at the same time gets lesser sleep than 
normal flies. The behavioral changes could also be studied in infected flies beside 
the control/uninfected flies [60].

6.3 Wasting

Wasting is commonly seen physiological changes associated with prolonged 
diseased condition in humans. Wasting is a common symptom in HIV/AIDS, 
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tuberculosis and cholera patients. Similarly rapid loss in weight could be seen in 
infected flies prior to its death [61, 62].

7. Factors contributing to suitable infection model

It was previously reported that in order to replicate the outcome of future stud-
ies it is important to optimize the lethal dosage selection and the route of inoculum 
[63]. It is suggested that the selection of microbial strain and gender of flies are two 
important factors which could potentially impact the findings of future research.

7.1 Route of inoculum

There are two prime techniques for inducing infection in flies, primarily by 
feeding the flies with the microbes secondly by pricking micro needles dipped in 
bacterial liquid (inoculum) into fly’s abdomen or thorax [62, 63]. Flies could be 
pricked in the abdomen with micro-needle dipped in the microbial solution, known 
amount can be useful in pharmacodynamic as well as pharmacokinetic studies [64].

7.2 Flies gender selection

Selecting gender should be considered strictly, few studies do not prefer to 
report the reason behind choosing the gender male/female type. In a study with 
Vibrio cholera infection narrated that female flies survived approximately 24 h 
longer than male flies [65].

8. In-vivo models for epidemic and pandemic diseases

The existing models using live bacterial infusion, feeding fungal strains and 
transgenic flies expressing viral proteins. Under immuno-suppressed condition 
would serve multiple purposes like studying host pathogen interaction and con-
ducting preclinical trials [62, 66].

8.1 HIV models

Since human viruses do not usually invade insects the use of Drosophila mela-
nogaster as a model organism is critical and currently in less usage [67]. In order to 
establish an HIV model for drug screening in Drosophila melanogaster it is important 
to understand the structural components of human immunodeficiency virus 
(HIV). The envelope components are comprised of Gp120 and Gp41 encoded by 
env sequence, pol-Gag RNA material encodes for Matrix, capcid, nuclear capsid, p6, 
Protease, reverse transcriptase, and Integrase), Vif, Vpr, Nef, vpu, tat, and Rev [68]. 
Transfection of Tat (transcription activator), Vpu (helps virion budding), Nef 
(regulator of structural gene expression) and Rev. (Nuclear export protein) in flies 
(in-vitro/in-vivo) were previously shown, these transfection models could be use-
ful due to the fact that there is no marketed drug to target these viral proteins [69].

The incapacity of Drosophila S2 cells is only associated with the expression of 
HIV-1 envelope proteins. It is possible to express gycosylated and cleaved Gp120 in 
S2 cells but fusion with CD4+ receptors of T-helper cells could not be achieved in 
the model expression system [70]. In another study the expression of Gp120 in dro-
sophila was carried out in S2 cell line, the antigen Gp-120 did not exhibited T-helper 
cell mediated humoral immune system activation and IgG antibody generation, 
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flies upon stress response generated due to DNA damage, P53 mediated apoptotic 
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flies during bacterial and fungal infection was frequently observed, these six AMP 
genes expression level could be analyzed in flies [42, 57]. ROS level in flies trigger 
several pathways responsible for tolerance (cell survival) and apoptosis (cell death) 
could be assayed in virally infected flies [49, 50]. Rescue of diseased transgenic flies 
upon feeding of desired drug could reveal drug efficacy [56]. Survival of flies would 
further reveal the effect of drugs during an ongoing pathogenesis [58].

6. Behavioral and physiological characterization of infected flies

6.1 Negative geotaxis assay

Negative geotaxis assay serves the purpose to manifest ongoing pathogenesis 
inside the live model. It was demonstrated previously that infected flies display 
significantly lesser motility than healthy flies when exposed under bright light. 
It could be considered as an important parameter to explain drug efficacy while 
screening anti-microbial drugs in flies [59].

6.2 Circadian rhythm

Circadian rhythm in flies was studied, the genes timeless or period controls the 
circadian rhythm of activity-sleep cycle during day-night respectively. It has been 
observed that infected flies exhibit interrupted circadian control of locomotion 
thus flies with this deficit shows restlessness at the same time gets lesser sleep than 
normal flies. The behavioral changes could also be studied in infected flies beside 
the control/uninfected flies [60].

6.3 Wasting

Wasting is commonly seen physiological changes associated with prolonged 
diseased condition in humans. Wasting is a common symptom in HIV/AIDS, 
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tuberculosis and cholera patients. Similarly rapid loss in weight could be seen in 
infected flies prior to its death [61, 62].

7. Factors contributing to suitable infection model

It was previously reported that in order to replicate the outcome of future stud-
ies it is important to optimize the lethal dosage selection and the route of inoculum 
[63]. It is suggested that the selection of microbial strain and gender of flies are two 
important factors which could potentially impact the findings of future research.

7.1 Route of inoculum

There are two prime techniques for inducing infection in flies, primarily by 
feeding the flies with the microbes secondly by pricking micro needles dipped in 
bacterial liquid (inoculum) into fly’s abdomen or thorax [62, 63]. Flies could be 
pricked in the abdomen with micro-needle dipped in the microbial solution, known 
amount can be useful in pharmacodynamic as well as pharmacokinetic studies [64].

7.2 Flies gender selection

Selecting gender should be considered strictly, few studies do not prefer to 
report the reason behind choosing the gender male/female type. In a study with 
Vibrio cholera infection narrated that female flies survived approximately 24 h 
longer than male flies [65].

8. In-vivo models for epidemic and pandemic diseases

The existing models using live bacterial infusion, feeding fungal strains and 
transgenic flies expressing viral proteins. Under immuno-suppressed condition 
would serve multiple purposes like studying host pathogen interaction and con-
ducting preclinical trials [62, 66].

8.1 HIV models

Since human viruses do not usually invade insects the use of Drosophila mela-
nogaster as a model organism is critical and currently in less usage [67]. In order to 
establish an HIV model for drug screening in Drosophila melanogaster it is important 
to understand the structural components of human immunodeficiency virus 
(HIV). The envelope components are comprised of Gp120 and Gp41 encoded by 
env sequence, pol-Gag RNA material encodes for Matrix, capcid, nuclear capsid, p6, 
Protease, reverse transcriptase, and Integrase), Vif, Vpr, Nef, vpu, tat, and Rev [68]. 
Transfection of Tat (transcription activator), Vpu (helps virion budding), Nef 
(regulator of structural gene expression) and Rev. (Nuclear export protein) in flies 
(in-vitro/in-vivo) were previously shown, these transfection models could be use-
ful due to the fact that there is no marketed drug to target these viral proteins [69].

The incapacity of Drosophila S2 cells is only associated with the expression of 
HIV-1 envelope proteins. It is possible to express gycosylated and cleaved Gp120 in 
S2 cells but fusion with CD4+ receptors of T-helper cells could not be achieved in 
the model expression system [70]. In another study the expression of Gp120 in dro-
sophila was carried out in S2 cell line, the antigen Gp-120 did not exhibited T-helper 
cell mediated humoral immune system activation and IgG antibody generation, 
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when introduced in mice [71]. Due to this usual challenge in a different study they 
expressed HIV-1 virus like proteins in Drosophila S2 cells [72].

The nef transgenic flies exhibited JNK mediated apoptosis further nef inhibits 
NF-kB necessary for Relish gene activation similarly decreased immune response is 
common in AIDS patients [73]. In a study transfected viral protein Vpu was shown 
to cause immune suppression in fat body of flies via toll dependent pathway, in 
wings the Vpu expression caused apoptosis and hindered wing development, in 
mammals Vpu is known for causing T-cell lymphocyte death in infected patients 
[74, 75]. Active microbial invasion in nef flies should be further confirmed before 
targeting with potent anti-nef drug candidate. The Rev transfected S2 cells revealed 
that expression of Rev. protein directed the translocation of viral mRNA sequence 
into the cytoplasm, blocked by leptomycin B a secondary metabolite of Streptomyces 
species [76]. Leptomycin B remained unapproved in clinical trials due to high toxic-
ity in cancer patients [77]. The ART drugs like zidovudine, lamivudine, stavudine, 
didanosine and abacavir were introduced in D. melanogaster to study genotoxicity 
profile [78, 79]. In Drosophila oocytes Tat a nuclear shuttling protein, displayed 
interaction with tubulin causing dorso-ventral axis mislocalization resulting in 
delayed microtubule polymerization, similarly tubulin dysfunction causes neuro-
logical symptoms observed in HIV+ individuals [80]. The transfected viral proteins 
in live Drosophila could be used to target drug in a thoughtfully designed model.

Cryptococcosis, Candidiasis and Aspergillosis are common types of fungal 
infections observed as clinical challenge in HIV-positive patients [81]. Under immu-
nosuppressed condition the invasion of fungi in flies causes fatality. In Drosophila 
fungal infection could be difficult to achieve as the innate immune system mediates 
anti-fungal peptide production by haemocyte causing decrease of fungal load and 
increases fly survival rate [82]. Hence Toll mutant flies were generated and used to 
induce fungal infection.

Fluconazole and voriconazole showed anti-fungal activity against Candida 
albicans and Aspergilus fumigatus respectively in flies [64, 83]. Among Cryptococcus 
species only Cryptococcus neoformans is capable of killing flies with mutated toll 
receptors in drosophila, susceptible to infection acquired from Cryptococcus species 
like Cryptococcus kuetzingii or Cryptococcus laurentii [83]. Although, the toll mutant 
flies do not demonstrate an HIV model, it is used to induce fungal infection which 
can serve as a model for fungal infection in Drosophila for drug screening purpose.

In order to study HPV and EBV there are two model systems to study the effect 
in flies. In the study with HPV co-expression of viral oncoprotein E6 and human 
UBE3A did not resulted in tumorigenesis requires Ras or Notch pathway in flies, 
E6-UBE3A requires insulin receptors for cancer to develop [84]. Upon introducing 
the BZLF1 gene of EBV led to interaction with shaven gene in flies a homolog of 
pax gene family of humans responsible for B-cell development [85]. Expression of 
BRLF1 and BZLF1 genes using GMR-R model in Drosophila showed BRLF1 caused 
overproliferation of cells in flies whereas, BZLF1 resulted in interaction with several 
tumor suppressor genes and both viral genes showed interactions with core tumor 
suppressor genes like reaper, p53, Rab5, and Tor [86]. EVB DNA injection in flies 
caused Imd mediated pathway to increase diptericin production at the same time 
hemocyte proliferation and remarkable increase in numbers of hemocyte cells [87]. 
Human cytomegalovirus derived immediate early gene transfection in flies resulted 
in embryonic lethality similar to humans [88].

8.2 Influenza infection models

Influenza virus like most other viruses fails to infect the Drosophila melanogaster. 
To construct a suitable model for drug screening was also an important aspect due 

115

Drosophila melanogaster: A Robust Tool to Study Candidate Drug against Epidemic…
DOI: http://dx.doi.org/10.5772/intechopen.90073

to high mortality rate caused by flu virus. The influenza virus coat protein consists 
of hemagglutinin (HA) and neuraminidase (NA). Matrix protein 2 (M2) plays 
a vital role in maintaining the pH level through proton transport enabling viral 
uncoating. Expression of M2 protein in flies is achieved through insertion of M2 
cDNA sequence in upstream activation sequence (UAS) of pCaSpeR3 p-element 
insertion vector gave rise to UAS-M2 flies. The crossover between UAS-M2 and 
C135-Gal4 flies resulted in death at the pupal stage. Therefore the larvae were 
exposed and not the adult flies to anti-influenza drug amantidine which is a M2 
antagonist. Amantadine and several other drugs of its class are not capable of acting 
against the flu virus due to varying viral strain types. Moving further the flu-fly 
model of UAS-M2 could be used to study potential anti-influenza drug [56].

8.3 Pneumococcal pneumonia models

There are several pneumococcal pneumonia infection model studied in drosoph-
ila using Streptococcus pneumoniae, Staphylococcus aureus, Pseudomonas aeruginosa and 
Klebsiella pneumonia. The biofilm formation is widely observed during Streptococcus 
pneumoniae infection in humans [89]. The nasopharyngeal tract is colonized pri-
marily by these gram positive rods bacteria prior to infecting the lower respiratory 
tract. Similarly the Pseudomonas aeruginosa exhibit the biofilm formation during 
nasocomial infection in humans, a common culprit causing community acquired 
pneumonia hospitalized in patients [57, 90]. Pseudomonas aeruginosa was shown to 
infect Drosophila melanogaster causing its gut epithelium inflammation [57].

Staphylococcus aureus causes osteomyelitis, endocarditis, septicaemia and 
pneumoniae in humans, it can be selected for mimicking pneumoniae infection in 
Drosophila [91]. Staphylococcus aureus caused rapid death of flies within 48 h due to 
inoculation of high lethal dosage, extended survival seen upon exposure to antibi-
otic (tetracycline) [92]. The teichoic acid of peptidoglycan layer in Staphylococcus 
aureus was found to suppress the toll receptors of flies similar to Streptococcus 
pneumoniae toxins autolysin and pneumolysin interacts with toll receptors of 
macrophages in human [93–95]. Klebsiella pneumonia the gram positive bacteria are 
capable of killing drosophila at higher dose [96]. Streptococcus pneumoniae causes 
the maximum deaths in human causing pneumoniae which could be used as a suit-
able model for antibiotic screening in Drosophila melanogaster.

8.4 Tuberculosis models

There are at present two bacterial models for studying mycobacterium infection in 
flies, induced by Mycobacterium marinum and Mycobacterium abscessus. Mycobacterium 
marinum is a non spore forming, non motile, gram positive acid-fast bacillus, which is 
genetically 99.3% similar to Mycobacterium tuberculosis [97, 98]. Vacuole acidification 
is inhibited by M. marinum in drosophila phagocytic cells has been previously identi-
fied to be similar with tuberculosis pathogenesis in humans [99, 100]. Tigecycline plus 
linezolid was shown to have extended fly survival during the Mycobacterium absces-
sus infection. Rifampicin a very potential wide range antibiotics effective to inhibit 
multi drug resistance tuberculosis (MDRTb), it showed antimycobacterial efficacy in 
Drosophila infected with Mycobacterium marinum [101]. Any potential drug candidate 
capable of anti-mycobacterial activity can be studied in these models.

8.5 Cholera models

The bacteria Vibrio cholerae is a gram-negative and motile bacterium causes 
diarrheal disease in human. The pathogenesis of Vibrio cholera infection in humans 
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when introduced in mice [71]. Due to this usual challenge in a different study they 
expressed HIV-1 virus like proteins in Drosophila S2 cells [72].
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Human cytomegalovirus derived immediate early gene transfection in flies resulted 
in embryonic lethality similar to humans [88].

8.2 Influenza infection models

Influenza virus like most other viruses fails to infect the Drosophila melanogaster. 
To construct a suitable model for drug screening was also an important aspect due 

115

Drosophila melanogaster: A Robust Tool to Study Candidate Drug against Epidemic…
DOI: http://dx.doi.org/10.5772/intechopen.90073

to high mortality rate caused by flu virus. The influenza virus coat protein consists 
of hemagglutinin (HA) and neuraminidase (NA). Matrix protein 2 (M2) plays 
a vital role in maintaining the pH level through proton transport enabling viral 
uncoating. Expression of M2 protein in flies is achieved through insertion of M2 
cDNA sequence in upstream activation sequence (UAS) of pCaSpeR3 p-element 
insertion vector gave rise to UAS-M2 flies. The crossover between UAS-M2 and 
C135-Gal4 flies resulted in death at the pupal stage. Therefore the larvae were 
exposed and not the adult flies to anti-influenza drug amantidine which is a M2 
antagonist. Amantadine and several other drugs of its class are not capable of acting 
against the flu virus due to varying viral strain types. Moving further the flu-fly 
model of UAS-M2 could be used to study potential anti-influenza drug [56].

8.3 Pneumococcal pneumonia models

There are several pneumococcal pneumonia infection model studied in drosoph-
ila using Streptococcus pneumoniae, Staphylococcus aureus, Pseudomonas aeruginosa and 
Klebsiella pneumonia. The biofilm formation is widely observed during Streptococcus 
pneumoniae infection in humans [89]. The nasopharyngeal tract is colonized pri-
marily by these gram positive rods bacteria prior to infecting the lower respiratory 
tract. Similarly the Pseudomonas aeruginosa exhibit the biofilm formation during 
nasocomial infection in humans, a common culprit causing community acquired 
pneumonia hospitalized in patients [57, 90]. Pseudomonas aeruginosa was shown to 
infect Drosophila melanogaster causing its gut epithelium inflammation [57].

Staphylococcus aureus causes osteomyelitis, endocarditis, septicaemia and 
pneumoniae in humans, it can be selected for mimicking pneumoniae infection in 
Drosophila [91]. Staphylococcus aureus caused rapid death of flies within 48 h due to 
inoculation of high lethal dosage, extended survival seen upon exposure to antibi-
otic (tetracycline) [92]. The teichoic acid of peptidoglycan layer in Staphylococcus 
aureus was found to suppress the toll receptors of flies similar to Streptococcus 
pneumoniae toxins autolysin and pneumolysin interacts with toll receptors of 
macrophages in human [93–95]. Klebsiella pneumonia the gram positive bacteria are 
capable of killing drosophila at higher dose [96]. Streptococcus pneumoniae causes 
the maximum deaths in human causing pneumoniae which could be used as a suit-
able model for antibiotic screening in Drosophila melanogaster.

8.4 Tuberculosis models

There are at present two bacterial models for studying mycobacterium infection in 
flies, induced by Mycobacterium marinum and Mycobacterium abscessus. Mycobacterium 
marinum is a non spore forming, non motile, gram positive acid-fast bacillus, which is 
genetically 99.3% similar to Mycobacterium tuberculosis [97, 98]. Vacuole acidification 
is inhibited by M. marinum in drosophila phagocytic cells has been previously identi-
fied to be similar with tuberculosis pathogenesis in humans [99, 100]. Tigecycline plus 
linezolid was shown to have extended fly survival during the Mycobacterium absces-
sus infection. Rifampicin a very potential wide range antibiotics effective to inhibit 
multi drug resistance tuberculosis (MDRTb), it showed antimycobacterial efficacy in 
Drosophila infected with Mycobacterium marinum [101]. Any potential drug candidate 
capable of anti-mycobacterial activity can be studied in these models.

8.5 Cholera models

The bacteria Vibrio cholerae is a gram-negative and motile bacterium causes 
diarrheal disease in human. The pathogenesis of Vibrio cholera infection in humans 
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was previously reported to be symbolized as comparable disease progression in 
Drosophila melanogaster. Ingestion of cholera bacterium results in lethal infection 
induced by the toxins in the intestinal cells of the flies. The toxins ingestion could 
not cause equivalent lethal effect on flies was explained previously. The V. cholera 
infection results in inhibition of adenylyl cyclase, Gsα, or the Gardos K+ channel 
causing death due to oral ingestion in flies. Clotrimazole a Potassium Calcium-
Activated Channel Subfamily N Member 4 (KCNN4) inhibitor exposure increased 
flies susceptibility to V. cholera infection [61]. Quorum sensing is the ability to 
detect and to respond to a specific density of cell population through gene regula-
tion [102]. Drosophila melanogaster initiates quorum sensing during vibrio cholera 
infection by suppressing succinate (substrate of KEBS cycle) uptake in flies intes-
tine, limiting the wasting process [62]. Quorum sensing enables the bacterium to 
remain sessile in the flies gut and Vibrio polysaccharide (VPS) gene expression was 
shown to have increased during V. cholera infection of flies [103].

9. Importance of in-vitro model infection in Drosophila

The Drosophila S2 cells were first discovered by I. Schneider in 1972 [104]. 
S2 cells are derived from primary cell culture of late phase embryo of Drosophila 
melanogaster. S2 cells are macrophage like cells potentially grows in serum free 
medium as non-adherent suspension. S2 cells can express variety of heterologous 
proteins, upto 12 proteins could be co-expressed at a time in highly controlled 
manner, doubling at a rate equivalent to any cell lines derived from human cancer-
ous cell line [105]. These cells do not form coherent clusters with no noisy gene 
expression profiles by maintaining uniformity during expression and chromo-
somal aneuploidy gets compensated during expression self adjusted to one gene 
copy number per cell unlike cancerous lineage [106]. These viable and potent 
cellular characteristics of S2 cell allows to be chosen for vaccine development, large 
scale enzyme as well as hormones production similar to Chinese hamster ovary 
CHO cell lines [104, 107]. The post translational glycosylation process is often not 
achievable in S2 cells making it disadvantageous [105]. The viral infections models 
are slow in inducing fatality in immuno-suppressed mutant flies, 50% death occurs 
after around 18–30 days post infection in live model [44, 108]. Therefore, S2 cell 
line model could requite certain challenges usually observed during in-vivo infec-
tion models.

10. In-vitro model of epidemic and pandemic infectious disease

Using drosophila S2 cell model a study showed that intercellular Mycobacterium 
smegmatis growth inside the host phagosomes is restricted by Rab7, CG8743, and 
the ESCRT factors [109]. Cryptococcus neoformans a fungi responsible for menin-
goencephalitis infection, S2 cells infected by this fungus up-regulates autophagy 
initiating proteins like Atg2a, Atg5 and Atg9a beside lysosomal markers like 
LAMP-1 and cathepsin D [110]. The hepatitis B virus surface antigen (HBsAg) 
coded by S gene was transfected in S2 cell line gave rise to no variation in expressed 
protein suggesting S2 cells useful for expression system [111]. The Plasmodium 
falciparum reticulocyte-binding protein homolog 5 (PfRH5) was expressed in S2 
cells of Drosophila to produce non-glycosylated variants capable of binding to its 
receptor in rabbits resulted in IgG production against PfRH5 protein [112]. Highly 
potential vaccine VAR2CSA against malaria was successfully produced in S2 cells of 
Drosophila melanogaster [113].
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11.  Viral meningitis, encephalitis and hemorrhagic fever S2 cell line 
model

Herpes simplex virus was studied in Drosophila S2 cells where transfection of 
two viral proteins PILRα and gB responsible for binding to mammalian cells were 
expressed found to be poorly glycosylated [114]. The RNAi pathway was indulged 
by host cells to inhibit the Dengue virus (Flavivirus family) infection, by knocking 
down Argonaute (Ago1/2) and Dicer (Dcr1/2) showed sustained viral infection, 
currently clinical trial is underway NCT00936429 [115, 116]. Japanese encephalitis 
virus envelope glycoprotein E transfected in Drosophila S2 cells resulted in stable 
protein expression, this glycoprotein exposure in mice led antibody production 
against it [117]. Infection of Sindbis virus in live flies led activation of Notch, Jak–
STAT and ImD pathway to intervene viral invasion [54]. Notch pathway mediated 
assimilation of ankyrin, plap, syx13, unc-13, csp, rab1 and rab8 during Sindbis virus 
infection in S2 cells [115]. The human antibody MR191 specific against Marburg 
virus was fused with recombinant RAVV GP ectodomain produced in S2 cell line 
[118]. The Zika virus structural envelope (E) protein were efficiently produced and 
secreted from transfected Drosophila S2 cell line model [119]. Flies produces RNAi 
against west Nile virus infection as a result of innate immune response similarly it 
was seen in S2 cell line, S2 cell lines were used for WNV infection, currently vaccine 
development NCT01477580 and NCT00707642 is underway [116, 120]. In a study 
mice were injected with glycoprotein GP of Ebola virus expressed in Drosophila S2 
cell line found to produce antibodies against the infused antigen [121] (Table 1).

Epidemic/
Pandemic Disease

Microbes Vaccine/Drugs screened or 
derived out of fly model (in-vitro/
in-vivo)

References

HIV/AIDS Human Immuno virus Leptomycin B (In-Vitro) 
Unapproved under clinical trials
Zidovudine, lamivudine, stavudine, 
didanosine, Abacavir

[76, 77]
[78, 79]

Flu Influenza A Amantidine [56]

Cholera Vibrio cholera Clotrimazole [61]

Pneumonia Streptococcus 
pneumoniae

Tetracycline [92]

Tuberculosis Mycobacterium 
tuberculosis

Rifampicin, Tigecycline + Linezolid [100, 101]

SARS SARS Corona virus —

MERS MERS corona virus —

Measles Rubeola virus —

Typhoid Salmonella typhi —

Hepatitis Hepatitis A and B HBsAg expressed in S2 cell line [111]

Small pox Variola virus —

Malaria Plasmodium 
falciparum

VAR2CSA/PfRH5 viral protein 
expressed in S2 cell line

[112, 113]

Zika Fever Zika virus Structural envelope (E) protein 
expressed in S2 cells

[119]

Dengue Fever Dengue Virus DEN1-80E expressed in S2 cells [115, 116]

Encephalitis Japanese encephalitis 
virus

JEV E protein expression in S2 cell 
line

[117]
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12. Disadvantages of Drosophila model for drug screening

Drosophila melanogaster being ectothermic organism unlike humans are endother-
mic homeotherms maintains physiological temperature constantly at 37°C, making 
it difficult to infect flies with bacteria like Mycobacterium tuberculosis grows strictly 
at 37°C [36, 122]. Several pathogenic viruses capable of infecting humans cannot 
naturally infect Drosophila melanogaster [55, 67]. The fungal dose response in flies is 
difficult to measure in oral infection model therefore this model is limited to study 
only the anti-fungal drug efficacy [64]. The presence of symbiotic microbes like 
Wolbachia a gram negative bacteria associate mostly with drosophila gut, improves 
the fly immunity against viral infection [123]. Superinfection like viral pneumonia 
cannot be studied at present to undertake preclinical trial using fly as a model.

13. Future perspective

Irrespective of multiple disadvantages flies could be used for studying drug 
efficacy. Multi-drug resistance tuberculosis infection could be studied in flies. 
The ART medication impairs human heart by causing prolonged QT, prolonged 
arrhythmic condition leads to myocardial infraction, Drosophila could be a suit-
able model to study the effect of anti retroviral therapy on fly heart [124–126]. 
Shockingly infection induced in flies by vesicular stomatitis virus in toll-7 depleted 
flies where 50% flies displayed death after 18 days, suggesting HIV infection could 
also kill toll7 mutant flies, as toll mutant flies displayed fungal invasion, this yet to 
be confirmed [44]. Alternative to this only viral DNA had been shown in a recent 
study to evoke immune activation in Drosophila by injecting it in thoracic region 
[87]. Kaposi sarcoma associated Herpesvirus (KSHV) needs a model which is yet 
to be studied in flies, however the KSHV viral gene latent nuclear antigen (LANA) 
interacts with RING3 of human which is homologous to drosophila female sterile 
homeotic (fsh) has already been identified [127]. Drosophila wound healing an 
important concern while inducing bacterial infection currently it is well understood 
and was found regulated by EGFR/ERK pathway essential for tissue repair [128]. 
The RNAi screens against Dengue or Influenza virus infection in cell culture could 
not identify Jak–STAT, ImD and toll dependent gene activation suggesting pos-
sible alternative pathway associated in infection modulation and no stimulation of 
inflammatory cytokine activation [40]. The food borne Salmonella typhimurium 
causes stomach flu (gastroenteritis) is well studied in Drosophila, but not epidemic 
pathogen Salmonella typhi.

Epidemic/
Pandemic Disease

Microbes Vaccine/Drugs screened or 
derived out of fly model (in-vitro/
in-vivo)

References

Haemorrhagic fever Ebola virus glycoprotein GP expressed in S2 
cell line

[121]

Haemorrhagic fever Marburg Virus MR191 expressed in S2 cell line [118]

Plague Yersinia pestis —

Yellow fever Yellow fever virus —

West Nile Fever West Nile Virus WN-80E expressed in S2 cell line [116, 120]

Table 1. 
List of Drugs/vaccines screened or developed against Infectious diseases in Drosophila melanogaster as a model 
organism.
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14. Conclusions

Currently the existing models of infection in drosophila are capable of causing infec-
tion using viruses, bacteria (gram negative and gram positive) and fungi. These models 
are of great use since the efficacy of a drug capable of modifying diseased condition 
could be studied in detail in live Drosophila or in-vitro S2 cell. In this detailed review 
on epidemiology of infectious disease, it could be predicted that infection alone is a 
threat to overall population imposing death to more than 5 million individuals. Diseases 
like influenza, HIV, pneumonia, tuberculosis and cholera could be studied in flies. 
Currently there are 20 diseases which caused epidemic worldwide [2], 13 of the patho-
gens were studied in Drosophila melanogaster and diseases caused by yellow fever virus, 
Nipah virus, MERS, Hepatitis C virus, Salmonella typhi, Crimean congo hemorrhagic 
fever virus, chikungunya virus, monkeypox virus, Nipah virus and shigellosis bacteria 
are yet to be studied in-vitro/in-vivo. These diseases are of pandemic and epidemic cri-
teria it causes huge number of deaths globally. Controlling the epidemic and pandemic 
diseases should be the main focus of the healthcare sector in the next decade.
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Abstract

Taste is a short-range contact chemosensation required by all animals to detect 
nutrient rich foods and avoid consuming toxic chemicals. In insects, it is also 
required to select mates and appropriate oviposition sites. Organization of the fruit 
fly Drosophila melanogaster taste system and availability of experimental tool box, 
makes Drosophila gustatory system an ideal model system for studying the percep-
tion of taste and taste elicited behaviors. Like humans, fruit flies also respond to 
wide range of taste chemical and can differentiate between different taste categories 
including sweet, bitter, sour, umami and salt. This chapter will present a research 
progress made in the field of taste using neuroanatomical, genetic, behavioral, 
molecular and cellular biology techniques in the fruit fly. The compiled survey 
will provide an outlook of taste research done in fruit fly and its comparison with 
human taste behavior.

Keywords: Drosophila, gustation, neurons, taste receptors, taste behavior

1. Introduction

Animals including Drosophila melanogaster use their chemosensory system to 
monitor the chemical world around them. The chemosensory system includes 
olfactory system to detect volatile chemicals and gustatory system to detect soluble 
compounds. The olfactory and visual system helps in food detection and the taste 
system controls the food acceptance or rejection behavior by helping animals detect 
nutrient-rich food and avoid toxic substances. The quality and concentration of 
taste compounds help animals to make such an assessment.

Drosophila and mammals are able to detect basic taste modalities including 
sugars, bitter compounds, salt, acids, and amino acids [1]. The taste qualities are 
detected by taste cells present in the periphery. The activation of different taste cells 
provides a simple mechanism to encode modality. Like mammals’ fly taste cells also 
show dose dependent activation providing the potential to encode different concen-
trations. The taste system of a fly is distributed over the whole-body, proboscis or 
labial palps being the main taste organ. It is located on the distal end of the label-
lum. Like other insects, the taste sensilla are present on labellum, legs, wings and on 
the female genitalia (Figure 1) [2].

The simplicity of the gustatory system of flies provides an ideal situation for 
comparative studies of taste perception and taste-elicited behaviors. The avail-
ability of the experimental tool box including high end imaging of neural circuits 
in the brain, simple behavioral assays, possibility of electrical recordings and ease 
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compounds. The olfactory and visual system helps in food detection and the taste 
system controls the food acceptance or rejection behavior by helping animals detect 
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taste compounds help animals to make such an assessment.

Drosophila and mammals are able to detect basic taste modalities including 
sugars, bitter compounds, salt, acids, and amino acids [1]. The taste qualities are 
detected by taste cells present in the periphery. The activation of different taste cells 
provides a simple mechanism to encode modality. Like mammals’ fly taste cells also 
show dose dependent activation providing the potential to encode different concen-
trations. The taste system of a fly is distributed over the whole-body, proboscis or 
labial palps being the main taste organ. It is located on the distal end of the label-
lum. Like other insects, the taste sensilla are present on labellum, legs, wings and on 
the female genitalia (Figure 1) [2].

The simplicity of the gustatory system of flies provides an ideal situation for 
comparative studies of taste perception and taste-elicited behaviors. The avail-
ability of the experimental tool box including high end imaging of neural circuits 
in the brain, simple behavioral assays, possibility of electrical recordings and ease 
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of molecular- genetics analyses with the availability of transgenic and mutant flies 
makes fly a unique system to study taste. In addition, flies share the same molecular 
logic of taste as mammals.

Different members of gustatory receptor (GRs) genes expressed in gustatory 
neurons mediate the detection of taste compounds such as sugars and bitter com-
pounds [3–7]. Expression patterns of taste receptors is based largely on transgenic 
GAL4 expression studies and suggest that different GRs are expressed in overlap-
ping but non-identical subsets of sugar- and bitter-sensing neurons [6–8]. In 
addition, electrophysiological studies from taste neurons suggest heterogeneity 
among the responses of individual sugar- or bitter-sensing cells [9–11] suggesting 
diversity among the peripheral cell types that detect sugars or bitter compounds in 
Drosophila. This organization provides the potential for different taste cell types to 
be activated by different compounds within a taste modality and the possibility for 
intra modality discrimination.

This chapter will present a research progress made in the field of taste percep-
tion in the fruit fly and will describe the anatomical properties of the fly gustatory 
system. We shall then review taste perception mainly from a molecular genetic per-
spective that includes the results from behavioral, electrophysiological and imag-
ing analyses. The parallels between the flies and human taste system will provide 
insight into how the detection of taste compounds regulates feeding decisions.

Figure 1. 
Taste system of adult Drosophila. (A) Taste neurons are located on different body parts of fly namely labellum, 
pharynx, legs, wings and ovipositor as shown with red and green dots. (B) Three different types of taste 
sensillum (Large-L, Intermediate-I and small-S) present on the labellum (mouth part of a fly). (C) Taste 
sensillum structure showing pore at the tip and different types of taste neurons in a taste sensillum namely 
sweet (green), bitter (magenta), salt (yellow) and water (sky blue) neurons together with one mechanosensory 
neuron (black) surrounded by support cells (gray).
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2. Mammalian taste system

In humans, taste receptors cells (TRC’s) helps in the detection of taste stimuli. 
TRC’s are present in taste buds and palate epithelium at the back and sides of the 
tongue (circumvallate and foliate papillae). The taste buds called fungiform are 
scattered across the front of the tongue and on the palate. Three morphologi-
cally distinct cell types (I, II and III) are present in a taste bud and constitute five 
functional classes of sensory cells, each specialized to detect one of the five basic 
taste qualities (bitter, sweet, umami, sour and salty). TRCs are epithelial cells that 
extend a process to the apical surface of the epithelium, where a taste pore allows 
direct contact with chemicals in the environment. The life of taste cells is short 
and they replenish from proliferative basal keratinocytes [12]. TRCs can relay 
information of taste quality independent of cells relaying other taste qualities [13]. 
Neurotransmitter receptors are present on taste cells. TRC’s release various neu-
rotransmitters to communicate among cells in the taste bud to shape the output of 
the bud [14]. Vertebrate TRCs do not possess an axon, and instead are innervated 
by pseudo unipolar neurons whose cell bodies reside in the petrosal and geniculate 
ganglia. The chorda tympani nerve that (innervates the anterior tongue) contain 
fungiform papillae and the glossopharyngeal nerve, (innervates the posterior 
tongue and most of the palate) carry most of the taste information. Neurons from 
taste ganglia project to the nucleus of the solitary tract, and from there information 
is relayed to the gustatory cortex [15].

3. Gustatory system of Drosophila

Although the same taste preferences are shared between Drosophila and mam-
mals, the organization of their gustatory systems are rather different. Unlike 
humans, flies have wide distribution of taste cells over much of the body including 
many peripheral organs like labellum, legs, wings and genitalia (Figure 1). Such a 
distribution of taste cells enables the fly to gather contact chemosensory informa-
tion from many reference points that may make contact with their body enabling 
detection of potential calorie rich foods or toxic compounds [16]. The presence of 
taste-sensing cells in other tissues provides the safety benefits allowing evaluation 
of chemicals without the potential hazard of accidental ingestion. The gustatory 
sensillum or taste bristle are the main sensory unit of all taste organs housing two 
to four primary gustatory receptor neurons (GRNs) as well as a single mechanosen-
sory neuron (MSN) [2]. The labellum is the main taste organ in Drosophila located 
at the end of the proboscis (equivalent to human tongue). Labial palps contain 
31 bristles (sensilla) each that are arranged in a stereotyped pattern. The sensilla 
are morphologically classified into three types long, intermediate and short (L, I, 
and S type) based on their shape and location (Figure 1) [2, 17, 18]. L- and S-type 
sensillum house dendrites of four GRNs, and the I type are associated with two 
GRNs. Electrophysiological investigations suggest each GRN is thought to respond 
exclusively to either sugar, water, low salt concentration, or high salt concentration 
and bitter compounds [11, 19–22]. The terminal pore at the tip of the taste bristle 
(Figure 1) allows taste stimuli access to the dendrite of the GRN, which extends 
into the bristle shaft [23]. In addition to the peripheral taste sensillum on the palps, 
legs, and wings, taste neurons are also semi-internally or internally located. The 
first group consists of row of taste pegs that line the inside of the labial palps and 
are exposed to foods when the fly ‘opens’ its palps and readies itself for ‘sucking up’ 
foods. The internally located group consists of three sensillum clusters that line the 
pharynx (Figure 1). They allow re-evaluation of the food as it passes and enters 
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the esophagus and the digestive system. Peripheral labial palp GRNs, the internal 
sensillum, and some leg GRNs project their axons to the sub esophageal zone (SEZ), 
whereas the wing and a minority of leg GRNs project to the thoracic ganglion 
(Figure 2) [24, 25].

A single MSN and several support cells are also present in the taste sensilla 
together with the GRNs (Figure 1) [26]. These MSNs translate mechanical forces 
into electrical signals and mediate hearing, positional awareness, and the coordina-
tion of movements [27, 28]. The MSNs sense the hardness and viscosity of food [29] 
similar to the ability of the human tongue to determine the consistency and texture 
of foods.

3.1 Gustatory receptors of Drosophila

Like mammals, GRs in Drosophila also detect taste compounds. Drosophila utilize 
ion channels (Ionotropic receptors) to detect salts and sour (acid) compounds. 
Putative gustatory receptors in Drosophila and mammals were discovered almost 
simultaneously and detect sugars and bitter substances. Mammalian taste recep-
tors belong to the large super family of GTP-binding (G) protein-coupled recep-
tors (GPCRs), but fly GRs share no significant sequence similarity with them [4, 
30–38]. A total of 68 Gr genes were found in Drosophila by analyzing the Drosophila 
genome database using algorithms that identify multi-transmembrane proteins or by 
performing reiterated Basic Local Alignment Search Tool searches with Drosophila 
olfactory receptor proteins as query sequences [4, 32, 38, 39]. The Gr genes are 
remarkably diverse having similarity between most receptor pairs only 20% or less 

Figure 2. 
(A) Taste neurons send projections from the periphery (neurons from different taste sensilla L,I and S) 
including pharyngeal areas (LSO-labral sense organ, VCSO-ventral cibarial sensory organ, and DCSO-
dorsal cibarial sensory organ) to sub esophageal zone (SEZ) in the brain which is the main taste processing 
center. The taste information flow from SEZ to the antennal and mechanosensory motor center (AMMC). 
Mushroom body (MB), calyx and lateral horn (LH) are learning and memory centers. Antennal lobes (AL) 
get information from the olfactory neurons present on antennal surface in Drosophila. (B) GRNs from the legs 
of an adult fly (Red) send projections to SEZ and some GRNs project to thoracic ganglia only (shown in light 
blue). GRNs from the wing margins send axonal projections to thoracic ganglia (taste cells present in the wing 
shown in Green).
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(at the amino acid sequence level). There are several gene clusters containing up to six 
genes, exhibit significantly higher similarity to each other (up to 70%). Gr genes with 
greater than 30% sequence similarity have been grouped into several subfamilies [32]. 
The domain that is most conserved among all Gr genes is located in the region encod-
ing the putative seventh transmembrane domain at the carboxy terminus, a domain 
that is also shared with the olfactory receptors (ORs) genes this domain was used as a 
signature motif in one study that lead to the discovery of the fly taste receptors [32].

GRs within a subfamily detect structurally similar taste compounds. For 
example, the sugar receptor Gr5a subfamily consisting of Gr5a encoding a trehalose 
receptor [3, 40, 41] Gr61a, and Gr64a–f share sequence similarity in the range 
of 60% and detect diverse sugars [18]. Bitter compounds cover a vast chemically 
much more diverse structural space than sugars and majority of remaining GRs are 
devoted to the detection of bitter-tasting and toxic compounds.

Well established GAL4/UAS system, transgenic expression methods helped 
visualizing the expression of various Gr genes [42]. Gr gene promoters drive the 
expression of the yeast transcription factor GAL4 (regulate genes induced by 
galactose) and GAL4 in turn activates transcription with high specificity via the cis-
regulatory element upstream activating sequence (UAS), cloned upstream of green 
fluorescence protein (GFP), or β-galactosidase reporter genes [42]. Expression 
analyses of Gr genes suggest that they are expressed in distinct subpopulations of 
GRNs, supporting their role as chemosensory receptors and providing first insights 
into their complex cellular expression [6, 7, 32, 38].

3.2 Types of taste receptors in mammals and Drosophila

The three tastes, bitter, sweet and umami taste are mediated by taste-specific 
GPCRs, which are expressed in distinct subsets of taste receptor cells in mammals 
[13]. These three taste employ a canonical G protein phosphoinositide-based path-
way, where receptors activate a taste cell-specific G protein that activates PLCβ2, 
generating second messengers IP3, DAG and H+. IP3 acts on the IP3 receptor (IP3R3) 
to release Ca2+ from intracellular stores, and Ca2+ gates the membrane channel 
TRPM5 [43].

Drosophila taste receptors bear no sequence relationship to mammalian taste 
receptors. The majority of bitter and sweet taste receptors in insects are members of 
a large protein superfamily of gustatory receptors [4, 32, 38, 39]. The 68 members 
of Drosophila taste receptors have seven transmembrane domains, but they share 
no sequence relationship to GPCRs. Rather, they are distantly related to Drosophila 
olfactory receptors (ORs), which have an opposite membrane topology from GPCRs 
and form ligand-gated ion channels [44–46]. Insect GRs including Drosophila have 
an inverted topology like ORs relative to GPCRs [47] and may form ionotropic 
receptors [48].

3.2.1 Sweet receptors

Highly concentrated sugars (100–500 mM), artificial sweeteners, and small 
number of sweet-tasting proteins elicit the sweet taste in mammals. The heterodi-
mer of T1R2 and T1R3 constitutes the sweet receptor [49]. Animals also sense 
energy-rich foods and various sugars through a mechanism similar to that used by 
pancreatic β-cells to detect blood glucose [50]. According to this hypothesis, the 
metabolism of sugars by sweet cells produces ATP, which closes ATP-sensitive K+ 
channels leading to membrane depolarization [50].

Flies are attracted to many of the same sugars as humans [9, 51] although 
they respond most robustly to disaccharides (such as sucrose and maltose) and 
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the esophagus and the digestive system. Peripheral labial palp GRNs, the internal 
sensillum, and some leg GRNs project their axons to the sub esophageal zone (SEZ), 
whereas the wing and a minority of leg GRNs project to the thoracic ganglion 
(Figure 2) [24, 25].

A single MSN and several support cells are also present in the taste sensilla 
together with the GRNs (Figure 1) [26]. These MSNs translate mechanical forces 
into electrical signals and mediate hearing, positional awareness, and the coordina-
tion of movements [27, 28]. The MSNs sense the hardness and viscosity of food [29] 
similar to the ability of the human tongue to determine the consistency and texture 
of foods.

3.1 Gustatory receptors of Drosophila

Like mammals, GRs in Drosophila also detect taste compounds. Drosophila utilize 
ion channels (Ionotropic receptors) to detect salts and sour (acid) compounds. 
Putative gustatory receptors in Drosophila and mammals were discovered almost 
simultaneously and detect sugars and bitter substances. Mammalian taste recep-
tors belong to the large super family of GTP-binding (G) protein-coupled recep-
tors (GPCRs), but fly GRs share no significant sequence similarity with them [4, 
30–38]. A total of 68 Gr genes were found in Drosophila by analyzing the Drosophila 
genome database using algorithms that identify multi-transmembrane proteins or by 
performing reiterated Basic Local Alignment Search Tool searches with Drosophila 
olfactory receptor proteins as query sequences [4, 32, 38, 39]. The Gr genes are 
remarkably diverse having similarity between most receptor pairs only 20% or less 

Figure 2. 
(A) Taste neurons send projections from the periphery (neurons from different taste sensilla L,I and S) 
including pharyngeal areas (LSO-labral sense organ, VCSO-ventral cibarial sensory organ, and DCSO-
dorsal cibarial sensory organ) to sub esophageal zone (SEZ) in the brain which is the main taste processing 
center. The taste information flow from SEZ to the antennal and mechanosensory motor center (AMMC). 
Mushroom body (MB), calyx and lateral horn (LH) are learning and memory centers. Antennal lobes (AL) 
get information from the olfactory neurons present on antennal surface in Drosophila. (B) GRNs from the legs 
of an adult fly (Red) send projections to SEZ and some GRNs project to thoracic ganglia only (shown in light 
blue). GRNs from the wing margins send axonal projections to thoracic ganglia (taste cells present in the wing 
shown in Green).
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(at the amino acid sequence level). There are several gene clusters containing up to six 
genes, exhibit significantly higher similarity to each other (up to 70%). Gr genes with 
greater than 30% sequence similarity have been grouped into several subfamilies [32]. 
The domain that is most conserved among all Gr genes is located in the region encod-
ing the putative seventh transmembrane domain at the carboxy terminus, a domain 
that is also shared with the olfactory receptors (ORs) genes this domain was used as a 
signature motif in one study that lead to the discovery of the fly taste receptors [32].

GRs within a subfamily detect structurally similar taste compounds. For 
example, the sugar receptor Gr5a subfamily consisting of Gr5a encoding a trehalose 
receptor [3, 40, 41] Gr61a, and Gr64a–f share sequence similarity in the range 
of 60% and detect diverse sugars [18]. Bitter compounds cover a vast chemically 
much more diverse structural space than sugars and majority of remaining GRs are 
devoted to the detection of bitter-tasting and toxic compounds.

Well established GAL4/UAS system, transgenic expression methods helped 
visualizing the expression of various Gr genes [42]. Gr gene promoters drive the 
expression of the yeast transcription factor GAL4 (regulate genes induced by 
galactose) and GAL4 in turn activates transcription with high specificity via the cis-
regulatory element upstream activating sequence (UAS), cloned upstream of green 
fluorescence protein (GFP), or β-galactosidase reporter genes [42]. Expression 
analyses of Gr genes suggest that they are expressed in distinct subpopulations of 
GRNs, supporting their role as chemosensory receptors and providing first insights 
into their complex cellular expression [6, 7, 32, 38].

3.2 Types of taste receptors in mammals and Drosophila

The three tastes, bitter, sweet and umami taste are mediated by taste-specific 
GPCRs, which are expressed in distinct subsets of taste receptor cells in mammals 
[13]. These three taste employ a canonical G protein phosphoinositide-based path-
way, where receptors activate a taste cell-specific G protein that activates PLCβ2, 
generating second messengers IP3, DAG and H+. IP3 acts on the IP3 receptor (IP3R3) 
to release Ca2+ from intracellular stores, and Ca2+ gates the membrane channel 
TRPM5 [43].

Drosophila taste receptors bear no sequence relationship to mammalian taste 
receptors. The majority of bitter and sweet taste receptors in insects are members of 
a large protein superfamily of gustatory receptors [4, 32, 38, 39]. The 68 members 
of Drosophila taste receptors have seven transmembrane domains, but they share 
no sequence relationship to GPCRs. Rather, they are distantly related to Drosophila 
olfactory receptors (ORs), which have an opposite membrane topology from GPCRs 
and form ligand-gated ion channels [44–46]. Insect GRs including Drosophila have 
an inverted topology like ORs relative to GPCRs [47] and may form ionotropic 
receptors [48].

3.2.1 Sweet receptors

Highly concentrated sugars (100–500 mM), artificial sweeteners, and small 
number of sweet-tasting proteins elicit the sweet taste in mammals. The heterodi-
mer of T1R2 and T1R3 constitutes the sweet receptor [49]. Animals also sense 
energy-rich foods and various sugars through a mechanism similar to that used by 
pancreatic β-cells to detect blood glucose [50]. According to this hypothesis, the 
metabolism of sugars by sweet cells produces ATP, which closes ATP-sensitive K+ 
channels leading to membrane depolarization [50].

Flies are attracted to many of the same sugars as humans [9, 51] although 
they respond most robustly to disaccharides (such as sucrose and maltose) and 
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oligosaccharides [8]. The fly sweet receptors belong to the same superfamily of 
receptors that includes most of the bitter receptors. In adult flies the three key 
receptors required for sensing sugars, except for fructose, are Gr5a, Gr64a and 
Gr64f [8, 40, 52–54]. These three receptors are co-expressed in the sugar-responsive 
GRNs in the labellum, along with five other related GRs that comprise the Gr-Sugar 
(Gr-S) clade [8, 52].

Gr5a and Gr64a sense structurally different sugars. Gr64a participates in the 
response to sucrose and maltose [8, 52], while Gr5a detect trehalose and melezitose 
[8, 40, 41]. Gr64f might act as a co-receptor for the responses for all sugars tested 
except fructose, and functions in concert with Gr5a and Gr64a [53]. Gr43a is the 
only receptor known to detect fructose [55].

3.2.2 Bitter receptors

Bitter taste allows animals to detect toxins in the environment and avoid con-
suming them. Compounds such as caffeine, cycloheximide (a protein synthesis 
inhibitor), denatonium (added to rubbing alcohol to discourage consumption), 
and quinine (a component of tonic water) taste bitter to humans, mice and flies. 
In vertebrates, bitter chemicals are detected by a small family of receptors (T2Rs), 
which are structurally related to rhodopsin, and range in number from 3 to 49, 
depending on the species [31, 34, 56]. In general, each bitter responsive taste recep-
tor cell expresses multiple types of bitter receptors [57], but not all bitter receptors 
are expressed by every bitter cell [58], leading formally to the possibility that there 
are subclasses of bitter cells, as is the case in flies [59]. The chemical receptive field 
of the bitter receptors fall into two classes—“specialists” that detect one or a few 
bitter chemicals and “generalists” that detect many [60].

In contrast to vertebrate bitter detection, flies employ a much more complex 
strategy to sample bitter chemicals. In flies, bitter sensitive GRNs have distinct 
sensitivities. Based on the response profile to a panel of 16 bitter compounds, the 
L-, I- and S-type sensilla on the labella are classified into five groups, four of which 
are sensitive to bitter chemicals (Figure 1) [59]. Out of the four, two groups are 
narrowly tuned to distinct sets of bitter compounds (I-a and I-b). The other two 
groups respond broadly to bitter tastants but have variable patterns of  activity 
(S-a, S-b). Analysis with a larger panel of bitter compounds may reveal more 
additional subgroups.

In flies, 33 out of 38 Gr genes that express in the labellum are found to be 
localized to bitter GRNs [59]. The roles of only a few of the bitter GRs have been 
dissected genetically so far. A minimum of 28 Grs can be expressed by some 
GRNs in the labellum in adult fly. One of the larval GRN classes expresses at least 
17 Grs [59, 61]. Many GRs act as co-receptors responding to large numbers of 
aversive chemicals. Gr32a, Gr33a and Gr66a are needed for detection of most bit-
ter chemicals [62, 63]. These three Grs with additional Grs (Gr89a and Gr39a.a) 
are expressed in all bitter responsive GRNs making this group of five GRs to be 
the “core-bitter GRs” [59]. Other GRs are very narrowly tuned and confer ligand 
specificity. These receptors are critical in defining the chemical specificity of the 
GRs, in combination with other GRs. Different combinations of complex sets of 
GR receptors may explain how a limited number of bitter GRs confer the capac-
ity to respond to a vast collection of structurally diverse bitter compounds. Three 
TRP channels expressed in the labellum GRNs also contribute to the sensation of 
aversive compounds through mechanisms that are independent of GRs. TRPA1 
show behavioral avoidance to aristolochic acid [64], a related TRPA channel 
Painless, is required for the behavioral avoidance to isothiocyanates (AITC; 
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wasabi) [65] and TRP-Like (TRPL) is both necessary and sufficient to confer 
sensitivity to camphor [66].

3.2.3 Salt taste receptors

Moderate levels of salt is necessary to maintain the important physiological 
functions such as muscle contraction, action potentials and many other functions 
while excessive salt intake is deleterious and can lead to hypertension. Salty taste is 
elicited by Na+ concentrations ranging from 10 to 500 mM. In humans, salt taste is 
amiloride-insensitive. The amiloride sensitive component of salt taste is selective 
for Na+ and Li+ over other monovalent cations such as K+, is sensitive to low concen-
trations of salts (<100 mM), and is generally appetitive [67]. Amiloride-sensitive 
salt taste occurs only in the front of the tongue [68]. Based on taste nerve record-
ings, there is a population of broadly tuned high-salt fibers that are insensitive to 
amiloride and activated by KCl and NaCl [69]. These fibers innervate both the front 
and back of the tongue, in contrast to the amiloride-sensitive fibers that innervate 
only the front of the tongue. Epithelial Na+ channels (ENaCs) are composed of 
three subunits—α, β and γ and α subunit is absolutely essential and forms part of 
the pore [70]. ENaC α has been suggested to be a component of the low salt sensor 
since a taste-cell specific knockout eliminates sensitivity and behavioral attraction 
to low concentrations of salt [71].

The cells that mediate the behavioral responses to high salts are not specifically 
dedicated to sensing high salt, but instead comprise at least two populations of cells 
with previously identified functions in sensing bitter and sour [72]. Inactivation of 
TRPM5 or PLCβ2, expressed by bitter cells, eliminates a component of the high salt 
response, while silencing PKD2L1-expressing sour cells eliminates the remaining 
components [72]. Remarkably, mice in which PKD2L1-expressing cells are silenced 
and TRPM5 is inactivated find high salt concentrations attractive, presumably due 
to activation of the amiloride-sensitive ENaC channels by high salt [72].

Salt taste preferences in Drosophila are similar to those in mammals. Both larvae 
and adult fruit flies prefer low-salt foods, while they reject high-salt concentrations. 
Two ENaC channels family members, ppk11 and ppk19 are reported to be expressed 
in the terminal organ and required for sensing low salt [73] in Drosophila larvae. 
However, these channels do not appear to function in the salt response in adults 
[74]. A member of the ionotropic glutamate receptor (IR) family member, Ir76b, 
is required for low salt sensing in adult flies [74]. IRs were identified originally as 
a new class of olfactory receptor [75]. However, several IRs are also expressed in 
GRNs [76]. Ir76b is expressed in GRNs distinct from those that respond to sugars 
and bitter compounds, and the Ir76b GRNs extend their projections into a unique 
region of the SEZ [74]. Most recently combined activity of most of all GRN classes 
encoding salt taste has been proposed [77].

3.2.4 Sour taste

Acidic pH and organic acids such as acetic acid evokes sour taste in the tongue. 
A subset of taste receptor cells in the tongue and palate epithelium that respond 
to acidic pH and weak organic acids with electrical activity detects the sour taste 
[78, 79]. PKD2L1-expressing cells respond are required for sensory response to 
acids [72, 78, 80] which is mediated by an unusual proton-selective ion channel 
[80]. Proton selectivity allows the cells to respond to acids without interfer-
ence from Na+, which may vary independently in concentration. The taste of 
carbonation (CO2) is also detected by PKD2L1-expressing cells. This response is 
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oligosaccharides [8]. The fly sweet receptors belong to the same superfamily of 
receptors that includes most of the bitter receptors. In adult flies the three key 
receptors required for sensing sugars, except for fructose, are Gr5a, Gr64a and 
Gr64f [8, 40, 52–54]. These three receptors are co-expressed in the sugar-responsive 
GRNs in the labellum, along with five other related GRs that comprise the Gr-Sugar 
(Gr-S) clade [8, 52].

Gr5a and Gr64a sense structurally different sugars. Gr64a participates in the 
response to sucrose and maltose [8, 52], while Gr5a detect trehalose and melezitose 
[8, 40, 41]. Gr64f might act as a co-receptor for the responses for all sugars tested 
except fructose, and functions in concert with Gr5a and Gr64a [53]. Gr43a is the 
only receptor known to detect fructose [55].

3.2.2 Bitter receptors

Bitter taste allows animals to detect toxins in the environment and avoid con-
suming them. Compounds such as caffeine, cycloheximide (a protein synthesis 
inhibitor), denatonium (added to rubbing alcohol to discourage consumption), 
and quinine (a component of tonic water) taste bitter to humans, mice and flies. 
In vertebrates, bitter chemicals are detected by a small family of receptors (T2Rs), 
which are structurally related to rhodopsin, and range in number from 3 to 49, 
depending on the species [31, 34, 56]. In general, each bitter responsive taste recep-
tor cell expresses multiple types of bitter receptors [57], but not all bitter receptors 
are expressed by every bitter cell [58], leading formally to the possibility that there 
are subclasses of bitter cells, as is the case in flies [59]. The chemical receptive field 
of the bitter receptors fall into two classes—“specialists” that detect one or a few 
bitter chemicals and “generalists” that detect many [60].

In contrast to vertebrate bitter detection, flies employ a much more complex 
strategy to sample bitter chemicals. In flies, bitter sensitive GRNs have distinct 
sensitivities. Based on the response profile to a panel of 16 bitter compounds, the 
L-, I- and S-type sensilla on the labella are classified into five groups, four of which 
are sensitive to bitter chemicals (Figure 1) [59]. Out of the four, two groups are 
narrowly tuned to distinct sets of bitter compounds (I-a and I-b). The other two 
groups respond broadly to bitter tastants but have variable patterns of  activity 
(S-a, S-b). Analysis with a larger panel of bitter compounds may reveal more 
additional subgroups.

In flies, 33 out of 38 Gr genes that express in the labellum are found to be 
localized to bitter GRNs [59]. The roles of only a few of the bitter GRs have been 
dissected genetically so far. A minimum of 28 Grs can be expressed by some 
GRNs in the labellum in adult fly. One of the larval GRN classes expresses at least 
17 Grs [59, 61]. Many GRs act as co-receptors responding to large numbers of 
aversive chemicals. Gr32a, Gr33a and Gr66a are needed for detection of most bit-
ter chemicals [62, 63]. These three Grs with additional Grs (Gr89a and Gr39a.a) 
are expressed in all bitter responsive GRNs making this group of five GRs to be 
the “core-bitter GRs” [59]. Other GRs are very narrowly tuned and confer ligand 
specificity. These receptors are critical in defining the chemical specificity of the 
GRs, in combination with other GRs. Different combinations of complex sets of 
GR receptors may explain how a limited number of bitter GRs confer the capac-
ity to respond to a vast collection of structurally diverse bitter compounds. Three 
TRP channels expressed in the labellum GRNs also contribute to the sensation of 
aversive compounds through mechanisms that are independent of GRs. TRPA1 
show behavioral avoidance to aristolochic acid [64], a related TRPA channel 
Painless, is required for the behavioral avoidance to isothiocyanates (AITC; 
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wasabi) [65] and TRP-Like (TRPL) is both necessary and sufficient to confer 
sensitivity to camphor [66].

3.2.3 Salt taste receptors

Moderate levels of salt is necessary to maintain the important physiological 
functions such as muscle contraction, action potentials and many other functions 
while excessive salt intake is deleterious and can lead to hypertension. Salty taste is 
elicited by Na+ concentrations ranging from 10 to 500 mM. In humans, salt taste is 
amiloride-insensitive. The amiloride sensitive component of salt taste is selective 
for Na+ and Li+ over other monovalent cations such as K+, is sensitive to low concen-
trations of salts (<100 mM), and is generally appetitive [67]. Amiloride-sensitive 
salt taste occurs only in the front of the tongue [68]. Based on taste nerve record-
ings, there is a population of broadly tuned high-salt fibers that are insensitive to 
amiloride and activated by KCl and NaCl [69]. These fibers innervate both the front 
and back of the tongue, in contrast to the amiloride-sensitive fibers that innervate 
only the front of the tongue. Epithelial Na+ channels (ENaCs) are composed of 
three subunits—α, β and γ and α subunit is absolutely essential and forms part of 
the pore [70]. ENaC α has been suggested to be a component of the low salt sensor 
since a taste-cell specific knockout eliminates sensitivity and behavioral attraction 
to low concentrations of salt [71].

The cells that mediate the behavioral responses to high salts are not specifically 
dedicated to sensing high salt, but instead comprise at least two populations of cells 
with previously identified functions in sensing bitter and sour [72]. Inactivation of 
TRPM5 or PLCβ2, expressed by bitter cells, eliminates a component of the high salt 
response, while silencing PKD2L1-expressing sour cells eliminates the remaining 
components [72]. Remarkably, mice in which PKD2L1-expressing cells are silenced 
and TRPM5 is inactivated find high salt concentrations attractive, presumably due 
to activation of the amiloride-sensitive ENaC channels by high salt [72].

Salt taste preferences in Drosophila are similar to those in mammals. Both larvae 
and adult fruit flies prefer low-salt foods, while they reject high-salt concentrations. 
Two ENaC channels family members, ppk11 and ppk19 are reported to be expressed 
in the terminal organ and required for sensing low salt [73] in Drosophila larvae. 
However, these channels do not appear to function in the salt response in adults 
[74]. A member of the ionotropic glutamate receptor (IR) family member, Ir76b, 
is required for low salt sensing in adult flies [74]. IRs were identified originally as 
a new class of olfactory receptor [75]. However, several IRs are also expressed in 
GRNs [76]. Ir76b is expressed in GRNs distinct from those that respond to sugars 
and bitter compounds, and the Ir76b GRNs extend their projections into a unique 
region of the SEZ [74]. Most recently combined activity of most of all GRN classes 
encoding salt taste has been proposed [77].

3.2.4 Sour taste

Acidic pH and organic acids such as acetic acid evokes sour taste in the tongue. 
A subset of taste receptor cells in the tongue and palate epithelium that respond 
to acidic pH and weak organic acids with electrical activity detects the sour taste 
[78, 79]. PKD2L1-expressing cells respond are required for sensory response to 
acids [72, 78, 80] which is mediated by an unusual proton-selective ion channel 
[80]. Proton selectivity allows the cells to respond to acids without interfer-
ence from Na+, which may vary independently in concentration. The taste of 
carbonation (CO2) is also detected by PKD2L1-expressing cells. This response is 
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dependent on a membrane anchored carbonic anhydrase isoform 4, Car4 [81], 
which interconverts CO2 + H2O to H+ + HCO3

−. How Car4 contributes to the 
activation of sour cells is still not known.

Fruit flies reject foods that are too acidic and prefer the ones which are slightly 
acidic, such as carbonated water. Carbonated water triggers Ca2+ influx in the 
region of the SEZ innervated by taste peg GRNs, suggesting these neurons are 
involved in CO2 detection [82]. Fruit flies avoid many carboxylic acids with a low 
pH. Behavioral and physiological analysis reveals that the avoidance to carboxylic 
acid is mainly mediated by a subset of bitter GRNs [83]. The ionotropic recep-
tor Ir7a has been shown for rejecting foods laced with high levels of acetic acid 
 suggesting flies discriminate foods on the basis of acid composition rather than 
just pH [84].

3.2.5 Amino acid receptors

Umami (amino acid taste) is the sensation elicited by glutamate. In humans, 
umami is only elicited by glutamate, while mice are sensitive to a wider range of 
L-amino acids [1]. Addition of the nucleotides IMP or GMP potentiates the umami 
response, distinguishing it from a more general sensing of glutamate [85]. T1R1/
T1R3 is widely recognized as the umami receptor [1].

Fruit flies can taste amino acids too, although their preference is enhanced 
when raised on a food source devoid of amino acids [86]. Female fruit flies 
show greatest preference for cysteine, phenylalanine, threonine and tyrosine, 
while males prefer leucine and histidine. None of the 18 standard amino acids 
tested stimulates action potentials in GRNs in sugar responsive sensilla [8] 
raising the possibility of taste pegs in sensing amino acids. Another amino acid, 
L-canavanine is toxic and elicits an avoidance response in flies [87] and is sensed 
by GRNs in a subset of S-type sensilla [88]. Gr8a and Gr66a are both required 
for L-canavanine avoidance [88]. An ionotropic receptor Ir76b has been shown 
recently for amino acid taste in flies [89].

Activation of fly GRNs by sweet substances, bitter compounds and the amino 
acid, L-canavanine occur through direct activation of ion channels and G-protein 
signaling pathways. G proteins subunits Gγ, Goα, Gsα and Gqα are implicated in 
sugar signaling [90–93]. PLCβ is an effector for Gqα. Knockdown in sugar-respon-
sive GRNs of plcβ21c or any of the genes encoding TRPC channels (TRP, TRPL and 
TRPγ) alters the behavioral response to trehalose [92]. Role of G-protein coupled 
signaling pathways in sensation of bitter tastants has also been suggested for 
example AC78C is required for the response to caffeine [94], and the PLCβ encoded 
by norpA is required in trpA1-expressing GRNs for the behavioral and electrophysi-
ological responses to the bitter compound, aristolochic acid [64] suggesting a role of 
Gq/PLC/TRPA1 pathway functions in the detection of aristolochic acid. Goα47A is 
needed for detection of L-canavanine [95]. The predicted role of G-protein coupled 
signaling pathways in insect taste is to enhance the responses to low concentrations 
of ligands, as seen for photo transduction cascade in amplifying the response to a 
photon of light.

3.3 Taste coding

Taste in flies and mammals use labeled line model of coding (in which each 
cell represents a distinct taste quality and communicates essentially without inter-
ruption to the central nervous system). Single taste neurons in flies can detect 
multiple taste qualities having the same valence (behavioral output) supported by 
the results that some GRNs are activated by sugars, and low levels of fatty acids, 
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both of which promote feeding [96] while other GRNs are activated by bitter 
compounds and high concentrations of salt and suppress feeding [20]. In addi-
tion, a subset of bitter GRNs is also activated by low pH carboxylic acids, which 
are feeding deterrents [83]. A complex model for salt coding in flies that combi-
natorially integrates inputs from across cell types to afford robust and flexible salt 
behaviors [77].

The taste system of mice also uses a variant of the labeled line model. In mice, 
taste receptors are segregated into distinct populations such that bitter, sweet, sour 
and low concentrations of salt are detected by non-overlapping sets of cells [1, 58]. 
Whether this principle applies to sweet and umami is presently unclear. Recent evi-
dence suggest that aversive high concentrations of salt are not detected by a separate 
subset of cells, but are instead detected by the populations of cells that detect bitter 
and sour [72] suggesting that the mammalian taste system is relatively hard-wired 
to behavior, as is the case in flies.

3.4 Taste modulation in Drosophila

Modulation of taste neuron activity prior to the first relay has been suggested. 
Presence of multiple molecular and cellular mechanisms by which tastant informa-
tion is integrated in primary taste neurons has been proposed [97]. Various studies 
suggest that aversive tastants such as bitter compounds and acids, can inhibit the 
activity of appetitive taste circuits in adult flies and larvae [83, 98, 99]. The reduc-
tion of the firing rate of sweet neurons in mixtures of sucrose and the aversive 
tastants is independent of the activity of the deterrent neuron [83, 98, 99]. Bitter 
compounds suppress feeding by activating bitter—GRNs and by inhibiting sugar—
sensitive GRNs [11]. The suppression of sugar GRNs depends on a odorant binding 
proteins” (OBP), OBP49a, which is expressed in gustatory organs or indirectly via 
GABAergic interneurons that connect bitter taste neuron activity to that of sweet 
taste neurons [100, 101]. Accessory cells synthesized OBP49a and release it into 
endolymph fluid bathing the GRNs, which then acts non-cell autonomously on 
sugar activated GRNs. OBP49a binds directly to bitter compounds, and later inter-
acts with the sugar receptor, Gr64a, on the cell surface of the GRNs to suppress its 
activity [101]. Such non-cell autonomous modulation of the sugar response ensures 
that bitter compounds in sugar-laden foods are not consumed. Low concentrations 
of acid tastants have also been observed to modulate detection of bitter compounds 
in the context of both sweet and deterrent neurons, suppressing their inhibitory 
effect in the former and their excitatory effect in the latter [102]. Although the 
mechanisms by which carboxylic acids or low pH inhibit taste neurons remains to 
be determined.

Internal state can change the gustatory sensitivity as well: starvation potentiates 
the responses of sweet GRN and suppresses bitter GRN responses; mating increases 
taste peg GRN sensitivity to polyamines and behavioral responses to low salt in 
females; and protein deprivation sensitizes taste peg GRNs to yeast and increases 
behavioral sensitivity to amino acids [86, 103–108]. Taste neuron sensitivity is also 
modulated by prior dietary experience. Response to camphor (non-toxic bitter 
compound) decrease after exposing flies to camphor for long [66]. An E3 ubiquitin 
ligase-regulated decline in the levels of Trpl caused the change in sensitivity. No 
calories diet also cause increase activity in the Gr5a+ sweet taste circuit [104, 109] 
and reduce sensitivity in the bitter taste circuit [105]. In the former case, dopamine 
signaling acting on the both primary and secondary neurons in the sweet circuit 
caused the change in sensitivity [104, 109]. The latter is dependent on sNPF acting 
via GABAergic interneurons [105]. A significant modulation of fly salt taste behav-
ior by salt deprivation has been shown recently [77].
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dependent on a membrane anchored carbonic anhydrase isoform 4, Car4 [81], 
which interconverts CO2 + H2O to H+ + HCO3
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Fruit flies reject foods that are too acidic and prefer the ones which are slightly 
acidic, such as carbonated water. Carbonated water triggers Ca2+ influx in the 
region of the SEZ innervated by taste peg GRNs, suggesting these neurons are 
involved in CO2 detection [82]. Fruit flies avoid many carboxylic acids with a low 
pH. Behavioral and physiological analysis reveals that the avoidance to carboxylic 
acid is mainly mediated by a subset of bitter GRNs [83]. The ionotropic recep-
tor Ir7a has been shown for rejecting foods laced with high levels of acetic acid 
 suggesting flies discriminate foods on the basis of acid composition rather than 
just pH [84].
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Umami (amino acid taste) is the sensation elicited by glutamate. In humans, 
umami is only elicited by glutamate, while mice are sensitive to a wider range of 
L-amino acids [1]. Addition of the nucleotides IMP or GMP potentiates the umami 
response, distinguishing it from a more general sensing of glutamate [85]. T1R1/
T1R3 is widely recognized as the umami receptor [1].

Fruit flies can taste amino acids too, although their preference is enhanced 
when raised on a food source devoid of amino acids [86]. Female fruit flies 
show greatest preference for cysteine, phenylalanine, threonine and tyrosine, 
while males prefer leucine and histidine. None of the 18 standard amino acids 
tested stimulates action potentials in GRNs in sugar responsive sensilla [8] 
raising the possibility of taste pegs in sensing amino acids. Another amino acid, 
L-canavanine is toxic and elicits an avoidance response in flies [87] and is sensed 
by GRNs in a subset of S-type sensilla [88]. Gr8a and Gr66a are both required 
for L-canavanine avoidance [88]. An ionotropic receptor Ir76b has been shown 
recently for amino acid taste in flies [89].

Activation of fly GRNs by sweet substances, bitter compounds and the amino 
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sive GRNs of plcβ21c or any of the genes encoding TRPC channels (TRP, TRPL and 
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3.3 Taste coding
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both of which promote feeding [96] while other GRNs are activated by bitter 
compounds and high concentrations of salt and suppress feeding [20]. In addi-
tion, a subset of bitter GRNs is also activated by low pH carboxylic acids, which 
are feeding deterrents [83]. A complex model for salt coding in flies that combi-
natorially integrates inputs from across cell types to afford robust and flexible salt 
behaviors [77].

The taste system of mice also uses a variant of the labeled line model. In mice, 
taste receptors are segregated into distinct populations such that bitter, sweet, sour 
and low concentrations of salt are detected by non-overlapping sets of cells [1, 58]. 
Whether this principle applies to sweet and umami is presently unclear. Recent evi-
dence suggest that aversive high concentrations of salt are not detected by a separate 
subset of cells, but are instead detected by the populations of cells that detect bitter 
and sour [72] suggesting that the mammalian taste system is relatively hard-wired 
to behavior, as is the case in flies.

3.4 Taste modulation in Drosophila

Modulation of taste neuron activity prior to the first relay has been suggested. 
Presence of multiple molecular and cellular mechanisms by which tastant informa-
tion is integrated in primary taste neurons has been proposed [97]. Various studies 
suggest that aversive tastants such as bitter compounds and acids, can inhibit the 
activity of appetitive taste circuits in adult flies and larvae [83, 98, 99]. The reduc-
tion of the firing rate of sweet neurons in mixtures of sucrose and the aversive 
tastants is independent of the activity of the deterrent neuron [83, 98, 99]. Bitter 
compounds suppress feeding by activating bitter—GRNs and by inhibiting sugar—
sensitive GRNs [11]. The suppression of sugar GRNs depends on a odorant binding 
proteins” (OBP), OBP49a, which is expressed in gustatory organs or indirectly via 
GABAergic interneurons that connect bitter taste neuron activity to that of sweet 
taste neurons [100, 101]. Accessory cells synthesized OBP49a and release it into 
endolymph fluid bathing the GRNs, which then acts non-cell autonomously on 
sugar activated GRNs. OBP49a binds directly to bitter compounds, and later inter-
acts with the sugar receptor, Gr64a, on the cell surface of the GRNs to suppress its 
activity [101]. Such non-cell autonomous modulation of the sugar response ensures 
that bitter compounds in sugar-laden foods are not consumed. Low concentrations 
of acid tastants have also been observed to modulate detection of bitter compounds 
in the context of both sweet and deterrent neurons, suppressing their inhibitory 
effect in the former and their excitatory effect in the latter [102]. Although the 
mechanisms by which carboxylic acids or low pH inhibit taste neurons remains to 
be determined.

Internal state can change the gustatory sensitivity as well: starvation potentiates 
the responses of sweet GRN and suppresses bitter GRN responses; mating increases 
taste peg GRN sensitivity to polyamines and behavioral responses to low salt in 
females; and protein deprivation sensitizes taste peg GRNs to yeast and increases 
behavioral sensitivity to amino acids [86, 103–108]. Taste neuron sensitivity is also 
modulated by prior dietary experience. Response to camphor (non-toxic bitter 
compound) decrease after exposing flies to camphor for long [66]. An E3 ubiquitin 
ligase-regulated decline in the levels of Trpl caused the change in sensitivity. No 
calories diet also cause increase activity in the Gr5a+ sweet taste circuit [104, 109] 
and reduce sensitivity in the bitter taste circuit [105]. In the former case, dopamine 
signaling acting on the both primary and secondary neurons in the sweet circuit 
caused the change in sensitivity [104, 109]. The latter is dependent on sNPF acting 
via GABAergic interneurons [105]. A significant modulation of fly salt taste behav-
ior by salt deprivation has been shown recently [77].
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3.5 Non-canonical taste qualities

3.5.1 Fats

Vertebrates can sense a variety of other important taste qualities such as wetness 
and fattiness. Olfaction and somatosensation helps in the detection of fats, and 
they elicit post-ingestive effects that promote consumption. It has been shown that 
mice prefer water spiked with free fatty acids supports a role for the taste system 
in detecting this rich source of calories [110]. A fatty acid transporter (CD36) 
and two fat-sensitive GPCRs—GPR40 and GPR120 are putative receptors for fat 
taste including K+ channels that are sensitive to polyunsaturated fatty acids [111]. 
GPR120 is required for preference to fatty acids in mice [112] and is expressed in 
human TRCs as well [113].

In flies, sweet GRN activation requires the function of the three Ionotropic recep-
tor genes Ir25a, Ir76b and Ir56d. Ir25a and Ir76b are expressed in several neurons 
per sensillum, while IR56d expression is restricted to sweet GRNs. Ir25a and Ir76b 
mutant flies loose appetitive behavioral responses to fatty acids. The phenotype can 
be rescued by expression of respective transgenes in sweet GRNs [114].

3.5.2 Calcium taste

Ca2+, an ion is required for a vast array of cellular functions. Ca2+-deprived ani-
mals show attraction and Ca2+-sated animals show rejection. The aversive response 
to Ca2+requires a functioning T1R3 receptor, a subunit of the umami and sweet 
receptor [115]. In human subjects an attenuation of the taste of Ca2+ by the T1R3 
blocker lactisole has been shown [116].

Fruit flies avoids toxic levels of calcium. This repulsion is mediated by two 
mechanisms—activation of a specific class of GRNs that suppresses feeding, 
and inhibition of sugar-activated GRNs, which normally stimulates feeding. The 
distaste for Ca2+, and electrophysiological responses to Ca2+ require three members 
of the variant ionotropic receptor family Ir25a, Ir62a and Ir76b. The high concentra-
tions of Ca2+ show decrease survival in flies [117].

3.5.3 Water

No water receptor has been identified in vertebrate so far. The somatosensory 
system of animals can detect wetness across their body and also contribute to the 
sensing of aqueous solutions in the oral cavity. Various tastes have been ascribed 
to distilled water, from bitter to salty and sweet. Notably, application of water 
after exposure to some artificial sweeteners, such as saccharin, elicits a sweet 
taste [118].

A member of the Degenerin/Epithelial Sodium Channel family, ppk28 (an 
osmosensitive ion channel) mediates the cellular and behavioral response to water 
in flies. ppk28 is expressed in water-sensing neurons and loss of ppk28 abolishes 
water sensitivity [119].

3.6 Taste signal processing and taste sensory maps in the Drosophila brain

In flies, after evaluation of taste input, the information translates into an 
appropriate behavioral response such as feeding, cessation of feeding, search for 
alternative food source, courtship, or egg-laying. Detection of sweet compounds by 
labellum GRs induces a sucking response and sugar detection by the tarsi induces 
extension of proboscis. It is a requirement to understand the flow of information 
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from peripheral activation of GRNs to behavioral output to gain insight into the 
neuronal wiring of the taste at each level of information processing.

Unlike mammalian taste cells, fly GRNs from labellum and pharynx send 
projections of axons directly to the SEZ area of the brain. GRNs in the ovipositor, 
wings, and some leg sensilla send projections to the thoracic ganglia [24, 25]. Taste 
neurons send their axons to loosely defined, widely circumscribed zones in the SEZ 
or thoracic ganglia [32]. Labial palp Gr5a positive GRNs project to large areas in the 
lateral and anterior region of the SEZ, whereas the Gr66a-expressing GRNs project 
to the medial part of the SEZ [6, 7]. Information from GRNs of the legs activates 
non-overlapping areas of the SEZ than GRNs of the labial palps, suggesting dif-
ferent behavioral outputs of neurons responding to the same ligand but located in 
different taste tissues. Functional domains of taste have been mapped in the brain 
using live flies expressing the calcium-sensitive indicator G-CaMP [120] (G-CaMP 
protein is a fusion of the calmodulin-binding domain from the myosin chain kinase 
(M13 peptide), permutated EGFP and the calmodulin) in response to sugars and 
bitter compounds suggesting different taste compounds activate distinct neural 
ensembles in the SEZ. In terms of their taste quality, organ location, and in some 
cases sensillar type, at least 10 categories of patterns have been defined in the SEZ 
and nine in the thoracic abdominal ganglia. Each category is a unique combination 
of discrete patterns elements that define taste neurons [97].

The SEZ is a primary gustatory center, the higher brain centers where taste 
information is conveyed from the SEZ are unknown. Recently, sweet second order 
projection neurons that relay sweet taste information from the SEZ to the antennal 
and mechanosensory motor center (AMMC) in the deutocerebrum were described 
[109]. The results support the role of AMMC (generally receives input from 
mechanosensory and olfactory neurons) in processing multisensory information. 
Various other studies have identified interneurons that impinge on taste circuits 
and feeding behavior routines, including a feeding promoting command neuron, 
feeding promoting dopaminergic neurons, bitter sensitive projection interneurons, 
feeding restrain GABAergic neurons and neurons in the ventral nerve cord that 
balance feeding and locomotion [121–126].

The taste representations in the mushroom bodies (MB) (sites for associative 
learning) examined recently and found that input to the main calyx continues to be 
segregated according to taste modality and the location that taste information origi-
nates from. The bitter and sweet stimuli activate distinct areas, and stimuli from 
different taste organs activate partially overlapping but distinct patterns [127]. The 
information about water and sweet qualities, as well as nutritive and non-nutritive 
sugars is also separated in MB [128, 129]. Unraveling taste circuits, therefore, will 
be important not only for understanding how sensory input is translated to behav-
ioral output, but also how taste associations are formed in reward and aversive 
learning [97].

4. Conclusions

Drosophila Grs, IRs, Trp, and ppk receptors underlie detection of various 
categories of tastants but a lot remains undetermined about the composition and 
response properties of taste receptors. How combinations of GRs and IRs belonging 
to different receptor families (e.g. Gr and IR), coordinate within the neurons that 
house them is a subject of investigation. Feeding behavior is root cause of metabolic 
disorders. A better understanding of the biology of metabolic disorders in associa-
tion with GRs, IRs, Trp, and ppk receptors is a need of the hour because of the 
burden of metabolic disorders, high incidences of cardiovascular diseases, faster 



Animal Models in Medicine and Biology

138

3.5 Non-canonical taste qualities

3.5.1 Fats

Vertebrates can sense a variety of other important taste qualities such as wetness 
and fattiness. Olfaction and somatosensation helps in the detection of fats, and 
they elicit post-ingestive effects that promote consumption. It has been shown that 
mice prefer water spiked with free fatty acids supports a role for the taste system 
in detecting this rich source of calories [110]. A fatty acid transporter (CD36) 
and two fat-sensitive GPCRs—GPR40 and GPR120 are putative receptors for fat 
taste including K+ channels that are sensitive to polyunsaturated fatty acids [111]. 
GPR120 is required for preference to fatty acids in mice [112] and is expressed in 
human TRCs as well [113].

In flies, sweet GRN activation requires the function of the three Ionotropic recep-
tor genes Ir25a, Ir76b and Ir56d. Ir25a and Ir76b are expressed in several neurons 
per sensillum, while IR56d expression is restricted to sweet GRNs. Ir25a and Ir76b 
mutant flies loose appetitive behavioral responses to fatty acids. The phenotype can 
be rescued by expression of respective transgenes in sweet GRNs [114].

3.5.2 Calcium taste

Ca2+, an ion is required for a vast array of cellular functions. Ca2+-deprived ani-
mals show attraction and Ca2+-sated animals show rejection. The aversive response 
to Ca2+requires a functioning T1R3 receptor, a subunit of the umami and sweet 
receptor [115]. In human subjects an attenuation of the taste of Ca2+ by the T1R3 
blocker lactisole has been shown [116].

Fruit flies avoids toxic levels of calcium. This repulsion is mediated by two 
mechanisms—activation of a specific class of GRNs that suppresses feeding, 
and inhibition of sugar-activated GRNs, which normally stimulates feeding. The 
distaste for Ca2+, and electrophysiological responses to Ca2+ require three members 
of the variant ionotropic receptor family Ir25a, Ir62a and Ir76b. The high concentra-
tions of Ca2+ show decrease survival in flies [117].

3.5.3 Water

No water receptor has been identified in vertebrate so far. The somatosensory 
system of animals can detect wetness across their body and also contribute to the 
sensing of aqueous solutions in the oral cavity. Various tastes have been ascribed 
to distilled water, from bitter to salty and sweet. Notably, application of water 
after exposure to some artificial sweeteners, such as saccharin, elicits a sweet 
taste [118].

A member of the Degenerin/Epithelial Sodium Channel family, ppk28 (an 
osmosensitive ion channel) mediates the cellular and behavioral response to water 
in flies. ppk28 is expressed in water-sensing neurons and loss of ppk28 abolishes 
water sensitivity [119].

3.6 Taste signal processing and taste sensory maps in the Drosophila brain

In flies, after evaluation of taste input, the information translates into an 
appropriate behavioral response such as feeding, cessation of feeding, search for 
alternative food source, courtship, or egg-laying. Detection of sweet compounds by 
labellum GRs induces a sucking response and sugar detection by the tarsi induces 
extension of proboscis. It is a requirement to understand the flow of information 

139

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

from peripheral activation of GRNs to behavioral output to gain insight into the 
neuronal wiring of the taste at each level of information processing.

Unlike mammalian taste cells, fly GRNs from labellum and pharynx send 
projections of axons directly to the SEZ area of the brain. GRNs in the ovipositor, 
wings, and some leg sensilla send projections to the thoracic ganglia [24, 25]. Taste 
neurons send their axons to loosely defined, widely circumscribed zones in the SEZ 
or thoracic ganglia [32]. Labial palp Gr5a positive GRNs project to large areas in the 
lateral and anterior region of the SEZ, whereas the Gr66a-expressing GRNs project 
to the medial part of the SEZ [6, 7]. Information from GRNs of the legs activates 
non-overlapping areas of the SEZ than GRNs of the labial palps, suggesting dif-
ferent behavioral outputs of neurons responding to the same ligand but located in 
different taste tissues. Functional domains of taste have been mapped in the brain 
using live flies expressing the calcium-sensitive indicator G-CaMP [120] (G-CaMP 
protein is a fusion of the calmodulin-binding domain from the myosin chain kinase 
(M13 peptide), permutated EGFP and the calmodulin) in response to sugars and 
bitter compounds suggesting different taste compounds activate distinct neural 
ensembles in the SEZ. In terms of their taste quality, organ location, and in some 
cases sensillar type, at least 10 categories of patterns have been defined in the SEZ 
and nine in the thoracic abdominal ganglia. Each category is a unique combination 
of discrete patterns elements that define taste neurons [97].

The SEZ is a primary gustatory center, the higher brain centers where taste 
information is conveyed from the SEZ are unknown. Recently, sweet second order 
projection neurons that relay sweet taste information from the SEZ to the antennal 
and mechanosensory motor center (AMMC) in the deutocerebrum were described 
[109]. The results support the role of AMMC (generally receives input from 
mechanosensory and olfactory neurons) in processing multisensory information. 
Various other studies have identified interneurons that impinge on taste circuits 
and feeding behavior routines, including a feeding promoting command neuron, 
feeding promoting dopaminergic neurons, bitter sensitive projection interneurons, 
feeding restrain GABAergic neurons and neurons in the ventral nerve cord that 
balance feeding and locomotion [121–126].

The taste representations in the mushroom bodies (MB) (sites for associative 
learning) examined recently and found that input to the main calyx continues to be 
segregated according to taste modality and the location that taste information origi-
nates from. The bitter and sweet stimuli activate distinct areas, and stimuli from 
different taste organs activate partially overlapping but distinct patterns [127]. The 
information about water and sweet qualities, as well as nutritive and non-nutritive 
sugars is also separated in MB [128, 129]. Unraveling taste circuits, therefore, will 
be important not only for understanding how sensory input is translated to behav-
ioral output, but also how taste associations are formed in reward and aversive 
learning [97].

4. Conclusions

Drosophila Grs, IRs, Trp, and ppk receptors underlie detection of various 
categories of tastants but a lot remains undetermined about the composition and 
response properties of taste receptors. How combinations of GRs and IRs belonging 
to different receptor families (e.g. Gr and IR), coordinate within the neurons that 
house them is a subject of investigation. Feeding behavior is root cause of metabolic 
disorders. A better understanding of the biology of metabolic disorders in associa-
tion with GRs, IRs, Trp, and ppk receptors is a need of the hour because of the 
burden of metabolic disorders, high incidences of cardiovascular diseases, faster 



Animal Models in Medicine and Biology

140

aging, dependence on readymade food and consumption of unhealthy junk food in 
kids. A better understanding of the IRs and other receptors, neural circuits, higher 
order neurons involved in taste modulation as well as food regulation could provide 
us with a better understanding about human metabolic disorders and lead to a 
subsequent development of treatment strategies ultimately benefitting mankind. 
Recent reports invite exciting new avenues of investigation to determine the higher 
brain locations that receive taste input from the AMMC, and to trace the circuits by 
which information is relayed to motor neurons and neurons of the mushroom body 
to control feeding behavior and associations with appetitive and aversive learning.

Acknowledgements

This work is supported by Wellcome trust/DBT India Alliance Fellowship (grant 
number IA/I/15/2/502074) awarded to PK.

Conflict of interest

The authors declare no conflict of interest.

Criteria for authorship

SK and PK both substantially contributed to the conception and design of the 
work. Both participated in drafting and revising the work, made the figures, wrote 
the chapter and approved the final version for publication.

Abbreviations

GRs Gustatory receptors
TRCs Taste receptors cells
GRNs Gustatory receptor neurons
MSN Mechanosensory neurons
SEZ Sub esophageal zone
IRs Ionotropic receptors
GPCRs G-protein coupled receptors
OR genes Olfactory receptor genes
GFP Green fluorescence protein
UAS Upstream activating sequence
TRP Transient receptor potential
TRPL Transient receptor potential-like
ENaCs Epithelial Na+ channels
OBP Odorant binding proteins
AMMC Antennal and mechanosensory motor center
MB Mushroom bodies
IP3 receptor Inositol 1,4,5-triphosphate receptor
DAG Diacylglycerol
norpA No receptor potential A
plc Phospholipase C
PKD2L1 Polycystic kidney disease 2-like 1
Car4 Carbonic anhydrase isoform 4

141

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Author details

Shivam Kaushik and Pinky Kain*
Regional Centre for Biotechnology, NCR Biotech Science Cluster, Faridabad, 
Haryana, India

*Address all correspondence to: pinkykain@gmail.com

sNPF Short neuropeptide F
GABA Gamma-aminobutyric acid
ATP Adenosine triphosphate
IMP Inosine monophosphate
GMP Guanylate monophosphate
ppk Pickpocket

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



Animal Models in Medicine and Biology

140

aging, dependence on readymade food and consumption of unhealthy junk food in 
kids. A better understanding of the IRs and other receptors, neural circuits, higher 
order neurons involved in taste modulation as well as food regulation could provide 
us with a better understanding about human metabolic disorders and lead to a 
subsequent development of treatment strategies ultimately benefitting mankind. 
Recent reports invite exciting new avenues of investigation to determine the higher 
brain locations that receive taste input from the AMMC, and to trace the circuits by 
which information is relayed to motor neurons and neurons of the mushroom body 
to control feeding behavior and associations with appetitive and aversive learning.

Acknowledgements

This work is supported by Wellcome trust/DBT India Alliance Fellowship (grant 
number IA/I/15/2/502074) awarded to PK.

Conflict of interest

The authors declare no conflict of interest.

Criteria for authorship

SK and PK both substantially contributed to the conception and design of the 
work. Both participated in drafting and revising the work, made the figures, wrote 
the chapter and approved the final version for publication.

Abbreviations

GRs Gustatory receptors
TRCs Taste receptors cells
GRNs Gustatory receptor neurons
MSN Mechanosensory neurons
SEZ Sub esophageal zone
IRs Ionotropic receptors
GPCRs G-protein coupled receptors
OR genes Olfactory receptor genes
GFP Green fluorescence protein
UAS Upstream activating sequence
TRP Transient receptor potential
TRPL Transient receptor potential-like
ENaCs Epithelial Na+ channels
OBP Odorant binding proteins
AMMC Antennal and mechanosensory motor center
MB Mushroom bodies
IP3 receptor Inositol 1,4,5-triphosphate receptor
DAG Diacylglycerol
norpA No receptor potential A
plc Phospholipase C
PKD2L1 Polycystic kidney disease 2-like 1
Car4 Carbonic anhydrase isoform 4

141

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Author details

Shivam Kaushik and Pinky Kain*
Regional Centre for Biotechnology, NCR Biotech Science Cluster, Faridabad, 
Haryana, India

*Address all correspondence to: pinkykain@gmail.com

sNPF Short neuropeptide F
GABA Gamma-aminobutyric acid
ATP Adenosine triphosphate
IMP Inosine monophosphate
GMP Guanylate monophosphate
ppk Pickpocket

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



142

Animal Models in Medicine and Biology

[1] Yarmolinsky DA, Zuker CS, 
Ryba NJ. Common sense about taste: 
From mammals to insects. Cell. 
2009;139:234-244

[2] Stocker RF. The organization of the 
chemosensory system in Drosophila 
melanogaster: A review. Cell and Tissue 
Research. 1994;275:3-26

[3] Chyb S, Dahanukar A, Wickens A, 
Carlson JR. Drosophila Gr5a encodes 
a taste receptor tuned to trehalose. 
Proceedings of the National Academy of 
Sciences of the United States of America. 
2003;100(Suppl 2):14526-14530

[4] Clyne PJ, Warr CG, Carlson JR. 
Candidate taste receptors in Drosophila. 
Science. 2000;287:1830-1834

[5] Moon SJ, Kottgen M, Jiao Y, Xu H, 
Montell C. A taste receptor required for 
the caffeine response in vivo. Current 
Biology. 2006;16:1812-1817

[6] Thorne N, Chromey C, Bray S, 
Amrein H. Taste perception and coding 
in Drosophila. Current Biology. 
2004;14:1065-1079

[7] Wang Z, Singhvi A, Kong P, 
Scott K. Taste representations in the 
Drosophila brain. Cell. 2004;117:981-991

[8] Dahanukar A, Lei YT, Kwon JY, 
Carlson JR. Two gr genes underlie 
sugar reception in Drosophila. Neuron. 
2007;56:503-516

[9] Hiroi M, Marion-Poll F, Tanimura T. 
Differentiated response to sugars among 
labellar chemosensilla in Drosophila. 
Zoological Science. 2002;19:1009-1018

[10] Meunier N, Ferveur JF, 
Marion-Poll F. Sex-specific non-
pheromonal taste receptors in 
Drosophila. Current Biology. 
2000;10:1583-1586

[11] Meunier N, Marion-Poll F, 
Rospars JP, Tanimura T. Peripheral 
coding of bitter taste in Drosophila. 
Journal of Neurobiology. 
2003;56:139-152

[12] Kapsimali M, Barlow LA. 
Developing a sense of taste. Seminars 
in Cell & Developmental Biology. 
2013;24:200-209

[13] Chandrashekar J, Hoon MA, 
Ryba NJ, Zuker CS. The receptors and 
cells for mammalian taste. Nature. 
2006;444:288-294

[14] Chaudhari N, Roper SD. The cell 
biology of taste. The Journal of Cell 
Biology. 2010;190:285-296

[15] Smith DV, Davis BJ. Neural 
representation of taste. In: Finger TE, 
Silver WL, Restrepo D, editors. The 
Neurobiology of Taste and Smell. New 
York: Wiley-Liss. 2000. p. 353-394

[16] Ebbs ML, Amrein H. Taste and 
pheromone perception in the fruit 
fly Drosophila melanogaster. Pflügers 
Archiv. 2007;454:735-747

[17] Amrein H. Pheromone perception 
and behavior in Drosophila. 
Current Opinion in Neurobiology. 
2004;14:435-442

[18] Amrein H, Thorne N. Gustatory 
perception and behavior in Drosophila 
melanogaster. Current Biology. 
2005;15:R673-R684

[19] Arora K, Rodrigues V, Joshi S, 
Shanbhag S, Siddiqi O. A gene affecting 
the specificity of the chemosensory 
neurons of Drosophila. Nature. 
1987;330:62-63

[20] Hiroi M, Meunier N, Marion-Poll F, 
Tanimura T. Two antagonistic gustatory 
receptor neurons responding to 
sweet-salty and bitter taste in 

References

143

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Drosophila. Journal of Neurobiology. 
2004;61:333-342

[21] Naoji F, Hiromasa K, Hiromichi M. 
Impulse frequency and action potential 
amplitude in labellar chemosensory 
neurones of Drosophila melanogaster. 
Journal of Insect Physiology. 
1984;30:317-325

[22] Rodrigues V, Siddiqi O. Genetic 
analysis of chemosensory pathway. 
Proceedings of the Indian Academy of 
Sciences—Section B. 1978;87:147-160

[23] Nayak SV, Singh RN. Sensilla on 
the tarsal segments and mouthparts of 
adult Drosophila melanogaster Meigen 
(Diptera: Drosophilidae). International 
Journal of Insect Morphology and 
Embryology. 1983;12:273-291

[24] Stocker RF, Schorderet M. Cobalt 
filling of sensory projections from 
internal and external mouthparts in 
Drosophila. Cell and Tissue Research. 
1981;216:513-523

[25] Rajashekhar KP, Singh RN. 
Neuroarchitecture of the tritocerebrum 
of Drosophila melanogaster. The 
Journal of Comparative Neurology. 
1994;349:633-645

[26] Falk R, Bleiser-Avivi N, 
Atidia J. Labellar taste organs of 
Drosophila melanogaster. Journal of 
Morphology. 1976;150:327-341

[27] O’Neil RG, Heller S. The 
mechanosensitive nature of 
TRPV channels. Pflügers Archiv. 
2005;451:193-203

[28] Sukharev S, Corey DP. 
Mechanosensitive channels: Multiplicity 
of families and gating paradigms. 
Science’s STKE. 2004;2004:re4

[29] Zhang YV, Aikin TJ, Li Z, 
Montell C. The basis of food texture 
sensation in Drosophila. Neuron. 
2016;91:863-877

[30] Adler E, Hoon MA, Mueller KL, 
Chandrashekar J, Ryba NJ, Zuker CS. A 
novel family of mammalian taste 
receptors. Cell. 2000;100:693-702

[31] Chandrashekar J, Mueller KL, 
Hoon MA, Adler E, Feng L, Guo W, 
et al. T2Rs function as bitter taste 
receptors. Cell. 2000;100:703-711

[32] Dunipace L, Meister S, McNealy C, 
Amrein H. Spatially restricted expression 
of candidate taste receptors in the 
Drosophila gustatory system. Current 
Biology. 2001;11:822-835

[33] Hoon MA, Adler E, Lindemeier J, 
Battey JF, Ryba NJ, Zuker CS. Putative 
mammalian taste receptors: A 
class of taste-specific GPCRs with 
distinct topographic selectivity. Cell. 
1999;96:541-551

[34] Matsunami H, Montmayeur JP, 
Buck LB. A family of candidate taste 
receptors in human and mouse. Nature. 
2000;404:601-604

[35] Max M, Shanker YG, Huang L, 
Rong M, Liu Z, Campagne F, et al. 
Tas1r3, encoding a new candidate 
taste receptor, is allelic to the sweet 
responsiveness locus sac. Nature 
Genetics. 2001;28:58-63

[36] Montmayeur JP, Liberles SD, 
Matsunami H, Buck LB. A candidate 
taste receptor gene near a sweet 
taste locus. Nature Neuroscience. 
2001;4:492-498

[37] Sainz E, Korley JN, Battey JF, 
Sullivan SL. Identification of a 
novel member of the T1R family of 
putative taste receptors. Journal of 
Neurochemistry. 2001;77:896-903

[38] Scott K, Brady R Jr, Cravchik A, 
Morozov P, Rzhetsky A, Zuker C, et al. 
A chemosensory gene family encoding 
candidate gustatory and olfactory 
receptors in Drosophila. Cell. 
2001;104:661-673



142

Animal Models in Medicine and Biology

[1] Yarmolinsky DA, Zuker CS, 
Ryba NJ. Common sense about taste: 
From mammals to insects. Cell. 
2009;139:234-244

[2] Stocker RF. The organization of the 
chemosensory system in Drosophila 
melanogaster: A review. Cell and Tissue 
Research. 1994;275:3-26

[3] Chyb S, Dahanukar A, Wickens A, 
Carlson JR. Drosophila Gr5a encodes 
a taste receptor tuned to trehalose. 
Proceedings of the National Academy of 
Sciences of the United States of America. 
2003;100(Suppl 2):14526-14530

[4] Clyne PJ, Warr CG, Carlson JR. 
Candidate taste receptors in Drosophila. 
Science. 2000;287:1830-1834

[5] Moon SJ, Kottgen M, Jiao Y, Xu H, 
Montell C. A taste receptor required for 
the caffeine response in vivo. Current 
Biology. 2006;16:1812-1817

[6] Thorne N, Chromey C, Bray S, 
Amrein H. Taste perception and coding 
in Drosophila. Current Biology. 
2004;14:1065-1079

[7] Wang Z, Singhvi A, Kong P, 
Scott K. Taste representations in the 
Drosophila brain. Cell. 2004;117:981-991

[8] Dahanukar A, Lei YT, Kwon JY, 
Carlson JR. Two gr genes underlie 
sugar reception in Drosophila. Neuron. 
2007;56:503-516

[9] Hiroi M, Marion-Poll F, Tanimura T. 
Differentiated response to sugars among 
labellar chemosensilla in Drosophila. 
Zoological Science. 2002;19:1009-1018

[10] Meunier N, Ferveur JF, 
Marion-Poll F. Sex-specific non-
pheromonal taste receptors in 
Drosophila. Current Biology. 
2000;10:1583-1586

[11] Meunier N, Marion-Poll F, 
Rospars JP, Tanimura T. Peripheral 
coding of bitter taste in Drosophila. 
Journal of Neurobiology. 
2003;56:139-152

[12] Kapsimali M, Barlow LA. 
Developing a sense of taste. Seminars 
in Cell & Developmental Biology. 
2013;24:200-209

[13] Chandrashekar J, Hoon MA, 
Ryba NJ, Zuker CS. The receptors and 
cells for mammalian taste. Nature. 
2006;444:288-294

[14] Chaudhari N, Roper SD. The cell 
biology of taste. The Journal of Cell 
Biology. 2010;190:285-296

[15] Smith DV, Davis BJ. Neural 
representation of taste. In: Finger TE, 
Silver WL, Restrepo D, editors. The 
Neurobiology of Taste and Smell. New 
York: Wiley-Liss. 2000. p. 353-394

[16] Ebbs ML, Amrein H. Taste and 
pheromone perception in the fruit 
fly Drosophila melanogaster. Pflügers 
Archiv. 2007;454:735-747

[17] Amrein H. Pheromone perception 
and behavior in Drosophila. 
Current Opinion in Neurobiology. 
2004;14:435-442

[18] Amrein H, Thorne N. Gustatory 
perception and behavior in Drosophila 
melanogaster. Current Biology. 
2005;15:R673-R684

[19] Arora K, Rodrigues V, Joshi S, 
Shanbhag S, Siddiqi O. A gene affecting 
the specificity of the chemosensory 
neurons of Drosophila. Nature. 
1987;330:62-63

[20] Hiroi M, Meunier N, Marion-Poll F, 
Tanimura T. Two antagonistic gustatory 
receptor neurons responding to 
sweet-salty and bitter taste in 

References

143

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Drosophila. Journal of Neurobiology. 
2004;61:333-342

[21] Naoji F, Hiromasa K, Hiromichi M. 
Impulse frequency and action potential 
amplitude in labellar chemosensory 
neurones of Drosophila melanogaster. 
Journal of Insect Physiology. 
1984;30:317-325

[22] Rodrigues V, Siddiqi O. Genetic 
analysis of chemosensory pathway. 
Proceedings of the Indian Academy of 
Sciences—Section B. 1978;87:147-160

[23] Nayak SV, Singh RN. Sensilla on 
the tarsal segments and mouthparts of 
adult Drosophila melanogaster Meigen 
(Diptera: Drosophilidae). International 
Journal of Insect Morphology and 
Embryology. 1983;12:273-291

[24] Stocker RF, Schorderet M. Cobalt 
filling of sensory projections from 
internal and external mouthparts in 
Drosophila. Cell and Tissue Research. 
1981;216:513-523

[25] Rajashekhar KP, Singh RN. 
Neuroarchitecture of the tritocerebrum 
of Drosophila melanogaster. The 
Journal of Comparative Neurology. 
1994;349:633-645

[26] Falk R, Bleiser-Avivi N, 
Atidia J. Labellar taste organs of 
Drosophila melanogaster. Journal of 
Morphology. 1976;150:327-341

[27] O’Neil RG, Heller S. The 
mechanosensitive nature of 
TRPV channels. Pflügers Archiv. 
2005;451:193-203

[28] Sukharev S, Corey DP. 
Mechanosensitive channels: Multiplicity 
of families and gating paradigms. 
Science’s STKE. 2004;2004:re4

[29] Zhang YV, Aikin TJ, Li Z, 
Montell C. The basis of food texture 
sensation in Drosophila. Neuron. 
2016;91:863-877

[30] Adler E, Hoon MA, Mueller KL, 
Chandrashekar J, Ryba NJ, Zuker CS. A 
novel family of mammalian taste 
receptors. Cell. 2000;100:693-702

[31] Chandrashekar J, Mueller KL, 
Hoon MA, Adler E, Feng L, Guo W, 
et al. T2Rs function as bitter taste 
receptors. Cell. 2000;100:703-711

[32] Dunipace L, Meister S, McNealy C, 
Amrein H. Spatially restricted expression 
of candidate taste receptors in the 
Drosophila gustatory system. Current 
Biology. 2001;11:822-835

[33] Hoon MA, Adler E, Lindemeier J, 
Battey JF, Ryba NJ, Zuker CS. Putative 
mammalian taste receptors: A 
class of taste-specific GPCRs with 
distinct topographic selectivity. Cell. 
1999;96:541-551

[34] Matsunami H, Montmayeur JP, 
Buck LB. A family of candidate taste 
receptors in human and mouse. Nature. 
2000;404:601-604

[35] Max M, Shanker YG, Huang L, 
Rong M, Liu Z, Campagne F, et al. 
Tas1r3, encoding a new candidate 
taste receptor, is allelic to the sweet 
responsiveness locus sac. Nature 
Genetics. 2001;28:58-63

[36] Montmayeur JP, Liberles SD, 
Matsunami H, Buck LB. A candidate 
taste receptor gene near a sweet 
taste locus. Nature Neuroscience. 
2001;4:492-498

[37] Sainz E, Korley JN, Battey JF, 
Sullivan SL. Identification of a 
novel member of the T1R family of 
putative taste receptors. Journal of 
Neurochemistry. 2001;77:896-903

[38] Scott K, Brady R Jr, Cravchik A, 
Morozov P, Rzhetsky A, Zuker C, et al. 
A chemosensory gene family encoding 
candidate gustatory and olfactory 
receptors in Drosophila. Cell. 
2001;104:661-673



Animal Models in Medicine and Biology

144

[39] Robertson HM, Warr CG, 
Carlson JR. Molecular evolution of the 
insect chemoreceptor gene superfamily 
in Drosophila melanogaster. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2003;100(Suppl 2):14537-14542

[40] Dahanukar A, Foster K, van der 
Goes van Naters WM, Carlson JR. A 
Gr receptor is required for response 
to the sugar trehalose in taste neurons 
of Drosophila. Nature Neuroscience. 
2001;4:1182-1186

[41] Ueno K, Ohta M, Morita H, 
Mikuni Y, Nakajima S, Yamamoto K, 
et al. Trehalose sensitivity in Drosophila 
correlates with mutations in and 
expression of the gustatory receptor 
gene Gr5a. Current Biology. 
2001;11:1451-1455

[42] Brand AH, Perrimon N. Targeted 
gene expression as a means of 
altering cell fates and generating 
dominant phenotypes. Development. 
1993;118:401-415

[43] Zhang Y, Hoon MA, Chandrashekar  
J, Mueller KL, Cook B, Wu D, et al. 
Coding of sweet, bitter, and umami 
tastes: Different receptor cells sharing 
similar signaling pathways. Cell. 
2003;112:293-301

[44] Benton R, Sachse S, Michnick SW, 
Vosshall LB. Atypical membrane 
topology and heteromeric function of 
Drosophila odorant receptors in vivo. 
PLoS Biology. 2006;4:e20

[45] Sato K, Pellegrino M, Nakagawa T, 
Nakagawa T, Vosshall LB, 
Touhara K. Insect olfactory receptors are 
heteromeric ligand-gated ion channels. 
Nature. 2008;452:1002-1006

[46] Wicher D, Schafer R, Bauernfeind  
R, Stensmyr MC, Heller R, Heinemann  
SH, et al. Drosophila odorant 
receptors are both ligand-gated and 

cyclic-nucleotide-activated cation 
channels. Nature. 2008;452:1007-1011

[47] Zhang HJ, Anderson AR,  
Trowell SC, Luo AR, Xiang ZH, 
Xia QY. Topological and functional 
characterization of an insect gustatory 
receptor. PLoS One. 2011;6:e24111

[48] Sato K, Tanaka K, Touhara K. Sugar-
regulated cation channel formed by an 
insect gustatory receptor. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2011;108:11680-11685

[49] Nelson G, Hoon MA, 
Chandrashekar J, Zhang Y, Ryba NJ, 
Zuker CS. Mammalian sweet taste 
receptors. Cell. 2001;106:381-390

[50] Yee KK, Sukumaran SK, Kotha R, 
Gilbertson TA, Margolskee RF. Glucose 
transporters and ATP-gated K+ (KATP) 
metabolic sensors are present in type 
1 taste receptor 3 (T1r3)-expressing 
taste cells. Proceedings of the National 
Academy of Sciences of the United 
States of America. 2011;108: 
5431-5436

[51] Gordesky-Gold B, Rivers N, 
Ahmed OM, Breslin PA. Drosophila 
melanogaster prefers compounds 
perceived sweet by humans. Chemical 
Senses. 2008;33:301-309

[52] Jiao Y, Moon SJ, Montell C. A 
Drosophila gustatory receptor required 
for the responses to sucrose, 
glucose, and maltose identified 
by mRNA tagging. Proceedings of 
the National Academy of Sciences 
of the United States of America. 
2007;104:14110-14115

[53] Jiao Y, Moon SJ, Wang X, Ren 
Q , Montell C. Gr64f is required in 
combination with other gustatory 
receptors for sugar detection 
in Drosophila. Current Biology. 
2008;18:1797-1801

145

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

[54] Slone J, Daniels J, Amrein H. Sugar 
receptors in Drosophila. Current Biology. 
2007;17:1809-1816

[55] Miyamoto T, Slone J, Song X, 
Amrein H. A fructose receptor functions 
as a nutrient sensor in the Drosophila 
brain. Cell. 2012;151:1113-1125

[56] Shi P, Zhang J. Contrasting modes 
of evolution between vertebrate sweet/
umami receptor genes and bitter 
receptor genes. Molecular Biology and 
Evolution. 2006;23:292-300

[57] Mueller KL, Hoon MA, 
Erlenbach I, Chandrashekar J, Zuker CS, 
Ryba NJ. The receptors and coding 
logic for bitter taste. Nature. 
2005;434:225-229

[58] Voigt A, Hubner S, Lossow K, 
Hermans-Borgmeyer I, Boehm U, 
Meyerhof W. Genetic labeling of Tas1r1 
and Tas2r131 taste receptor cells in mice. 
Chemical Senses. 2012;37:897-911

[59] Weiss LA, Dahanukar A, Kwon JY, 
Banerjee D, Carlson JR. The molecular 
and cellular basis of bitter taste in 
Drosophila. Neuron. 2011;69:258-272

[60] Behrens M, Meyerhof W. 
Mammalian bitter taste perception. 
Results and Problems in Cell 
Differentiation. 2009;47:203-220

[61] Kwon JY, Dahanukar A, Weiss LA, 
Carlson JR. Molecular and cellular 
organization of the taste system in 
the Drosophila larva. The Journal of 
Neuroscience. 2011;31:15300-15309

[62] Lee Y, Kim SH, Montell C. Avoiding 
DEET through insect gustatory 
receptors. Neuron. 2010;67:555-561

[63] Moon SJ, Lee Y, Jiao Y, Montell C. A 
Drosophila gustatory receptor essential 
for aversive taste and inhibiting male-
to-male courtship. Current Biology. 
2009;19:1623-1627

[64] Kim SH, Lee Y, Akitake B, 
Woodward OM, Guggino WB, 
Montell C. Drosophila TRPA1 channel 
mediates chemical avoidance in 
gustatory receptor neurons. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2010;107:8440-8445

[65] Al-Anzi B, Tracey WD Jr, 
Benzer S. Response of Drosophila 
to wasabi is mediated by painless, 
the fly homolog of mammalian 
TRPA1/ANKTM1. Current Biology. 
2006;16:1034-1040

[66] Zhang YV, Raghuwanshi RP, 
Shen WL, Montell C. Food experience-
induced taste desensitization modulated 
by the Drosophila TRPL channel. Nature 
Neuroscience. 2013;16:1468-1476

[67] Brand JG, Teeter JH, 
Silver WL. Inhibition by amiloride 
of chorda tympani responses evoked 
by monovalent salts. Brain Research. 
1985;334:207-214

[68] Ninomiya Y. Reinnervation of 
cross-regenerated gustatory nerve fibers 
into amiloride-sensitive and amiloride-
insensitive taste receptor cells. 
Proceedings of the National Academy 
of Sciences of the United States of 
America. 1998;95:5347-5350

[69] Breza JM, Contreras RJ. Anion size 
modulates salt taste in rats. Journal of 
Neurophysiology. 2012;107:1632-1648

[70] Canessa CM, Schild L, Buell G, 
Thorens B, Gautschi I, Horisberger JD, 
et al. Amiloride-sensitive epithelial  
Na+ channel is made of three 
homologous subunits. Nature. 
1994;367:463-467

[71] Chandrashekar J, Kuhn C, 
Oka Y, Yarmolinsky DA, Hummler E, 
Ryba NJ, et al. The cells and peripheral 
representation of sodium taste in mice. 
Nature. 2010;464:297-301



Animal Models in Medicine and Biology

144

[39] Robertson HM, Warr CG, 
Carlson JR. Molecular evolution of the 
insect chemoreceptor gene superfamily 
in Drosophila melanogaster. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2003;100(Suppl 2):14537-14542

[40] Dahanukar A, Foster K, van der 
Goes van Naters WM, Carlson JR. A 
Gr receptor is required for response 
to the sugar trehalose in taste neurons 
of Drosophila. Nature Neuroscience. 
2001;4:1182-1186

[41] Ueno K, Ohta M, Morita H, 
Mikuni Y, Nakajima S, Yamamoto K, 
et al. Trehalose sensitivity in Drosophila 
correlates with mutations in and 
expression of the gustatory receptor 
gene Gr5a. Current Biology. 
2001;11:1451-1455

[42] Brand AH, Perrimon N. Targeted 
gene expression as a means of 
altering cell fates and generating 
dominant phenotypes. Development. 
1993;118:401-415

[43] Zhang Y, Hoon MA, Chandrashekar  
J, Mueller KL, Cook B, Wu D, et al. 
Coding of sweet, bitter, and umami 
tastes: Different receptor cells sharing 
similar signaling pathways. Cell. 
2003;112:293-301

[44] Benton R, Sachse S, Michnick SW, 
Vosshall LB. Atypical membrane 
topology and heteromeric function of 
Drosophila odorant receptors in vivo. 
PLoS Biology. 2006;4:e20

[45] Sato K, Pellegrino M, Nakagawa T, 
Nakagawa T, Vosshall LB, 
Touhara K. Insect olfactory receptors are 
heteromeric ligand-gated ion channels. 
Nature. 2008;452:1002-1006

[46] Wicher D, Schafer R, Bauernfeind  
R, Stensmyr MC, Heller R, Heinemann  
SH, et al. Drosophila odorant 
receptors are both ligand-gated and 

cyclic-nucleotide-activated cation 
channels. Nature. 2008;452:1007-1011

[47] Zhang HJ, Anderson AR,  
Trowell SC, Luo AR, Xiang ZH, 
Xia QY. Topological and functional 
characterization of an insect gustatory 
receptor. PLoS One. 2011;6:e24111

[48] Sato K, Tanaka K, Touhara K. Sugar-
regulated cation channel formed by an 
insect gustatory receptor. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2011;108:11680-11685

[49] Nelson G, Hoon MA, 
Chandrashekar J, Zhang Y, Ryba NJ, 
Zuker CS. Mammalian sweet taste 
receptors. Cell. 2001;106:381-390

[50] Yee KK, Sukumaran SK, Kotha R, 
Gilbertson TA, Margolskee RF. Glucose 
transporters and ATP-gated K+ (KATP) 
metabolic sensors are present in type 
1 taste receptor 3 (T1r3)-expressing 
taste cells. Proceedings of the National 
Academy of Sciences of the United 
States of America. 2011;108: 
5431-5436

[51] Gordesky-Gold B, Rivers N, 
Ahmed OM, Breslin PA. Drosophila 
melanogaster prefers compounds 
perceived sweet by humans. Chemical 
Senses. 2008;33:301-309

[52] Jiao Y, Moon SJ, Montell C. A 
Drosophila gustatory receptor required 
for the responses to sucrose, 
glucose, and maltose identified 
by mRNA tagging. Proceedings of 
the National Academy of Sciences 
of the United States of America. 
2007;104:14110-14115

[53] Jiao Y, Moon SJ, Wang X, Ren 
Q , Montell C. Gr64f is required in 
combination with other gustatory 
receptors for sugar detection 
in Drosophila. Current Biology. 
2008;18:1797-1801

145

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

[54] Slone J, Daniels J, Amrein H. Sugar 
receptors in Drosophila. Current Biology. 
2007;17:1809-1816

[55] Miyamoto T, Slone J, Song X, 
Amrein H. A fructose receptor functions 
as a nutrient sensor in the Drosophila 
brain. Cell. 2012;151:1113-1125

[56] Shi P, Zhang J. Contrasting modes 
of evolution between vertebrate sweet/
umami receptor genes and bitter 
receptor genes. Molecular Biology and 
Evolution. 2006;23:292-300

[57] Mueller KL, Hoon MA, 
Erlenbach I, Chandrashekar J, Zuker CS, 
Ryba NJ. The receptors and coding 
logic for bitter taste. Nature. 
2005;434:225-229

[58] Voigt A, Hubner S, Lossow K, 
Hermans-Borgmeyer I, Boehm U, 
Meyerhof W. Genetic labeling of Tas1r1 
and Tas2r131 taste receptor cells in mice. 
Chemical Senses. 2012;37:897-911

[59] Weiss LA, Dahanukar A, Kwon JY, 
Banerjee D, Carlson JR. The molecular 
and cellular basis of bitter taste in 
Drosophila. Neuron. 2011;69:258-272

[60] Behrens M, Meyerhof W. 
Mammalian bitter taste perception. 
Results and Problems in Cell 
Differentiation. 2009;47:203-220

[61] Kwon JY, Dahanukar A, Weiss LA, 
Carlson JR. Molecular and cellular 
organization of the taste system in 
the Drosophila larva. The Journal of 
Neuroscience. 2011;31:15300-15309

[62] Lee Y, Kim SH, Montell C. Avoiding 
DEET through insect gustatory 
receptors. Neuron. 2010;67:555-561

[63] Moon SJ, Lee Y, Jiao Y, Montell C. A 
Drosophila gustatory receptor essential 
for aversive taste and inhibiting male-
to-male courtship. Current Biology. 
2009;19:1623-1627

[64] Kim SH, Lee Y, Akitake B, 
Woodward OM, Guggino WB, 
Montell C. Drosophila TRPA1 channel 
mediates chemical avoidance in 
gustatory receptor neurons. Proceedings 
of the National Academy of Sciences 
of the United States of America. 
2010;107:8440-8445

[65] Al-Anzi B, Tracey WD Jr, 
Benzer S. Response of Drosophila 
to wasabi is mediated by painless, 
the fly homolog of mammalian 
TRPA1/ANKTM1. Current Biology. 
2006;16:1034-1040

[66] Zhang YV, Raghuwanshi RP, 
Shen WL, Montell C. Food experience-
induced taste desensitization modulated 
by the Drosophila TRPL channel. Nature 
Neuroscience. 2013;16:1468-1476

[67] Brand JG, Teeter JH, 
Silver WL. Inhibition by amiloride 
of chorda tympani responses evoked 
by monovalent salts. Brain Research. 
1985;334:207-214

[68] Ninomiya Y. Reinnervation of 
cross-regenerated gustatory nerve fibers 
into amiloride-sensitive and amiloride-
insensitive taste receptor cells. 
Proceedings of the National Academy 
of Sciences of the United States of 
America. 1998;95:5347-5350

[69] Breza JM, Contreras RJ. Anion size 
modulates salt taste in rats. Journal of 
Neurophysiology. 2012;107:1632-1648

[70] Canessa CM, Schild L, Buell G, 
Thorens B, Gautschi I, Horisberger JD, 
et al. Amiloride-sensitive epithelial  
Na+ channel is made of three 
homologous subunits. Nature. 
1994;367:463-467

[71] Chandrashekar J, Kuhn C, 
Oka Y, Yarmolinsky DA, Hummler E, 
Ryba NJ, et al. The cells and peripheral 
representation of sodium taste in mice. 
Nature. 2010;464:297-301



Animal Models in Medicine and Biology

146

[72] Oka Y, Butnaru M, von Buchholtz L, 
Ryba NJ, Zuker CS. High salt recruits 
aversive taste pathways. Nature. 
2013;494:472-475

[73] Liu L, Leonard AS, Motto DG, 
Feller MA, Price MP, Johnson WA, 
et al. Contribution of Drosophila DEG/
ENaC genes to salt taste. Neuron. 
2003;39:133-146

[74] Zhang YV, Ni J, Montell C. The 
molecular basis for attractive  
salt-taste coding in Drosophila.  
Science. 2013;340:1334-1338

[75] Benton R, Vannice KS, 
Gomez-Diaz C, Vosshall LB. Variant 
ionotropic glutamate receptors as 
chemosensory receptors in Drosophila. 
Cell. 2009;136:149-162

[76] Croset V, Rytz R, Cummins SF, 
Budd A, Brawand D, Kaessmann H, 
et al. Ancient protostome origin of 
chemosensory ionotropic glutamate 
receptors and the evolution of insect 
taste and olfaction. PLoS Genetics. 
2010;6:e1001064

[77] Jaeger AH, Stanley M, Weiss ZF, 
Musso PY, Chan RC, Zhang H, et al.  
A complex peripheral code for salt taste 
in Drosophila. eLife. 2018;7:e37167

[78] Huang AL, Chen X, Hoon MA, 
Chandrashekar J, Guo W, Trankner D, 
et al. The cells and logic for mammalian 
sour taste detection. Nature. 
2006;442:934-938

[79] Huang YA, Maruyama Y, Stimac R, 
Roper SD. Presynaptic (type III) cells 
in mouse taste buds sense sour (acid) 
taste. The Journal of Physiology. 
2008;586:2903-2912

[80] Chang RB, Waters H, Liman ER. A 
proton current drives action potentials 
in genetically identified sour taste cells. 
Proceedings of the National Academy 
of Sciences of the United States of 
America. 2010;107:22320-22325

[81] Chandrashekar J, Yarmolinsky D, 
von Buchholtz L, Oka Y, Sly W, Ryba NJ, 
et al. The taste of carbonation. Science. 
2009;326:443-445

[82] Fischler W, Kong P, Marella S, 
Scott K. The detection of carbonation by 
the Drosophila gustatory system. Nature. 
2007;448:1054-1057

[83] Charlu S, Wisotsky Z, Medina A, 
Dahanukar A. Acid sensing by sweet 
and bitter taste neurons in Drosophila 
melanogaster. Nature Communications. 
2013;4:2042

[84] Rimal S, Sang J, Poudel S, Thakur D, 
Montell C, Lee Y. Mechanism of acetic 
acid gustatory repulsion in Drosophila. 
Cell Reports. 2019;26(1432-1442):e4

[85] Yamaguchi S. The synergistic taste 
effect of monosodium glutamate and 
disodium 5′-inosinate. Journal of Food 
Science. 1967;32

[86] Toshima N, Tanimura T. Taste 
preference for amino acids is 
dependent on internal nutritional state 
in Drosophila melanogaster. The 
Journal of Experimental Biology. 
2012;215:2827-2832

[87] Mitri C, Soustelle L, Framery B, 
Bockaert J, Parmentier ML, Grau Y. 
Plant insecticide L-canavanine repels 
Drosophila via the insect orphan GPCR 
DmX. PLoS Biology. 2009;7:e1000147

[88] Lee Y, Kang MJ, Shim J, Cheong CU, 
Moon SJ, Montell C. Gustatory receptors 
required for avoiding the insecticide 
L-canavanine. The Journal of 
Neuroscience. 2012;32:1429-1435

[89] Ganguly A, Pang L, Duong VK, 
Lee A, Schoniger H, Varady E, et al. 
A molecular and cellular context-
dependent role for Ir76b in detection 
of amino acid taste. Cell Reports. 
2017;18:737-750

[90] Bredendiek N, Hutte J, 
Steingraber A, Hatt H, Gisselmann G, 

147

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Neuhaus EM. Go alpha is involved 
in sugar perception in Drosophila. 
Chemical Senses. 2011;36:69-81

[91] Ishimoto H, Takahashi K, Ueda R, 
Tanimura T. G-protein gamma subunit 
1 is required for sugar reception 
in Drosophila. The EMBO Journal. 
2005;24:3259-3265

[92] Kain P, Badsha F, Hussain SM, 
Nair A, Hasan G, Rodrigues V. Mutants 
in phospholipid signaling attenuate the 
behavioral response of adult Drosophila 
to trehalose. Chemical Senses. 
2010;35:663-673

[93] Ueno K, Kohatsu S, Clay C, 
Forte M, Isono K, Kidokoro Y. Gsalpha 
is involved in sugar perception in 
Drosophila melanogaster. The Journal of 
Neuroscience. 2006;26:6143-6152

[94] Ueno K, Kidokoro Y. Adenylyl 
cyclase encoded by AC78C participates 
in sugar perception in Drosophila 
melanogaster. The European Journal of 
Neuroscience. 2008;28:1956-1966

[95] Devambez I, Ali Agha M, 
Mitri C, Bockaert J, Parmentier ML, 
Marion-Poll F, et al. Galphao is required 
for L-canavanine detection in 
Drosophila. PLoS One. 2013;8:e63484

[96] Wisotsky Z, Medina A, Freeman E, 
Dahanukar A. Evolutionary differences 
in food preference rely on Gr64e, 
a receptor for glycerol. Nature 
Neuroscience. 2011;14:1534-1541

[97] Freeman EG, Dahanukar A. 
Molecular neurobiology of Drosophila 
taste. Current Opinion in Neurobiology. 
2015;34:140-148

[98] French AS, Sellier MJ,  
Ali Agha M, Guigue A, Chabaud MA, 
Reeb PD, et al. Dual mechanism 
for bitter avoidance in Drosophila. 
The Journal of Neuroscience. 
2015;35:3990-4004

[99] Konig C, Schleyer M, Leibiger J, 
El-Keredy A, Gerber B. Bitter-sweet 
processing in larval Drosophila. 
Chemical Senses. 2014;39:489-505

[100] Chu B, Chui V, Mann K, 
Gordon MD. Presynaptic gain control 
drives sweet and bitter taste integration 
in Drosophila. Current Biology. 
2014;24:1978-1984

[101] Jeong YT, Shim J, Oh SR, 
Yoon HI, Kim CH, Moon SJ, et al. An 
odorant-binding protein required for 
suppression of sweet taste by bitter 
chemicals. Neuron. 2013;79:725-737

[102] Chen Y, Amrein H. Enhancing 
perception of contaminated food 
through acid-mediated modulation of 
taste neuron responses. Current Biology. 
2014;24:1969-1977

[103] Hussain A, Ucpunar HK, 
Zhang M, Loschek LF, Grunwald 
Kadow IC. Neuropeptides modulate 
female chemosensory processing upon 
mating in Drosophila. PLoS Biology. 
2016;14:e1002455

[104] Inagaki HK, Ben-Tabou 
de-Leon S, Wong AM, Jagadish S, 
Ishimoto H, Barnea G, et al. Visualizing 
neuromodulation in vivo: TANGO-
mapping of dopamine signaling reveals 
appetite control of sugar sensing. Cell. 
2012;148:583-595

[105] Inagaki HK, Panse KM, 
Anderson DJ. Independent, reciprocal 
neuromodulatory control of sweet and 
bitter taste sensitivity during starvation 
in Drosophila. Neuron. 2014;84:806-820

[106] LeDue EE, Mann K, Koch E, Chu B, 
Dakin R, Gordon MD. Starvation-
induced depotentiation of bitter 
taste in Drosophila. Current Biology. 
2016;26:2854-2861

[107] Steck K, Walker SJ, Itskov PM, 
Baltazar C, Moreira JM, Ribeiro C. 
Internal amino acid state modulates 



Animal Models in Medicine and Biology

146

[72] Oka Y, Butnaru M, von Buchholtz L, 
Ryba NJ, Zuker CS. High salt recruits 
aversive taste pathways. Nature. 
2013;494:472-475

[73] Liu L, Leonard AS, Motto DG, 
Feller MA, Price MP, Johnson WA, 
et al. Contribution of Drosophila DEG/
ENaC genes to salt taste. Neuron. 
2003;39:133-146

[74] Zhang YV, Ni J, Montell C. The 
molecular basis for attractive  
salt-taste coding in Drosophila.  
Science. 2013;340:1334-1338

[75] Benton R, Vannice KS, 
Gomez-Diaz C, Vosshall LB. Variant 
ionotropic glutamate receptors as 
chemosensory receptors in Drosophila. 
Cell. 2009;136:149-162

[76] Croset V, Rytz R, Cummins SF, 
Budd A, Brawand D, Kaessmann H, 
et al. Ancient protostome origin of 
chemosensory ionotropic glutamate 
receptors and the evolution of insect 
taste and olfaction. PLoS Genetics. 
2010;6:e1001064

[77] Jaeger AH, Stanley M, Weiss ZF, 
Musso PY, Chan RC, Zhang H, et al.  
A complex peripheral code for salt taste 
in Drosophila. eLife. 2018;7:e37167

[78] Huang AL, Chen X, Hoon MA, 
Chandrashekar J, Guo W, Trankner D, 
et al. The cells and logic for mammalian 
sour taste detection. Nature. 
2006;442:934-938

[79] Huang YA, Maruyama Y, Stimac R, 
Roper SD. Presynaptic (type III) cells 
in mouse taste buds sense sour (acid) 
taste. The Journal of Physiology. 
2008;586:2903-2912

[80] Chang RB, Waters H, Liman ER. A 
proton current drives action potentials 
in genetically identified sour taste cells. 
Proceedings of the National Academy 
of Sciences of the United States of 
America. 2010;107:22320-22325

[81] Chandrashekar J, Yarmolinsky D, 
von Buchholtz L, Oka Y, Sly W, Ryba NJ, 
et al. The taste of carbonation. Science. 
2009;326:443-445

[82] Fischler W, Kong P, Marella S, 
Scott K. The detection of carbonation by 
the Drosophila gustatory system. Nature. 
2007;448:1054-1057

[83] Charlu S, Wisotsky Z, Medina A, 
Dahanukar A. Acid sensing by sweet 
and bitter taste neurons in Drosophila 
melanogaster. Nature Communications. 
2013;4:2042

[84] Rimal S, Sang J, Poudel S, Thakur D, 
Montell C, Lee Y. Mechanism of acetic 
acid gustatory repulsion in Drosophila. 
Cell Reports. 2019;26(1432-1442):e4

[85] Yamaguchi S. The synergistic taste 
effect of monosodium glutamate and 
disodium 5′-inosinate. Journal of Food 
Science. 1967;32

[86] Toshima N, Tanimura T. Taste 
preference for amino acids is 
dependent on internal nutritional state 
in Drosophila melanogaster. The 
Journal of Experimental Biology. 
2012;215:2827-2832

[87] Mitri C, Soustelle L, Framery B, 
Bockaert J, Parmentier ML, Grau Y. 
Plant insecticide L-canavanine repels 
Drosophila via the insect orphan GPCR 
DmX. PLoS Biology. 2009;7:e1000147

[88] Lee Y, Kang MJ, Shim J, Cheong CU, 
Moon SJ, Montell C. Gustatory receptors 
required for avoiding the insecticide 
L-canavanine. The Journal of 
Neuroscience. 2012;32:1429-1435

[89] Ganguly A, Pang L, Duong VK, 
Lee A, Schoniger H, Varady E, et al. 
A molecular and cellular context-
dependent role for Ir76b in detection 
of amino acid taste. Cell Reports. 
2017;18:737-750

[90] Bredendiek N, Hutte J, 
Steingraber A, Hatt H, Gisselmann G, 

147

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

Neuhaus EM. Go alpha is involved 
in sugar perception in Drosophila. 
Chemical Senses. 2011;36:69-81

[91] Ishimoto H, Takahashi K, Ueda R, 
Tanimura T. G-protein gamma subunit 
1 is required for sugar reception 
in Drosophila. The EMBO Journal. 
2005;24:3259-3265

[92] Kain P, Badsha F, Hussain SM, 
Nair A, Hasan G, Rodrigues V. Mutants 
in phospholipid signaling attenuate the 
behavioral response of adult Drosophila 
to trehalose. Chemical Senses. 
2010;35:663-673

[93] Ueno K, Kohatsu S, Clay C, 
Forte M, Isono K, Kidokoro Y. Gsalpha 
is involved in sugar perception in 
Drosophila melanogaster. The Journal of 
Neuroscience. 2006;26:6143-6152

[94] Ueno K, Kidokoro Y. Adenylyl 
cyclase encoded by AC78C participates 
in sugar perception in Drosophila 
melanogaster. The European Journal of 
Neuroscience. 2008;28:1956-1966

[95] Devambez I, Ali Agha M, 
Mitri C, Bockaert J, Parmentier ML, 
Marion-Poll F, et al. Galphao is required 
for L-canavanine detection in 
Drosophila. PLoS One. 2013;8:e63484

[96] Wisotsky Z, Medina A, Freeman E, 
Dahanukar A. Evolutionary differences 
in food preference rely on Gr64e, 
a receptor for glycerol. Nature 
Neuroscience. 2011;14:1534-1541

[97] Freeman EG, Dahanukar A. 
Molecular neurobiology of Drosophila 
taste. Current Opinion in Neurobiology. 
2015;34:140-148

[98] French AS, Sellier MJ,  
Ali Agha M, Guigue A, Chabaud MA, 
Reeb PD, et al. Dual mechanism 
for bitter avoidance in Drosophila. 
The Journal of Neuroscience. 
2015;35:3990-4004

[99] Konig C, Schleyer M, Leibiger J, 
El-Keredy A, Gerber B. Bitter-sweet 
processing in larval Drosophila. 
Chemical Senses. 2014;39:489-505

[100] Chu B, Chui V, Mann K, 
Gordon MD. Presynaptic gain control 
drives sweet and bitter taste integration 
in Drosophila. Current Biology. 
2014;24:1978-1984

[101] Jeong YT, Shim J, Oh SR, 
Yoon HI, Kim CH, Moon SJ, et al. An 
odorant-binding protein required for 
suppression of sweet taste by bitter 
chemicals. Neuron. 2013;79:725-737

[102] Chen Y, Amrein H. Enhancing 
perception of contaminated food 
through acid-mediated modulation of 
taste neuron responses. Current Biology. 
2014;24:1969-1977

[103] Hussain A, Ucpunar HK, 
Zhang M, Loschek LF, Grunwald 
Kadow IC. Neuropeptides modulate 
female chemosensory processing upon 
mating in Drosophila. PLoS Biology. 
2016;14:e1002455

[104] Inagaki HK, Ben-Tabou 
de-Leon S, Wong AM, Jagadish S, 
Ishimoto H, Barnea G, et al. Visualizing 
neuromodulation in vivo: TANGO-
mapping of dopamine signaling reveals 
appetite control of sugar sensing. Cell. 
2012;148:583-595

[105] Inagaki HK, Panse KM, 
Anderson DJ. Independent, reciprocal 
neuromodulatory control of sweet and 
bitter taste sensitivity during starvation 
in Drosophila. Neuron. 2014;84:806-820

[106] LeDue EE, Mann K, Koch E, Chu B, 
Dakin R, Gordon MD. Starvation-
induced depotentiation of bitter 
taste in Drosophila. Current Biology. 
2016;26:2854-2861

[107] Steck K, Walker SJ, Itskov PM, 
Baltazar C, Moreira JM, Ribeiro C. 
Internal amino acid state modulates 



Animal Models in Medicine and Biology

148

yeast taste neurons to support protein 
homeostasis in Drosophila. eLife. 
2018;7:e31625

[108] Walker SJ, Corrales-Carvajal VM, 
Ribeiro C. Postmating circuitry 
modulates salt taste processing 
to increase reproductive output 
in Drosophila. Current Biology. 
2015;25:2621-2630

[109] Kain P, Dahanukar A. Secondary 
taste neurons that convey sweet taste 
and starvation in the Drosophila brain. 
Neuron. 2015;85:819-832

[110] Gaillard D, Laugerette F,  
Darcel N, El-Yassimi A, 
Passilly-Degrace P, Hichami A, et al. 
The gustatory pathway is involved in 
CD36-mediated orosensory perception 
of long-chain fatty acids in the mouse. 
The FASEB Journal. 2008;22:1458-1468

[111] Liu P, Shah BP, Croasdell S,  
Gilbertson TA. Transient receptor 
potential channel type M5 is 
essential for fat taste. The Journal of 
Neuroscience. 2011;31:8634-8642

[112] Cartoni C, Yasumatsu K, 
Ohkuri T, Shigemura N, Yoshida R, 
Godinot N, et al. Taste preference for 
fatty acids is mediated by GPR40 and 
GPR120. The Journal of Neuroscience. 
2010;30:8376-8382

[113] Galindo MM, Voigt N, Stein J, van 
Lengerich J, Raguse JD, Hofmann T, 
et al. G protein-coupled receptors in 
human fat taste perception. Chemical 
Senses. 2012;37:123-139

[114] Ahn JE, Chen Y, Amrein H. 
Molecular basis of fatty acid taste in 
Drosophila. eLife. 2017;6:e30115

[115] Tordoff MG, Shao H, 
Alarcon LK, Margolskee RF, Mosinger B, 
Bachmanov AA, et al. Involvement 
of T1R3 in calcium-magnesium 
taste. Physiological Genomics. 
2008;34:338-348

[116] Tordoff MG, Alarcon LK, 
Valmeki S, Jiang P. T1R3: A human 
calcium taste receptor. Scientific 
Reports. 2012;2:496

[117] Lee Y, Poudel S, Kim Y, Thakur D, 
Montell C. Calcium taste avoidance in 
Drosophila. Neuron. 2018;97(67-74):e4

[118] Galindo-Cuspinera V, Winnig M, 
Bufe B, Meyerhof W, Breslin PA. A 
TAS1R receptor-based explanation 
of sweet ‘water-taste’. Nature. 
2006;441:354-357

[119] Cameron P, Hiroi M, 
Ngai J, Scott K. The molecular basis 
for water taste in Drosophila. Nature. 
2010;465:91-95

[120] Marella S, Fischler W, Kong P, 
Asgarian S, Rueckert E, Scott K. Imaging 
taste responses in the fly brain reveals 
a functional map of taste category and 
behavior. Neuron. 2006;49:285-295

[121] Bohra AA, Kallman BR, Reichert H, 
VijayRaghavan K. Identification of a 
single pair of interneurons for bitter 
taste processing in the Drosophila brain. 
Current Biology. 2018;28(847-858):e3

[122] Flood TF, Iguchi S, Gorczyca M, 
White B, Ito K, Yoshihara M. A single 
pair of interneurons commands the 
Drosophila feeding motor program. 
Nature. 2013;499:83-87

[123] Huckesfeld S, Peters M, 
Pankratz MJ. Central relay of bitter taste 
to the protocerebrum by peptidergic 
interneurons in the Drosophila brain. 
Nature Communications. 2016;7:12796

[124] Mann K, Gordon MD, Scott K. A 
pair of interneurons influences the 
choice between feeding and locomotion 
in Drosophila. Neuron. 2013;79:754-765

[125] Marella S, Mann K, 
Scott K. Dopaminergic modulation 
of sucrose acceptance behavior in 
Drosophila. Neuron. 2012;73:941-950

149

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

[126] Pool AH, Kvello P, Mann K, 
Cheung SK, Gordon MD, Wang L, et al. 
Four GABAergic interneurons impose 
feeding restraint in Drosophila. Neuron. 
2014;83:164-177

[127] Kirkhart C, Scott K. Gustatory 
learning and processing in the 
Drosophila mushroom bodies. 
The Journal of Neuroscience. 
2015;35:5950-5958

[128] Huetteroth W, Perisse E,  
Lin S, Klappenbach M, Burke C, 
Waddell S. Sweet taste and nutrient 
value subdivide rewarding 
dopaminergic neurons in Drosophila. 
Current Biology. 2015;25:751-758

[129] Lin S, Owald D, Chandra V, 
Talbot C, Huetteroth W, Waddell S. 
Neural correlates of water reward in 
thirsty Drosophila. Nature Neuroscience. 
2014;17:1536-1542



Animal Models in Medicine and Biology

148

yeast taste neurons to support protein 
homeostasis in Drosophila. eLife. 
2018;7:e31625

[108] Walker SJ, Corrales-Carvajal VM, 
Ribeiro C. Postmating circuitry 
modulates salt taste processing 
to increase reproductive output 
in Drosophila. Current Biology. 
2015;25:2621-2630

[109] Kain P, Dahanukar A. Secondary 
taste neurons that convey sweet taste 
and starvation in the Drosophila brain. 
Neuron. 2015;85:819-832

[110] Gaillard D, Laugerette F,  
Darcel N, El-Yassimi A, 
Passilly-Degrace P, Hichami A, et al. 
The gustatory pathway is involved in 
CD36-mediated orosensory perception 
of long-chain fatty acids in the mouse. 
The FASEB Journal. 2008;22:1458-1468

[111] Liu P, Shah BP, Croasdell S,  
Gilbertson TA. Transient receptor 
potential channel type M5 is 
essential for fat taste. The Journal of 
Neuroscience. 2011;31:8634-8642

[112] Cartoni C, Yasumatsu K, 
Ohkuri T, Shigemura N, Yoshida R, 
Godinot N, et al. Taste preference for 
fatty acids is mediated by GPR40 and 
GPR120. The Journal of Neuroscience. 
2010;30:8376-8382

[113] Galindo MM, Voigt N, Stein J, van 
Lengerich J, Raguse JD, Hofmann T, 
et al. G protein-coupled receptors in 
human fat taste perception. Chemical 
Senses. 2012;37:123-139

[114] Ahn JE, Chen Y, Amrein H. 
Molecular basis of fatty acid taste in 
Drosophila. eLife. 2017;6:e30115

[115] Tordoff MG, Shao H, 
Alarcon LK, Margolskee RF, Mosinger B, 
Bachmanov AA, et al. Involvement 
of T1R3 in calcium-magnesium 
taste. Physiological Genomics. 
2008;34:338-348

[116] Tordoff MG, Alarcon LK, 
Valmeki S, Jiang P. T1R3: A human 
calcium taste receptor. Scientific 
Reports. 2012;2:496

[117] Lee Y, Poudel S, Kim Y, Thakur D, 
Montell C. Calcium taste avoidance in 
Drosophila. Neuron. 2018;97(67-74):e4

[118] Galindo-Cuspinera V, Winnig M, 
Bufe B, Meyerhof W, Breslin PA. A 
TAS1R receptor-based explanation 
of sweet ‘water-taste’. Nature. 
2006;441:354-357

[119] Cameron P, Hiroi M, 
Ngai J, Scott K. The molecular basis 
for water taste in Drosophila. Nature. 
2010;465:91-95

[120] Marella S, Fischler W, Kong P, 
Asgarian S, Rueckert E, Scott K. Imaging 
taste responses in the fly brain reveals 
a functional map of taste category and 
behavior. Neuron. 2006;49:285-295

[121] Bohra AA, Kallman BR, Reichert H, 
VijayRaghavan K. Identification of a 
single pair of interneurons for bitter 
taste processing in the Drosophila brain. 
Current Biology. 2018;28(847-858):e3

[122] Flood TF, Iguchi S, Gorczyca M, 
White B, Ito K, Yoshihara M. A single 
pair of interneurons commands the 
Drosophila feeding motor program. 
Nature. 2013;499:83-87

[123] Huckesfeld S, Peters M, 
Pankratz MJ. Central relay of bitter taste 
to the protocerebrum by peptidergic 
interneurons in the Drosophila brain. 
Nature Communications. 2016;7:12796

[124] Mann K, Gordon MD, Scott K. A 
pair of interneurons influences the 
choice between feeding and locomotion 
in Drosophila. Neuron. 2013;79:754-765

[125] Marella S, Mann K, 
Scott K. Dopaminergic modulation 
of sucrose acceptance behavior in 
Drosophila. Neuron. 2012;73:941-950

149

Understanding Taste Using Drosophila melanogaster
DOI: http://dx.doi.org/10.5772/intechopen.89643

[126] Pool AH, Kvello P, Mann K, 
Cheung SK, Gordon MD, Wang L, et al. 
Four GABAergic interneurons impose 
feeding restraint in Drosophila. Neuron. 
2014;83:164-177

[127] Kirkhart C, Scott K. Gustatory 
learning and processing in the 
Drosophila mushroom bodies. 
The Journal of Neuroscience. 
2015;35:5950-5958

[128] Huetteroth W, Perisse E,  
Lin S, Klappenbach M, Burke C, 
Waddell S. Sweet taste and nutrient 
value subdivide rewarding 
dopaminergic neurons in Drosophila. 
Current Biology. 2015;25:751-758

[129] Lin S, Owald D, Chandra V, 
Talbot C, Huetteroth W, Waddell S. 
Neural correlates of water reward in 
thirsty Drosophila. Nature Neuroscience. 
2014;17:1536-1542



151

Chapter 9

Spermatogenesis in Drosophila 
melanogaster: Key Features and the 
Role of the NXF1 (Nuclear Export 
Factor) Protein
Elena Golubkova, Anna Atsapkina, Anna K’ergaard  
and Ludmila Mamon

Abstract

Now there is interest in finding factors that, once in the ovum, can affect the 
development of offspring. The sbr (Dm nxf1) gene in D. melanogaster belongs to 
the evolutionarily conserved family of nxf (nuclear export factor). It is involved in 
controlling of male fertility and forming the factor that affects the segregation of 
maternal and paternal chromosomes after fertilization. The Dm NXF1 (SBR) protein 
seems to play a role in forming this mysterious factor during the meiotic period of 
spermatogenesis. Male germ cells develop as a syncytium, and success of spermatid 
individualization depends, to a great degree, on gene expression in primary spermato-
cytes. Most transcripts formed in primary spermatocytes are long-lived. The presence 
of the Dm NXF1 protein in the nucleus as well as in the cytoplasm suggests that it 
plays a role in the biogenesis of long-lived RNA and in cytoskeletal reorganization.

Keywords: spermatogenesis, meiosis, Drosophila, NXF, cytokinesis,  
RNA-binding protein

1. Introduction

Spermatogenesis is an evolutionary conservative process. In testes, the develop-
ing germline cells divide synchronously and with incomplete cytokinesis remaining 
interconnected by cytoplasmic bridges. Therefore, the germline cells develop as a 
syncytium and only become separated from each other at the end of spermatogen-
esis during spermatid individualization. In Drosophila melanogaster, the stem cell 
daughter, the gonialblast, undergoes four rounds of synchronous mitotic divisions 
to produce 16 precursor cells, called spermatogonia [1–3]. The spermatogonia then 
become spermatocytes and grow 25 times in size [1, 4]. During the growth phase, 
the majority of the transcripts for sperm differentiation are expressed and poten-
tially stored until their protein activity is required [5–7]. Many of the transcribed 
genes are important for meiosis and post meiotic stages [6] or as are suggested to be 
reserved up to sperm maturing and delivered into the egg at fertilization [8, 9]. After 
the growth phase, the spermatocytes divide twice by meiosis and then differentiate 
into 64 haploid spermatid interconnected in a syncytium. At sperm individualiza-
tion, most unneeded products are pushed to the end of the spermatozoon and an 
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Figure 1. 
The testis-specific sbr mRNAs are detected by 5′ and 3′ RACE-PCR. Boxes indicate exons included in the sbr 
mRNAs. Exon numbers are signed under each box. RBD – RNA-binding domain; LRR – leucine-rich domain; 
NTF2L – nuclear transport factor 2 like; UBA – ubiquitin associated domain; NLS – nuclear localization 
signal. In testes, all sbr mRNAs have the shortened 3′ UTR. In all transcripts, length of the 3′ UTR varies from 
44 to 124 nucleotides. Two sbr mRNAs, using the alternative promoters in intron 3, give rise the shortened 
protein isoform without NLS and the part of RBD, which are present in the canonical full-length SBR 
(published in Mamon et al. [24]).

actin structure, termed the investment cone, forms a new membrane [10, 11]. Each 
cell becomes independent and turns into a mobile spermatozoon. Development 
of a mature spermatozoon with the change of histones on protamines in nucleus, 
the building of an acrosome and a tail, the forming of cellular membrane, occurs 
without transcription owing to translation of the long-lived mRNAs. Such mRNAs 
are keeping as a part of the RNP-complexes localized in the different cellular 
compartments. The testis-specific isoform of the Dm NXF1 (SBR) protein can be an 
important component of these RNP-complexes.

2.  Long-lived transcripts and interacting proteins: role in the sperm 
maturation during spermiogenesis

Most transcripts formed in primary spermatocytes are not translated immedi-
ately after exiting from the nucleus. These RNAs are reserved in the ribonucleo-
protein protein (RNP) complexes for a long time up to the elongation stage during 
spermatid individualization [6]. In D. melanogaster, 529 of the 553 mRNAs detected 
in spermatid were transcribed in primary spermatocytes [12].

The existence of the NXF (Nuclear eXport Factor) specialized transport 
receptors, which are the products of paralogous genes of the NXF family and are 
expressed predominantly in the testes or the brain of humans and mice, has been 
associated with the presence of long-lived, temporary non-translatable transcripts 
[13–17]. The most evolutionary conservative member of this family (NXF1) 
provides transport of the majority of the mRNAs from the nucleus to the cytoplasm 
[18–21]. The paralogous members of the NXF family differ from the NXF1 protein 
by divergent sequences enabling interaction with nucleoporins—proteins of nuclear 
pore complexes and the domain of LRR (leucine-rich repeats). These sequences are 
responsible for interaction with the partner proteins forming RNP complexes at dif-
ferent steps of mRNA biogenesis [13–15]. The primary localization of testis-specific 
NXFs in the cytoplasm suggests their participation in the biogenesis of long-lived 
mRNAs, which are temporarily untranslated [16, 17].

In D. melanogaster, the testis-specific Nxf paralogous genes are unknown. Unlike 
its orthologous in humans and mice, the Dm nxf1 (sbr) gene does have testis-
specific products [22, 23]. The short testis-specific sbr transcripts use the alternative 
promoters in intron 3 and do not include exons 1–3. As a result, the testis-specific 
truncated SBR protein excludes nuclear localization signals (NLS) present in 
the canonical SBR protein and in the part of the RNA binding domain (RBD) 
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(Figure 1) [24]. Such truncated SBR form can have other functions in addition to 
the nuclear RNA export, which are important for spermatogenesis.

During transcriptional activities—the prophase of meiosis and the round 
spermatid phase—the SBR protein is primarily found in the nucleus (Figures 2, 3). 
This is coordinated with the known universal function of NXF1 proteins in various 
organisms [18–21]. Unfortunately, antibodies to C-terminal part of the SBR protein 
cannot contradistinguish full-sized and truncated SBR isoforms.

Nuclei of spermatids in onion stage are brightly painted fluorochromes conju-
gated with anti-SBR (Figure 2). Nebenkern is near each of nucleus and is free from 
SBR. Only 24 genes are transcribed in Drosophila spermatids [12], but spermatid 
nuclei show the brightest coloring by anti-SBR. Why at onion stage such high 
concentration of transport receptors for mRNA is necessary. It is possible that sper-
matid nuclei may be one of the docking place for some long-lived mRNAs because 
the most dramatic events depending from translation of these mRNAs are related to 
nucleus and/or structures connected with nucleus during the sperm maturation. In 
elongated spermatids, the SBR protein is localized on a nuclear surface asymmetri-
cally, only along one of its sides (Figure 4). Spermatid elongation is period of inten-
sive nuclear morphogenesis [1]. The nuclear envelope becomes asymmetrical, with 
nuclear pores being disposed along one side of elongated nucleus. In this region, the 
dense body consisting from a microtubule (MT) and actin-rich structure is formed 
and also localized along one side of the nucleus [25]. Nucleoporin binding domains 
(NTF2L and UBA) in the SBR proteins (Figure 1) allow them to participate in the 
storing of the RNP complexes with the long-lived RNAs connected with the nucleo-
porins on the nuclear envelope. After the RNP complexes dissociate, the translation 
of their mRNAs begins close to the nucleus, where there is a need for appropriate 
proteins. Then the components of the RNP complexes, including the SBR proteins, 

Figure 2. 
Adult testis immunofluorescence using anti-SBR (Alexa 546 goat anti-mouse). In the prophase of meiosis 
(arrowhead) and at the round spermatid stage (arrow)—The SBR proteins are primarily localized in the 
nucleus. Asterisk denotes the stem cells zone. Scale bar, 75 μm.
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Figure 1. 
The testis-specific sbr mRNAs are detected by 5′ and 3′ RACE-PCR. Boxes indicate exons included in the sbr 
mRNAs. Exon numbers are signed under each box. RBD – RNA-binding domain; LRR – leucine-rich domain; 
NTF2L – nuclear transport factor 2 like; UBA – ubiquitin associated domain; NLS – nuclear localization 
signal. In testes, all sbr mRNAs have the shortened 3′ UTR. In all transcripts, length of the 3′ UTR varies from 
44 to 124 nucleotides. Two sbr mRNAs, using the alternative promoters in intron 3, give rise the shortened 
protein isoform without NLS and the part of RBD, which are present in the canonical full-length SBR 
(published in Mamon et al. [24]).
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mRNAs, which are temporarily untranslated [16, 17].

In D. melanogaster, the testis-specific Nxf paralogous genes are unknown. Unlike 
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SBR. Only 24 genes are transcribed in Drosophila spermatids [12], but spermatid 
nuclei show the brightest coloring by anti-SBR. Why at onion stage such high 
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matid nuclei may be one of the docking place for some long-lived mRNAs because 
the most dramatic events depending from translation of these mRNAs are related to 
nucleus and/or structures connected with nucleus during the sperm maturation. In 
elongated spermatids, the SBR protein is localized on a nuclear surface asymmetri-
cally, only along one of its sides (Figure 4). Spermatid elongation is period of inten-
sive nuclear morphogenesis [1]. The nuclear envelope becomes asymmetrical, with 
nuclear pores being disposed along one side of elongated nucleus. In this region, the 
dense body consisting from a microtubule (MT) and actin-rich structure is formed 
and also localized along one side of the nucleus [25]. Nucleoporin binding domains 
(NTF2L and UBA) in the SBR proteins (Figure 1) allow them to participate in the 
storing of the RNP complexes with the long-lived RNAs connected with the nucleo-
porins on the nuclear envelope. After the RNP complexes dissociate, the translation 
of their mRNAs begins close to the nucleus, where there is a need for appropriate 
proteins. Then the components of the RNP complexes, including the SBR proteins, 

Figure 2. 
Adult testis immunofluorescence using anti-SBR (Alexa 546 goat anti-mouse). In the prophase of meiosis 
(arrowhead) and at the round spermatid stage (arrow)—The SBR proteins are primarily localized in the 
nucleus. Asterisk denotes the stem cells zone. Scale bar, 75 μm.
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Figure 4. 
Spermatids at the elongation or individualization stages in D. melanogaster males (Alexa Fluor 546). 
Spermatids at the elongation stage: the SBR protein moves onto one side of the spermatid nuclear. The SBR 
protein leaves the condensed nuclei and is translocated in large granules into the formed spermatozoon tails at 
the final stage of spermatid elongation before individualization. 63× magnification.

Figure 3. 
Prepupal testis immunofluorescence using anti-SBR (Alexa 488 goat anti-mouse – A, B) and DAPI (A′, B′).  
A. Most part of the future gonad is represented of growing spermatocytes, primary spermatocytes, and 
meiocytes. Initially, the shape of the nucleus is round (A, thin arrow); then the shape becomes irregular 
(A, short arrow). B. Cyst of 16 meiocytes with the cytoplasmic localization of the SBR protein. Bivalents 
partially condensed (arrows). Asterisk denotes the stem cells zone. Scale bar, 75 μm.
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relocate in a spermatozoon tail as the granules and are degradate (Figure 4) [26, 27]. 
Proteasome degradation of the proteins is necessary for the formation of mature 
sperm [28]. SBR (Dm NXF1) protein has UBA-like domain (Figure 1), which are 
involved in a variety of cellular functions and many are connected to the ubiquitin 
proteasome system, an essential pathway for protein degradation in eukaryotic cells 
[29, 30]. Proteasome degradation is important for cell cycle progression [31]. Testis-
specific proteasome degradation in D. melanogaster probably provides effective 
elimination of SBR during spermatid individualization (Figure 4).

It is important that mRNAs encoded by all of the post-meiotically transcribed 
genes are localized to the extreme distal ends of elongated spermatids. These 
mRNAs are subdivided into two classes named by comet and cup transcripts [12]. 
There is not a concentration of SBR to the distal ends of elongated spermatids.

A feature of spermatogenesis is that many genes produce shortened transcripts 
that encode shortened proteins. These proteins cannot function as the full-sized 
proteins encoded by the same genes [32]. This is due to the presence of testis-
specific promoters or alternative splicing variants [33]. In addition, testis-specific 
transcripts often use an alternative polyadenylation site located upstream, com-
pared to those in the transcripts of the same gene in other organs [33, 34]. This may 
be important for the regulation of translation and degradation of transcripts during 
spermatogenesis. All the transcripts of the Dm nxf1 (sbr) gene have the shortened 
3′UTR in testes [22, 23].

3. Allele-specific effects of the sbr gene including the male infertility

Mutations of the house-keeping genes are characterized by a broad range of pleio-
tropic effects. It is no surprise that mutations of the Dm nxf1 gene lead to both male 
and female sterility and increase the frequency of the development malformations 
(FlyBase [35]). That may be the result of disruption of the NXF1 general functions. 
Allele-specific effects of mutations in the Dm nxf1 gene suggest that its products 
may have specialized functions. The organ-specific products of sbr can provide 
such specialization [22–24]. In addition, the source of specialized functions may be 
the presence of functionally significant sequences in the SBR protein, responsible 
for interaction with the certain partners. As a result, SBR may be involved in other 
processes than the nuclear-cytoplasmic export of mRNAs [36, 37]. A mutant product 
that disrupts the system of macromolecular interactions can have a dominant nega-
tive effect, in this case heterozygosity at the null allele will be better than the presence 
of a mutant protein along with the normal product [38]. Among the mutant alleles 
of the sbr (Dm nxf1) gene with the dominant effects are the formation of three-pole 
spindles during the first meiotic division in sbr5/+ females [36] and sterility of sbr12/
Dp (1;Y)y + v + males. Dp (1;Y)y + v + is the duplication of the segment of the X 
chromosome with the sbr+, y + and v + alleles, translocated on the Y chromosome. 
The duplication compensates a lethal effect of the different alleles of the sbr gene 
localized on X-chromosome [39]. sbr10 is the thermosensitive allele with a block of the 
heat shock protein synthesis under heat shock (HS) [40]. It is a recessive feature of 
the sbr10 allele [38]. Adult males carrying the sbr10 allele are thermosensitive and die 
from 37°C, 1 h [8]. HS increased the number of abnormalities, of not only paternal 
but also maternal sex chromosome sets, in the offspring of the sbr10 males. Meiocytes 
were the thermosensitive stage for this unexpected effect [8].

It was interesting to know what feature is characterized the SBR protein distribu-
tion in the future gonads of D. melanogaster males on the pupal stage. On a pre-pupa 
stage of development, the future gonad in D. melanogaster males is spherical with 
two poles with dividing cells (Figure 3). One pole produces germ-line cells and 
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Figure 4. 
Spermatids at the elongation or individualization stages in D. melanogaster males (Alexa Fluor 546). 
Spermatids at the elongation stage: the SBR protein moves onto one side of the spermatid nuclear. The SBR 
protein leaves the condensed nuclei and is translocated in large granules into the formed spermatozoon tails at 
the final stage of spermatid elongation before individualization. 63× magnification.

Figure 3. 
Prepupal testis immunofluorescence using anti-SBR (Alexa 488 goat anti-mouse – A, B) and DAPI (A′, B′).  
A. Most part of the future gonad is represented of growing spermatocytes, primary spermatocytes, and 
meiocytes. Initially, the shape of the nucleus is round (A, thin arrow); then the shape becomes irregular 
(A, short arrow). B. Cyst of 16 meiocytes with the cytoplasmic localization of the SBR protein. Bivalents 
partially condensed (arrows). Asterisk denotes the stem cells zone. Scale bar, 75 μm.
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pared to those in the transcripts of the same gene in other organs [33, 34]. This may 
be important for the regulation of translation and degradation of transcripts during 
spermatogenesis. All the transcripts of the Dm nxf1 (sbr) gene have the shortened 
3′UTR in testes [22, 23].

3. Allele-specific effects of the sbr gene including the male infertility

Mutations of the house-keeping genes are characterized by a broad range of pleio-
tropic effects. It is no surprise that mutations of the Dm nxf1 gene lead to both male 
and female sterility and increase the frequency of the development malformations 
(FlyBase [35]). That may be the result of disruption of the NXF1 general functions. 
Allele-specific effects of mutations in the Dm nxf1 gene suggest that its products 
may have specialized functions. The organ-specific products of sbr can provide 
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for interaction with the certain partners. As a result, SBR may be involved in other 
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that disrupts the system of macromolecular interactions can have a dominant nega-
tive effect, in this case heterozygosity at the null allele will be better than the presence 
of a mutant protein along with the normal product [38]. Among the mutant alleles 
of the sbr (Dm nxf1) gene with the dominant effects are the formation of three-pole 
spindles during the first meiotic division in sbr5/+ females [36] and sterility of sbr12/
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The duplication compensates a lethal effect of the different alleles of the sbr gene 
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heat shock protein synthesis under heat shock (HS) [40]. It is a recessive feature of 
the sbr10 allele [38]. Adult males carrying the sbr10 allele are thermosensitive and die 
from 37°C, 1 h [8]. HS increased the number of abnormalities, of not only paternal 
but also maternal sex chromosome sets, in the offspring of the sbr10 males. Meiocytes 
were the thermosensitive stage for this unexpected effect [8].

It was interesting to know what feature is characterized the SBR protein distribu-
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stage of development, the future gonad in D. melanogaster males is spherical with 
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another—somatic cells of a future gonad. Both poles are quite poor SBR protein. It 
is as a rule characteristic for SBR in a zone of dividing cells in different tissues. Most 
part of a future gonad is represented by cysts with 16 spermatocytes. Cysts from 16 
meiocytes are outstanding by the highest content of the cytoplasmic SBR protein 
(Figure 3B).

As the growing spermatocytes are characterized by the high level of transcrip-
tional activity, the long-lived RNAs seem to be the most appropriate candidate 
for the role of factors that, along with the spermatozoon, enter an ovum during 
fertilization and can participate in chromosome disjunction. Due to the process of 
translation, a small number of these molecules are sufficient for the regulation  
of chromosome segregation. This is particularly important during the first hours of 
embryonal development of D. melanogaster, as it takes place in the absence of tran-
scriptional activity of the zygotic genome [41]. It has been demonstrated that along 
with the spermatozoon, paternal RNAs that may also play a role in fertilization, as 
well as zygotic and embryonic development, also enter the oocyte [42, 43]. High 
level of the SBR protein in cytoplasm shows that this protein may play a crucial role 
in biogenesis of the long-lived RNAs in D. melanogaster. The significance of SBR 
in forming the meiotic spindle in female D. melanogaster [36] and for the mitotic 
divisions in early embryos [44] leave unknown the molecular partners of the SBR 
protein involved in these processes.

One more target of sbr12 mutant alleles is the sperm flagellum [26, 45, 46]. The 
sperm axoneme as a main component of a flagellum defining mobility of a sperma-
tozoon enters the ovum during fertilization [47, 48]. Axoneme is a derivative of a 
spermatid centroiole, which becomes the basis for the paternal centrosome forma-
tion, providing fusion of pronuclei and division of embryonic nuclei [49].

4. The centrosome for male meiosis and building of the axoneme

The centrosome plays a special role in spermatogenesis. It determines the 
polarity of the stem cells, maintaining contact with the hub and enabling the asym-
metric division of stem cells [50]. Male spermatocytes of the wild type contain two 
centrosomes each. Each centrosome has two orthogonal centrioles that are 10 times 
larger than those in other cells [51]. Thus, during meiosis I, each of two centrosomes 
contains a pair of duplicated centrioles.

No centriole duplication occurs before meiosis II. Before chromatid segrega-
tion in secondary spermatocytes, each pair of centrioles divides into two single 
centrioles. Prior to chromatid segregation during meiosis II, one of the centrioles 
migrates to the opposite pole of a cell. As a result, each spermatozoon inherits only 
one centriole, which becomes the basal body forming the axoneme [1, 52]. Paternal 
centrosome participates in the formation of astral microtubules for moving male 
and female pronuclei toward each other [49]. The role of centrosome RNAs in the 
asymmetry distribution of cytoplasmic determinants among daughter cells [53] 
makes plausible the hypothesis that centrosome may be a carrier of the paternal 
factors, affecting the embryo development.

The axoneme growth during sperm maturation needs translation of the long-
lived mRNAs coding the components of axonemal complex. Morphological defects 
of axoneme are a characteristic dominant manifestation of sbr12 mutant allele 
(Figure 5) [26, 27].

Translational control is crucial for morphogenical events that take place in the 
absence of transcription during spermiogenesis [26, 54]. The transcripts encoding 
proteins required for post-meiotic processes including spermiogenesis are almost all 
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abundantly transcribed in spermatocytes [5]. In D. melanogaster, elongation of the 
flagellar axoneme does not require the ubiquitous process of intraflagellar transport 
[55, 56]. The axoneme growth and spermatid elongation can be carried out at the 
expense of translation of mRNAs encoding tubulin subunits and other axonemal 
proteins within the ciliary pocket [25]. The genetic analysis of male fertility has 
identified numerous genes involved in spermiogenesis control [25, 57]. Spermatid 
individualization process depends on genes involved in RNAs metabolism [58].

In sbr12/Dp (1;Y)y + v + males, the morphology of mitochondrial derivatives 
and cytokinesis are defective in the elongated spermatids (Figure 5). Mitochondria 
morphogenesis depends on translation efficiency [54], also as a creation of new 
cellular membrane.

5.  Incomplete cytokinesis providing a cellular communication as a 
feature of male generative cells

Syncytial development during the formation of male generative cells is conservative 
and is characteristic for different animals [59, 60]. It is assumed that the link between 
the cells in the syncytium is important primarily for synchronizing differentiation 
processes [59]. The cytoskeleton and the molecules providing a cellular communication 
are the main components supporting of equality of each cell in the syncytium.

The cytokinesis of spermatogenic cells is characterized by the formation of ring 
canals linking the cells that have undergone meiosis or mitosis [61]. During cell 
division, a contractile ring, made of actin and myosin II filaments, assembles as 
a result of the interaction between the plus ends of the microtubules and the cell 
cortex [62]. The contractile ring is double-sided. The microtubules whose minus 
ends directed toward centrosome on one pole of the dividing cell bind to one side of 
the contractile ring by their plus ends. The microtubules that have their minus ends 
turned toward centrosome on the other pole of the dividing cell bind to the opposite 
side of the contractile ring. Thus, the ring attached equatorially to the membrane of 
the dividing cell forms an actin-myosin cleavage furrow [60]. The ingression of the 
cleavage furrow is accompanied by the growth of the daughter cell membranes.

Figure 5. 
Electron microscopy images of a cross section of 64 cell cysts. (A) Control (males of Oregon R).  
(B) Morphological defects at the spermatid elongation stage in D. melanogaster sbr12/Dp (1; Y) y + v + males. 
Spermatids are often not subdivided into individual cells, and there are anomalies in axoneme structure (long 
arrow) and in mitochondrial derivatives (short arrow) (published in Mamon et al. [27]). Scale bar, 200 nm.
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another—somatic cells of a future gonad. Both poles are quite poor SBR protein. It 
is as a rule characteristic for SBR in a zone of dividing cells in different tissues. Most 
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meiocytes are outstanding by the highest content of the cytoplasmic SBR protein 
(Figure 3B).
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translation, a small number of these molecules are sufficient for the regulation  
of chromosome segregation. This is particularly important during the first hours of 
embryonal development of D. melanogaster, as it takes place in the absence of tran-
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larger than those in other cells [51]. Thus, during meiosis I, each of two centrosomes 
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migrates to the opposite pole of a cell. As a result, each spermatozoon inherits only 
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lived mRNAs coding the components of axonemal complex. Morphological defects 
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abundantly transcribed in spermatocytes [5]. In D. melanogaster, elongation of the 
flagellar axoneme does not require the ubiquitous process of intraflagellar transport 
[55, 56]. The axoneme growth and spermatid elongation can be carried out at the 
expense of translation of mRNAs encoding tubulin subunits and other axonemal 
proteins within the ciliary pocket [25]. The genetic analysis of male fertility has 
identified numerous genes involved in spermiogenesis control [25, 57]. Spermatid 
individualization process depends on genes involved in RNAs metabolism [58].

In sbr12/Dp (1;Y)y + v + males, the morphology of mitochondrial derivatives 
and cytokinesis are defective in the elongated spermatids (Figure 5). Mitochondria 
morphogenesis depends on translation efficiency [54], also as a creation of new 
cellular membrane.

5.  Incomplete cytokinesis providing a cellular communication as a 
feature of male generative cells

Syncytial development during the formation of male generative cells is conservative 
and is characteristic for different animals [59, 60]. It is assumed that the link between 
the cells in the syncytium is important primarily for synchronizing differentiation 
processes [59]. The cytoskeleton and the molecules providing a cellular communication 
are the main components supporting of equality of each cell in the syncytium.

The cytokinesis of spermatogenic cells is characterized by the formation of ring 
canals linking the cells that have undergone meiosis or mitosis [61]. During cell 
division, a contractile ring, made of actin and myosin II filaments, assembles as 
a result of the interaction between the plus ends of the microtubules and the cell 
cortex [62]. The contractile ring is double-sided. The microtubules whose minus 
ends directed toward centrosome on one pole of the dividing cell bind to one side of 
the contractile ring by their plus ends. The microtubules that have their minus ends 
turned toward centrosome on the other pole of the dividing cell bind to the opposite 
side of the contractile ring. Thus, the ring attached equatorially to the membrane of 
the dividing cell forms an actin-myosin cleavage furrow [60]. The ingression of the 
cleavage furrow is accompanied by the growth of the daughter cell membranes.

Figure 5. 
Electron microscopy images of a cross section of 64 cell cysts. (A) Control (males of Oregon R).  
(B) Morphological defects at the spermatid elongation stage in D. melanogaster sbr12/Dp (1; Y) y + v + males. 
Spermatids are often not subdivided into individual cells, and there are anomalies in axoneme structure (long 
arrow) and in mitochondrial derivatives (short arrow) (published in Mamon et al. [27]). Scale bar, 200 nm.
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+TIPs—complexes linked to the plus-ends of the microtubules—play a special 
role in the interaction of the plus-ends of the microtubules with the cell cortex [63]. 
+TIPs also play an important role in finding and capturing microtubule targets—the 
cortex and the chromosomes [64, 65]. Localized mRNAs are anchored at the plus 
ends of microtubules especially in polarized cells [66]. SBR also may be one of the 
factors that interact with the plus-ends of microtubules.

It is worth noting that the Hs NXF1 (TAP) factor in humans was initially identi-
fied not as a protein enabling transport of mRNA from the nucleus into the cyto-
plasm, but as a factor important for cellular adhesion and involved in cell signaling 
[67]. For this reason, the protein Hs NXF1 was called TAP—Tip-associated protein, 
where Tip stands for tyrosine kinase-interacting protein.

Tyrosine phosphorylation is important for regulating the assembly and disassem-
bly of the actin cytoskeleton at cell-cell junctions. In many cases, tyrosine phosphor-
ylation in proteins of the junction complex—plakoglobin and β-catenin in adherens 
junctions—disrupts interactions between cytoskeleton and membrane [68]. It is 
believed [61] that tyrosine phosphorylation in targets leads to the disassociation of 
phosphorylated actin from the contractile ring that forms during the cytokinesis 
of the cells comprising the syncytium during spermatogenesis. This stabilizes the 
interaction between the walls of the ring and the cell membrane, ends cell division, 
and forms the ring canal [61]. Building a new cell wall at the cleavage site during 
cytokinesis requires the involvement of components of the cell membrane and the 
signaling molecules [69]. A system of transport molecules ensures the delivery of the 
necessary elements to the region where the cell membrane is being formed [70].

Interactions of NXF1 with cytoskeleton [27] and the cellular membrane [67] 
may help finding partners of NXF1 in the cytoplasm. Not surprisingly, the closest 
evolutionary relative of NXF1 is dynein. Dynein plays a significant role in cytokine-
sis, chromosome segregation, and in enabling the movement of the flagellum of the 
sperm [70, 71].

6.  Homology of proteins of the NXF family and axonemal dyneins as a 
source of evolutionary relationship

Searching for related proteins and aligning sequences using the multiple 
sequence alignment tool base has demonstrated that among the proteins that are 
homologous to the factor NXF1, axonemal dynein of various organisms—especially 
its light chain—is most frequent. Aligning sequences that exhibit homology demon-
strates that the N-terminus of the Dm NXF1 protein, which includes RBD domains 
and the LRR (leucine-rich repeats), corresponds to the axonemal light chain of 
dynein in vertebrates (Figure 6). At the LRR site, there is a sequence that exhibits 
a high degree of homology (marked by bold typeface in Figure 6), both when 
comparing different NXF factors (orthologous and paralogous), and comparing the 
SBR protein with sequences of light chains of dynein (Figure 6). The functions of 
this sequence are yet to be determined.

The dynein complex is a multicomponent system consisting of light, light 
intermediate, intermediate, and heavy chains of dynein [72]. Interacting with a 
multitude of protein and ribonucleic partners, the LC8 and TcTex1 light chains of 
dynein enable a link between different forms of the transported cargo and heavy 
chains of dynein that function as molecular motors [73, 74]. By interacting with 
its partner dynacin complex, the dynein complex enables cytoplasmic transport 
of macromolecular complexes, vesicles, and organelles [75], including particles 
containing RNAs [74, 76].
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In the fruit fly, the null mutants of the genes that encode the light or heavy chain 
of dynein have anomalies of wings and bristles, exhibit male and female sterility, 
and are characterized by disrupted sensory axon trajectories [71], thus demonstrat-
ing a similarity to the mutants of the sbr gene.

During spermatid individualization, the dynein light chains 1 (DLC1) par-
ticipate in the assembly of the F-actin [77]. Dynein is necessary for centrosome 
separation, for forming the division spindle, and for aligning chromosomes 
equatorially during metaphase [78, 79]. During the interaction with the surface 
of microtubules, dynein also interacts with MAP proteins [80]. During pro-
metaphase, the DYNLT3 light chain can be observed in kinetochores. During 
metaphase, dynein moves toward the spindle pole [81, 82]. The dynein complex 
leaves the kinetochores along with checkpoint proteins. This could be related to 
the transport of checkpoint proteins (for example, Bub3) from kinetochores to 
spindle poles [83]. If we recall the homology of the proteins Bub3 and Rae1 [84] 
and the fact that the protein Rae1, found in RNP complexes that are important for 
forming the spindle, is capable of direct interaction with NXF1 [85], it is possible 
to consider these factors as polyfunctional. They are taking part both in nuclear-
cytoplasmic transport of macromolecules and in the formation of the mitotic 
apparatus of the cell.

Because it is the light chain of dynein in the dynein complex that is responsible 
for interaction with the cargo [72], this resemblance to the N-terminus of the SBR 
protein suggests that SBR may have the same partners as a dynein complex (that 
these proteins can have the general partners or the general functions, and they are 
evolutionary conservative).

Figure 6. 
Results of the alignment of the amino acid sequences of LRR domains of different NXF factors, including SBR, 
and dynein light chain fragment of D. melanogaster (DNAL1 Dm) (A). The alignment of the amino acid 
sequences of dynein light chain fragments (DNAL1) of different organisms (Danio rerio – DANRE; Xenopus 
laevis – XENLA) and the LRR domain of SBR (NXF1 DROME) (B). Red letters denote identical amino 
acids; blue – identical amino acids in the dynein light chain and in the SBR. The bold type notes most often 
meeting amino acids in corresponding position in protein. Gray color notes interchangeable amino acids. Green 
color notes sequence of the LRR (leucine rich repeats) domain in SBR protein (http://www.uniprot.org/align/20
1202072EGVYDYGWG).
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7. Conclusion

In D. melanogaster, the evolutionarily conservative sbr (Dm nxf1) gene is charac-
terized by the testis-specific gene products. The cytoplasmic localization of the SBR 
protein in meiotic cysts is quite impressive. Some sbr mutant alleles cause male steril-
ity and the specific morphological defects of the spermatids at the individualization 
stage. Transcriptional activity during pre-meiotic and meiotic stages of spermato-
genesis is crucial for the sperm motility in D. melanogaster. During these stages, the 
factors are formed that are able to affect the frequency of aneuploidy arising in the 
offspring after fertilization. The sbr gene is an attractive model for investigation of 
male sterility and the paternal effect on the embryonic development due to the RNA-
binding protein SBR involvement in formation and fate of the long-lived RNAs.
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Abstract

Two to three million newborn infants worldwide need extensive cardiopul-
monary resuscitation (CPR), and approximately one million of these infants die 
annually worldwide. Therefore, resuscitation techniques require further refinement 
to provide better outcomes. To investigate the effectiveness of various interven-
tions and to understand the pathophysiology and pharmacology of neonatal CPR, 
it is important to have animal models that reliably reproduce features observed in 
neonates who require resuscitation. Herein, we describe an experimental animal 
model in newborn piglets that simulates neonatal asphyxia and enables us to 
examine resuscitation interventions, reoxygenation, and recovery processes. The 
newborn piglet has several advantages including similar development to a human 
fetus at 36–38 week’s gestation, and comparable body systems and body size, allow-
ing for surgical instrumentation, monitoring, and collection of biological samples. 
Furthermore, using this model of neonatal asphyxia, we are also able to describe an 
increasingly important clinical situation in the laboratory setting—pulseless electri-
cal activity (PEA). Since the integration of electrocardiogram into the neonatal 
resuscitation guidelines, there has been an increased awareness of PEA in newborn 
infants. The animal model we describe can therefore serve as a valuable tool to 
bridge the knowledge gap and improve the outcome of asphyxiated newborns in the 
delivery room.

Keywords: infants, newborn, neonatal resuscitation, asphyxia, heart rate, 
electrocardiography, auscultation

1. Introduction

Most newborn infants successfully transition from fetal to neonatal life 
without any help [1]. However, approximately 10–20% of newborns (13–26 
million worldwide) need some degree of respiratory support at birth [2–4], 
which remains the most critical step of neonatal resuscitation. Furthermore, an 
estimated 0.1% of term infants and up to 15% of preterm infants (2–3 million 
worldwide) requires extensive cardiopulmonary resuscitation (CPR) at birth, 
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which entails chest compressions (CC) and 100% oxygen with or without admin-
istration of epinephrine [5–9]. Despite receiving CPR, approximately 1 million 
newborns die annually worldwide. Even with successful resuscitation, infants 
receiving extensive CPR in the delivery room have a high incidence of mortality 
(40–80%) and neurologic morbidity (e.g. 57% hypoxic–ischemic encephalopathy 
and seizures) [5, 6, 9]. Therefore, resuscitation techniques require further refine-
ment to provide better outcomes. The guidelines for neonatal resuscitation rec-
ommended by the American Academy of Pediatrics/American Heart Association 
Neonatal Resuscitation Program [2–4] are based, in part, on the recognition that 
the cause of cardiovascular collapse in most newborns is asphyxia. However, in 
many cases the guidelines rely on data from studies in the adult population and 
extrapolate it to the neonatal population. Such data may not be entirely appli-
cable to the neonatal population, because the most common cause of cardiovas-
cular collapse in the adult population is primary cardiac compromise/ventricular 
fibrillation, not asphyxia. Therefore it is imperative that pre-clinical studies with 
appropriate animal models are carried out to determine the optimal  
resuscitation techniques before they are translated into the delivery room for 
newborn infants.

2. Asphyxia at birth

Asphyxia at birth, also known as perinatal asphyxia, is the most common reason 
that newborn infants fail to make a successful transition to ex-utero life [10]. 
Asphyxia may occur from several perinatal events, such as failure of placental gas 
exchange prior to delivery (e.g. placental abruption, uterine rupture, umbilical 
cord prolapse, chorioamnionitis), or deficient pulmonary gas exchange immedi-
ately after birth (e.g. apnea, airway obstruction, respiratory distress syndrome) 
[10]. Asphyxia is a condition of impaired gas exchange with simultaneous hypoxia 
and hypercapnia, leading to a mixed metabolic and respiratory acidosis [10]; it 
depresses myocardial function leading to cardiogenic shock, pulmonary hyperten-
sion, mesenteric reperfusion, acute renal failure, and ultimately cardiac arrest. The 
cascade of hypoxic–ischemic insults results in dysfunction of one or more organ 
systems in over 80% of asphyxiated newborn infants [11], leading to significant 
mortality and long-term morbidity. Newborns affected by perinatal asphyxia often 
present with an inadequate heart rate that does not respond to positive pressure 
ventilation (PPV). This is due to depressed myocardial function, vasodilation, and 
very low diastolic blood pressures through which the heart is unable to efficiently 
contract. Ineffective pumping of enough blood to the lungs inhibits the exchange 
and consumption of oxygen that is being delivered via PPV [10]. This inevitably 
leads to the need for CC to mechanically pump the blood through the heart until the 
myocardium is adequately oxygenated to resume spontaneous contraction and  
blood circulation [10].

3. Current neonatal resuscitation guidelines

Heart rate (HR) is the most important clinical indicator to evaluate the status of 
compromised newborns and to guide resuscitation efforts in the delivery room [3]. 
An increase in the newborn’s HR remains the most reliable indicator of adequate 
ventilation [3]. Until recently, HR assessment in the newborn was achieved via  
(i) palpation of the umbilical cord, (ii) auscultation of the precordium, and/or  
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(iii) pulse oximetry [12]. In 2015, the neonatal resuscitation guidelines were 
updated to integrate the use of electrocardiography (ECG) as a tool for HR assess-
ment immediately after birth [2–4]. This recommendation was based on obser-
vational data and small randomized controlled trials showing that ECG displays 
reliable HR faster than pulse oximetry [2–4]. However, the use of ECG does not 
replace the need for pulse oximetry, but rather compliment it.

The current neonatal resuscitation guidelines recommend initiation of PPV if 
the HR is below 100 beats per minute (bpm). If HR does not increase in response 
to PPV, several ventilation corrective steps are recommended: (i) check the seal of 
the face mask, (ii) reposition the neonate’s head in “sniffing” position, (iii) suc-
tion obstructing secretions, (iv) open the mouth to decrease resistance to gas flow, 
(v) increase the peak inflating pressure, and (vi) establish an advanced airway 
(intubate or use a laryngeal mask device). If the above ventilation corrective steps 
fail to improve HR and it decreases to below 60 bpm, CC and 100% oxygen are 
recommended. If HR persists below 60 bpm despite CC and 100% oxygen, admin-
istration of intravenous epinephrine is recommended at a dose of 0.01–0.03 mg/kg. 
If epinephrine administration is required prior to the establishment of intravenous 
access, it can be administered endotracheally at a higher dose of 0.05–0.1 mg/kg. 
The currently recommended technique of delivering CC to a neonate is using a 
coordinated 3:1 compression-to-ventilation ratio (3:1 C:V). This approach is com-
prised of 90 CC and 30 ventilation inflations per minute, with a pause after every 
third CC to deliver one effective ventilation. This technique achieves approximately 
120 events per minute. The CC are delivered on the lower third of the sternum and 
to a depth of approximately one-third of the anterior–posterior chest diameter, 
and the 2-thumb-encircling hands technique is the preferred method. However 
the chest compression ratio recommendation is based more on expert opinion and 
consensus rather than strong scientific evidence, since there is currently very-low-
quality evidence to suggest otherwise, according to the guidelines [4].

4. Pulseless electrical activity

Pulseless electrical activity (PEA) is a form of cardiac arrest characterized by 
cardiac electrical activity, detected by ECG, but with the absence of a detectable 
pulse [13]. Although PEA is a commonly seen cardiac rhythm in adult and pediatric 
resuscitations (referred to as a “nonshockable rhythm”), occurring in approxi-
mately 32 and 24% of cardiac arrests, respectively [14], its occurrence in neonatal 
resuscitation is unusual and not widely recognized. In response to the inclusion of 
ECG in the 2015 neonatal resuscitation guidelines, there has been a rise in aware-
ness of PEA in neonatal resuscitation. ECG displaying PEA could falsely mislead 
health care providers into overestimating the HR and delay necessary resuscitation 
techniques. It is possible that PEA may be common in asphyxiated newborns but has 
been undetected in the clinical setting prior to the recent use of ECG in the delivery 
room. Recent case reports have raised concerns over the reliability of ECG use during 
neonatal resuscitation, and the detection of PEA has been cited as a potential limita-
tion of ECG use to guide delivery room resuscitation [15, 16]. Data from studies in 
the pediatric population indicate decreased survival following resuscitation with 
PEA events [17, 18], however this is inconsistent throughout the literature. Recent 
case studies in newborn infants presenting with cardiac arrest with PEA rhythm, 
as indicated on ECG [15, 16], suggest dire outcomes. Further studies (animal and 
prospective clinical) are needed to determine the cause and actual incidence of PEA 
in order to improve the survival of newborns experiencing PEA in the delivery room.
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5. Porcine model of hypoxia-asphyxia

Herein we describe an experimental animal model from our research labora-
tory in newborn piglets that simulates neonatal hypoxia-asphyxia. Using this 
animal model, we are able to examine the systemic and regional hemodynamic 
changes during hypoxia-asphyxia, resuscitation interventions, reoxygenation, 
and the recovery process. The described experimental animal model is a non-
survival acute procedure in neonatal pigs, aged between 1 and 3 days old and 
weighing approximately 1.5–2 kg. The approximate duration of the procedure is 
between six to eight hours and can be divided into the following sections:  
(i) anesthesia and surgical instrumentation, (ii) monitoring and stabilization, 
(iii) hypoxia and asphyxia, (iv) resuscitation intervention, and (v) reoxygen-
ation and recovery.

5.1 Anesthesia and surgical instrumentation

Surgical procedures enable the establishment of mechanical ventilation, 
arterial and central venous access, and placement of catheters and flow probes 
for continuously monitoring intravascular pressures and blood flow across the 
common carotid artery, respectively. Anesthesia is induced using 5% inhaled 
isoflurane in 100% oxygen (delivered via a nose cone), and is then maintained at 
2–3% with fine adjustment by 0.5% as appropriate, depending on the condition 
of the piglet.

Following induction of anesthesia, an incision is made in the right groin and the 
right femoral artery and vein are exposed. An area of approximately 1 cm is dis-
sected around each of the vessels, which are then isolated by threading two lengths 
of suture ties under each vessel. The vessel is ligated distally using a suture tie, a 
small cut is made in the vessel wall, and then an Argyle catheter (3.5 or 5 French, 
Covidien, Mansfield, MA) is inserted into the vessel. A double-lumen catheter is 
used for the femoral vein and is inserted to 15 cm so it is placed close to the right 
atrium. The venous catheter can be used for medication and maintenance fluid 
infusions as well as continuous central venous pressure measurement. A single-
lumen catheter is used for the femoral artery and is inserted to 5 cm so it is placed at 
the infra-renal aorta. The single-lumen arterial catheter can be used for continuous 
mean arterial pressure measurement and blood sampling. The groin incision is then 
sutured closed. Once vascular access has been established, the inhaled anesthesia 
can be switched to intravenous anesthesia using morphine and propofol infusions 
via the venous catheter. This is done after the piglet has been connected to the 
ventilator machine (see below).

The piglet is then intubated via tracheostomy. A horizontal incision is made at 
the neck, the trachea is dissected and exposed, and two lengths of suture ties are 
threaded around the trachea. An endotracheal tube (3.0 or 3.5) is inserted, con-
nected to a ventilator and pressure-controlled ventilation (Acutronic Fabian HFO; 
Hirzel, Switzerland) is commenced at a respiratory rate of 16–20 breaths/min and 
pressures of 20/5 cm H2O. Oxygen saturation is kept within 90–100% by adjusting 
the fraction of inspired oxygen between 21 and 30%.

The right common carotid artery is dissected and exposed, and one length of 
suture tie is threaded around to isolate the artery. A real-time ultrasonic flow probe 
(2 mm; Transonic Systems, Ithaca, New York, USA) is placed around the artery and 
secured, and ultrasonic gel is placed between the flow probe and artery to allow 
for optimal signal transduction. The flow probe provides continuous carotid blood 
flow (CBF) measurement. The neck incision is sutured closed. Figure 1 shows the 
surgical instrumentation of the piglet.
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5.2 Monitoring and stabilization

A pulse oximeter is placed on the piglet’s left hind limb for measuring 
percutaneous oxygen saturation. Continuous monitoring of the HR is achieved 
by attaching a 3-lead ECG to the piglet’s skin (continuously measured and 
recorded with Hewlett Packard 78833B monitor, Hewlett Packard, Palo Alto, 
California, USA). Generally, baseline HR is between 150 and 200 bpm. Glucose 
level and hydration is maintained with an intravenous infusion of 5% dextrose 
at 10 mL/kg/hour. The piglet’s body temperature is maintained at 38–40°C using 
an overhead warmer and a heating pad. During the experiment, anesthesia 
is maintained with intravenous propofol (5-10 mg/kg/hour) and morphine 
(0.1 mg/kg/hour). Additional doses of propofol (1–2 mg/kg) and morphine 
(0.05–0.1 mg/kg) are given as needed. The anesthetic state of the piglet is 
regularly monitored throughout the entire experiment using various criteria: 
neurological (body movements), behavioral (agitation), cardiovascular (tachy-
cardia and hypertension), and respiratory (tachypnoea). The piglet is allowed to 
stabilize for 1 hour post surgery before the hypoxia-asphyxia protocol is com-
menced. Figure 1 shows the placement of the monitoring devices on the piglet’s 
body.

Figure 1. 
Schematic of neonatal hypoxia-asphyxia porcine model (copyright https://www.playretain.com).
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5.3 Hypoxia and asphyxia

The piglet is exposed to severe hypoxemia, which is induced via 30–60 min of 
normocapnic alveolar hypoxia. The piglet is ventilated with low inspired oxygen 
concentration delivered by increasing the inhaled concentration of nitrogen gas to 
induce hypoxemia. The inspired oxygen concentration is adjusted between 10 and 
15% to obtain arterial oxygen saturations (SaO2) of 30–40% and partial pressure of 
oxygen (PaO2) of 20–40 mmHg. Arterial blood sampling is conducted to assess the 
partial pressure of carbon dioxide (PaCO2) and the ventilator rate is then adjusted 
accordingly.

Hypoxia is followed by asphyxia, which is achieved by disconnecting the ventila-
tor and clamping the endotracheal tube. Asphyxia can be conducted until either 
bradycardia, asystole or PEA (cardiac arrest). In this experimental animal model, 
bradycardia is defined as 25% of baseline heart rate, and asystole or PEA is defined 
as zero CBF and confirmed by auscultation of no HR. Following hypoxia-asphyxia, 
the resuscitation intervention protocol is commenced.

5.4 Resuscitation intervention

The primary goal of this experimental animal model is to provide a platform to 
investigate various resuscitation interventions in a pre-clinical scenario. Although the 
exact details of resuscitation interventions vary, they are predominantly comprised of 
the following elements: PPV (performed with a Neopuff T-Piece, Fisher and Paykel, 
Auckland, New Zealand), CC, ventilations, oxygen, and epinephrine administration. 
The ultimate outcome of the resuscitation intervention is to achieve return of sponta-
neous circulation (ROSC) in a timely manner, defined as an unassisted HR ≥100 bpm 
for at least 15 s. Section 8 summarizes the various resuscitation interventions pub-
lished from our research group using this experimental animal model.

5.5 Reoxygenation and recovery

Following the resuscitation intervention and ROSC, the piglet is then recon-
nected to the ventilator with 100% oxygen briefly, and weaned down to 21% oxygen 
for the 4-hour post-resuscitation recovery period. At the end of the recovery period, 
the piglet is euthanized with an intravenous overdose of sodium pentobarbital 
(120 mg/kg). Tissue samples are collected as required.

6.  Pulseless electrical activity in the porcine model of neonatal 
hypoxia-asphyxia

Using our porcine model of neonatal hypoxia-asphyxia, we are able to describe 
an increasingly important clinical situation in the laboratory setting. Recent studies 
from our group have identified the presence of PEA rhythms in nearly half of 
neonatal pigs that were subjected to hypoxia-asphyxia in animal models of neonatal 
resuscitation [19–21]. In the study by Patel et al., 43% of piglets (23/54) had no CBF 
or HR on auscultation but had a HR of 15–80 bpm displayed on ECG, indicating 
PEA rhythm [20]. Luong et al. reported that 49% of piglets (22/45) presented with 
PEA rhythms, as indicated by no CBF or HR on auscultation but a HR of 17–75 bpm 
was displayed on ECG [19]. Solevag et al. also reported that 43% of piglets (9/21) 
presented with PEA rhythm on ECG, as confirmed by zero CBF and no audible HR/
pulse; however, only 56% of piglets with PEA rhythms achieved ROSC compared 
to 100% of piglets with non-PEA rhythms (p = 0.02) [21]. Furthermore, survival 

173

A Porcine Model of Neonatal Hypoxia-Asphyxia to Study Resuscitation Techniques in Newborn…
DOI: http://dx.doi.org/10.5772/intechopen.89171

to 4-hours post-ROSC occurred in only 33% of PEA piglets versus 58% of non-PEA 
piglets [21]. These studies indicate that cardiac arrest in the presence of a non-
perfusing cardiac rhythm is common in asphyxiated neonatal piglets. Furthermore, 
this animal data is in agreeance with clinical observations of reduced CPR success in 
the presence of PEA in the delivery room in newborn infants [15, 16].

Studies from other research groups have also reported on the presence of PEA 
rhythms in their porcine model [22, 23]. It is important to note, however, that these 
studies were conducted in older piglets (2-month old “infant/pediatric” pigs) and 
were subjected to asphyxial cardiac arrest without the preceding hypoxia period. 
In the study by Lopez-Herce et al., 62% of piglets (44/71) had a PEA rhythm at the 
time of cardiac arrest [23]. However, there was no significant difference in the rate 
of ROSC between piglets with PEA rhythm (43%; 19/44) and piglets with non-PEA 
rhythm (30%; 7/23). Another study by the same research group, Gonzalez et al., 
also reported the presence of PEA rhythm at the time of cardiac arrest: 45% of 
piglets (22/49) [22]. Interestingly, the rate of ROSC was greater in piglets with PEA 
rhythm (45%; 10/22) versus non-PEA rhythm piglets (20%; 4/20) (p = 0.037).

The apparent discordance in the rate of ROSC post-PEA event between neonatal 
piglets [21] and pediatric piglets [22, 23] highlights the need for strong scientific 
evidence obtained from appropriate neonatal models to further our knowledge 
of delivery room resuscitation, rather than extrapolating data gained from the 
pediatric or adult populations. The percentages of PEA in our above-described 
neonatal model indicate relative consistency and can therefore be generalizable as a 
methodology. In this neonatal animal model, PEA is confirmed by electrical activity 
recorded on ECG in combination with no HR/pulse detected by auscultation and 
pulse oximetry and zero CBF. This animal model is beneficial for research directed 
at the management of PEA in newborns. Due to the increased awareness of PEA 
events in newborn infants, it is necessary to further investigate specifically tailored 
resuscitation techniques or changes in the resuscitation guideline algorithms to 
improve their survival. This translational model will therefore serve as a valu-
able tool to bridge the knowledge gap and improve the outcome of newborns that 
experience PEA in the delivery room.

7.  Advantages and limitations of the porcine model of neonatal 
hypoxia-asphyxia

Owing to its many advantages, the clinically relevant porcine model of neonatal 
hypoxia-asphyxia has provided a platform to extensively investigate neonatal 
resuscitation. The newborn piglet is equivalent to a human infant at 36–38 weeks 
of gestational age, and has a comparable size and weight (1.5–2 kg body weight). 
This allows for relatively easy instrumentation to invasively monitor hemodynamic 
and physiological measurements, such as blood pressure and blood gases, as 
well as the ability to monitor the degree of hypoxia-asphyxia and reoxygenation 
in the recovery phase. The large size of this animal model (compared to smaller 
rodent models) allows the repeated collection of biological samples (plasma, 
whole blood) during the experimental period for biochemical assays. The piglet’s 
cerebral metabolic data and many of the body systems, including cerebrovascular 
and cardiovascular systems, are also comparable to the human counterparts. 
This allows for better interpretation of the findings and makes it an exceptional 
animal model to study resuscitation interventions. The porcine model of neonatal 
hypoxia-asphyxia closely simulates delivery room events, with the gradual onset of 
severe hypoxia-asphyxia leading to cardiac arrest. Bradycardia or asystole (cardiac 
arrest) in newborn infants is usually caused by hypoxia/asphyxia, rather than 
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primary cardiac compromise/ventricular fibrillation observed in adult patients. 
Furthermore, using our newborn piglet model, we are able to describe an increas-
ingly important clinical situation in the laboratory setting – PEA, which is not well 
described in newborns in the delivery room. However, the asphyxia model uses 
piglets that have already undergone the transition from fetal to neonatal circulation 
and have cleared their lung fluid, which may present as a limitation. Furthermore, 
our model requires piglets to be intubated with a tightly sealed endotracheal tube to 
prevent any endotracheal tube leak. This may not occur in the delivery room where 
infants are either intubated (larynx bypassed, leak present) or receive respiratory 
support via a facemask, resulting in the possibility of airway obstruction or mask 
leaks. Nevertheless, many of its advantages make up for the few limitations of the 
model.

8.  Contribution of the porcine model of neonatal hypoxia-asphyxia to 
current knowledge

The porcine model of neonatal hypoxia-asphyxia has proven to be an invaluable 
tool through which new resuscitation techniques can be studied pre-clinically. It 
has also proven to be a crucial element in increasing our understanding of physi-
ological and pharmacological changes surrounding neonatal resuscitation. Below 
is a summary of studies that have utilized the model to gain further knowledge 
in various aspects of neonatal resuscitation. Knowledge gained from the below 
described studies are key in shaping the future neonatal resuscitation guidelines 
[24, 25].

8.1 Sustained inflations

The current neonatal resuscitation guidelines and the previous guidelines in 
2010 [2–4, 26] recommend using a 3:1 C:V ratio when CC are needed, however these 
recommendations are not based on strong scientific evidence and the most effective 
C:V ratio in newborns remains controversial. Using our porcine model, Schmölzer 
et al. investigated an alternative approach to providing ventilation during CPR in 
the means of sustained inflations (SI) [27]. Rather than the standard coordinated 
3:1 C:V technique, Schmölzer et al. proposed that SI during CC would passively 
deliver an adequate tidal volume into the lungs and improve survival. SI was deliv-
ered with a peak inflating pressure of 30 cmH2O for duration of 30 s. During the 
SI, CC was delivered at a rate of 120/min; SI was interrupted after 30 s for 1 s before 
a further 30 s of SI was provided [27]. The results showed that piglets resuscitated 
with SI during CC not only achieved ROSC faster than piglets resuscitated with 
the standard 3:1 C:V technique, but also had improved hemodynamic recovery and 
survival [27]. Following that study, Li et al. investigated the optimal rate of CC 
during SI by comparing CC rates of 90/min and 120/min [28]. Both groups had a 
similar time to ROSC, survival rates, and hemodynamic and respiratory parameters 
during CPR, and the hemodynamic recovery in the subsequent 4-hours was also 
similar in both groups. This leads the authors to suggest that resuscitation with a CC 
rate of 120/min during SI did not show a significant advantage compared to 90/min 
and higher CC rates are not necessarily an advantage [28]. To assure this suggestion, 
another study by Li et al. compared SI with CC at a rate of 90/min to the standard 
3:1 C:V technique [29]. Piglets resuscitated with SI during CC at 90/min had signifi-
cantly improved time to ROSC and also a reduced requirement for 100% oxygen 
and improved respiratory parameters compared to piglets resuscitated with 3:1 C:V 
[29]. Mustofa et al. investigated the optimal length of SI during CC by comparing 
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resuscitation with SI duration of either 20 s or 60 s [30]. Using SI duration of 60 s 
resulted in a similar time to ROSC as SI duration of 20 s, as well as similar survival 
rate and hemodynamic recovery [30]. Furthermore, Mustofa et al. showed no 
significant differences in lung and brain pro-inflammatory cytokine concentrations 
between the SI groups and the 3:1 C:V group, suggesting that the SI technique does 
not promote more acute brain and lung injuries that the currently practiced tech-
nique of 3:1 C:V [30].

8.2 Asynchronous ventilation

Using the porcine model of neonatal hypoxia-asphyxia, Schmölzer et al. investi-
gated a different approach to neonatal resuscitation with asynchronous ventilation 
during continuous CC; the rationale being that giving continuous CC without 
pausing for ventilation (as with 3:1 C:V) may avoid interruption in coronary perfu-
sion and may improve minute ventilation during CPR [31]. Piglets were resusci-
tated with either the standard 3:1 C:V technique or the asynchronous ventilation 
technique, which delivered continuous CC at a rate of 90/min with asynchronous 
ventilation at a rate of 30 inflations/min [31]. Both groups had a similar time to 
ROSC, survival rates, epinephrine and oxygen administration, and hemodynamic 
and respiratory parameters during CPR; systemic and regional hemodynamic 
recovery in the subsequent 4-hour recovery period was also similar. This suggests 
that asynchronous ventilation during continuous CC is not more beneficial to the 
standard 3:1 C:V technique. In a following study, Patel et al. examined whether the 
outcome will improve by using different CC rates with asynchronous ventilation, 
namely 90/min, 100/min, and 120/min [32]. Even though rate and time to ROSC 
were similar between groups, increasing the CC rate to 120/min with asynchronous 
ventilation significantly improved hemodynamic recovery, as indicated by CBF, and 
cerebral and renal perfusion [32].

8.3 Oxygen

Current neonatal resuscitation guidelines recommend the use of 100% oxy-
gen when CC are needed, however this is based on minimal evidence and 100% 
oxygen is also associated with increased oxidative stress [2–4, 33], and increased 
morbidity and mortality [34, 35]. Solevåg et al. examined the effect of using 
21% oxygen (air) or 100% oxygen during resuscitation using either the 3:1 C:V 
technique or continuous CC with asynchronous ventilation (rate of 90/min) [36]. 
Time to achieve ROSC was similar between groups, however resuscitation with air 
was associated with a higher left ventricular stroke volume after ROSC and less 
myocardial oxidative stress compared to resuscitation with 100% oxygen [36]. This 
suggests that air during CC may reduce myocardial oxidative stress and improve 
cardiac function compared to 100% oxygen. However, the use of continuous CC 
with asynchronous ventilation in this study was less effective than the standard 3:1 
C:V technique [36].

8.4 Chest compressions

Pasquin et al. used the porcine model of neonatal hypoxia-asphyxia to examine 
different ratios of CC to ventilations; the standard 3:1 C:V technique was compared 
to a C:V ratio of 2:1 and 4:1 [37]. Time to ROSC, mortality, oxygen requirements, 
epinephrine administration, and hemodynamic recovery were similar between all 
groups, indicating no difference in the efficacy of various C:V ratios in asphyxial-
induced cardiac arrest of neonatal piglets.
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resuscitation with SI duration of either 20 s or 60 s [30]. Using SI duration of 60 s 
resulted in a similar time to ROSC as SI duration of 20 s, as well as similar survival 
rate and hemodynamic recovery [30]. Furthermore, Mustofa et al. showed no 
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between the SI groups and the 3:1 C:V group, suggesting that the SI technique does 
not promote more acute brain and lung injuries that the currently practiced tech-
nique of 3:1 C:V [30].
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pausing for ventilation (as with 3:1 C:V) may avoid interruption in coronary perfu-
sion and may improve minute ventilation during CPR [31]. Piglets were resusci-
tated with either the standard 3:1 C:V technique or the asynchronous ventilation 
technique, which delivered continuous CC at a rate of 90/min with asynchronous 
ventilation at a rate of 30 inflations/min [31]. Both groups had a similar time to 
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recovery in the subsequent 4-hour recovery period was also similar. This suggests 
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outcome will improve by using different CC rates with asynchronous ventilation, 
namely 90/min, 100/min, and 120/min [32]. Even though rate and time to ROSC 
were similar between groups, increasing the CC rate to 120/min with asynchronous 
ventilation significantly improved hemodynamic recovery, as indicated by CBF, and 
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Current neonatal resuscitation guidelines recommend the use of 100% oxy-
gen when CC are needed, however this is based on minimal evidence and 100% 
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morbidity and mortality [34, 35]. Solevåg et al. examined the effect of using 
21% oxygen (air) or 100% oxygen during resuscitation using either the 3:1 C:V 
technique or continuous CC with asynchronous ventilation (rate of 90/min) [36]. 
Time to achieve ROSC was similar between groups, however resuscitation with air 
was associated with a higher left ventricular stroke volume after ROSC and less 
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suggests that air during CC may reduce myocardial oxidative stress and improve 
cardiac function compared to 100% oxygen. However, the use of continuous CC 
with asynchronous ventilation in this study was less effective than the standard 3:1 
C:V technique [36].
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different ratios of CC to ventilations; the standard 3:1 C:V technique was compared 
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groups, indicating no difference in the efficacy of various C:V ratios in asphyxial-
induced cardiac arrest of neonatal piglets.
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8.5 Respiratory parameters

The purpose of inflations during CC is to deliver an adequate tidal volume to 
facilitate gas exchange [38], however limited information exists regarding tidal 
volume delivery during CC. Therefore, Li et al. examined the changes in tidal 
volume during CC and their effect on lung aeration in the porcine model of hypoxia-
asphyxia [39]. Li et al. shows that when resuscitating using the SI with CC technique, 
passive lung ventilation/aeration can be achieved. In contrast, although use of the 3:1 
C:V technique delivered tidal volume, it also resulted in a relative loss of tidal volume 
per 3:1 C:V cycle of up to 4.5 mL/kg [39]. This suggests that tidal volume delivery 
is greater when using SI with CC to resuscitate compared to the standard 3:1 C:V 
technique; this may lead to better alveolar oxygen delivery and lung aeration [39].

Using an objective method to evaluate recovery or predict the outcome of 
resuscitation may help decision-making during resuscitation. Therefore, Li et al. 
examined the temporal changes in end-tidal CO2 (ETCO2), volume of expired CO2 
(VCO2), and the partial pressure of exhaled CO2 (PECO2) and their relationship 
with survivability and hemodynamic changes during CPR in the neonatal porcine 
model [40]. Li et al. reported that surviving piglets had significantly higher values 
of ETCO2, VCO2, and PECO2 during CPR compared to non-surviving piglets, sug-
gesting that continuously monitoring ETCO2, VCO2, and PECO2 during CC has the 
potential to be a non-invasive method to indicate ROSC [40]. To further investigate 
if other parameters could be used as early outcome predictors after CPR, Solevåg 
et al. examined if cerebral and renal tissue oxygen saturation was different between 
surviving piglets and non-surviving piglets that were resuscitated after asphyxia-
induced cardiac arrest [41]. The relationship of the tissue oxygen saturations with 
cardiac output, blood pressure, and biochemical variables was also examined [41]. 
No correlation between cardiac output or blood pressure and cerebral or renal tissue 
oxygen saturation was observed.

8.6 Hemodynamics

Espinoza et al. examined the changes in HR during adequate PPV following 
severe bradycardia in the porcine model of hypoxia-asphyxia [42]. The Neonatal 
Resuscitation Program (NRP) states that if adequate PPV is given for low HR, then 
the infant’s HR should increase within the first 15 s of PPV. However in contrast to 
the NRP, Espinoza et al. showed that adequate PPV does not increase HR within 15 s 
of ventilation in piglets with asphyxia-induced bradycardia; after 30 s of PPV only 
half of piglets had an increase in HR. This study challenges the current NRP state-
ment and suggests that clinicians should not expect an increase in HR after 15 s of 
PPV if there is severe bradycardia [42].

8.7 Epinephrine

Current neonatal resuscitation guidelines recommend the administration of 
intravenous epinephrine during if HR persists below 60 bpm despite CC and 
100% oxygen [2–4]. However there is currently a lack of data evaluating the 
hemodynamic effects of epinephrine during neonatal resuscitation. Wagner 
et al. utilized the porcine model of hypoxia-asphyxia to examine hemodynamic 
changes after epinephrine administration during resuscitation and compare 
surviving and non-surviving piglets; epinephrine was administered at a dose of 
0.01 mg/kg [43]. Epinephrine had no effect on either HR or cardiac output in 
survivors versus non-survivors during resuscitation; it did not increase survival 
rates or ROSC [43].
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9. Conclusions

Animal models that reliably reproduce the events surrounding neonatal resus-
citation in the delivery room are imperative to improve the outcome of newborn 
infants requiring CPR and may also lead to benefits for the pediatric population. 
Due to its many advantages, the porcine model of neonatal hypoxia-asphyxia is one 
of the most commonly used large animal models for neonatal resuscitation studies. 
Not only has this model provided a further understanding of the effects of various 
resuscitation interventions, but it has also enabled the study of an increasingly 
important clinical situation in the laboratory setting – pulseless electrical activity. 
Using this animal model will further accelerate knowledge on neonatal resuscitation 
that will ultimately benefit patients.
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8.5 Respiratory parameters
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Chapter 11

High-Resolution Ultrasound 
Imaging System for the Evaluation 
of the Vascular Response to Stent 
or Balloon Injuries in the Rabbit 
Iliac Arteries
Aurélien Frobert, Guillaume Ajalbert, Jérémy Valentin, 
Stéphane Cook and Marie-Noëlle Giraud

Abstract

For novel therapeutic approaches of cardiovascular diseases, the preclinical 
investigation is of paramount and required appropriate technologies. We investi-
gated the use of high-resolution ultrasound imaging system to evaluate the progres-
sion of vascular lesions in a rabbit model. Animals underwent vascular injury using 
two standard procedures. A bare-metal stent was placed within the left iliac artery, 
and a balloon injury was induced in the contralateral artery. The animals were kept 
on a regular diet for 8 weeks. A Vevo3100© VisualSonic high-resolution ultrasound 
imaging system and the associated software VevoVasc were used for the longitudi-
nal evaluation of the injured arteries and the distal abdominal aorta. The lumen size 
increased rapidly after the intervention in both iliac arteries. In the balloon-injured 
artery, the augmentation was transient and significantly reversed, inducing an 
alteration of the blow flow. In contrast, in the stented segment, the lumen size was 
maintained enlarged overtime. We demonstrated a significant correlation for the 
wall thickness and the lumen size between ultrasonic and histological quantifica-
tion. High-resolution ultrasound imaging in rabbit iliac arteries and the distal 
abdominal aorta is feasible, reliable and of relevance to investigate novel strategies 
for the inhibition of hyperplasia induced with standard injury models.

Keywords: echography, iliac arteries, vascular stent, rabbit, longitudinal study

1. Introduction

Coronary heart diseases remain a prominent cause of morbidity and mortality 
[1]. Percutaneous coronary intervention (PCI) is the current standard treatment 
and aims to widen the lumen, restore the blood flow into the vessel and conse-
quently re-perfuse the ischaemic myocardium. A catheter is fed through the femoral 
artery until the blocked coronary and the balloon inflated. A stent is then placed and 
maintains the artery opened to limit adverse vessel remodelling and elastic recoil.

Since 2003, the standard of care is the balloon-expandable, drug-eluting metallic 
stent. Steady improvement of stent technology promoted a rapid evolution from the 
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first generation of the bare-metal stents (BMS, permanent metallic structure without 
drug release) to the last generation of drug-eluting stents (DES, permanent metallic 
structure with anti-proliferative drug release). The BMS and DES are mostly made 
of a cobalt-chromium alloy and remain lifelong in the artery of the patient. Several 
studies showed, however, that life-threatening complication, emerging several 
months or years after implantation, may occur, including restenosis due to neointi-
mal hyperplasia and late in-stent thrombosis [2]. Novel therapeutic approaches  
to reduce persistent inflammation, stenosis and thrombosis are focused on anti-
proliferative and anti-inflammatory processes such as drug-eluting stents [3], phar-
maceutical [4, 5] or laser-based approaches [6, 7] as well as bioresorbable stents [8].

In this context, an appropriate animal model is paramount to foster the develop-
ment of new therapies, to provide in vivo preclinical proof of concept, to evaluate 
the treatment performance and to promote translation to the clinic. The rabbit-
injured iliac artery model has been well established to investigate the vascular 
response to hyperplasia and stenosis or thrombosis [3, 8, 9].

In the present study, we evaluated the vascular responses to bilateral iliac artery 
injuries performed by balloon denudation and stent overexpansion, using a high-
resolution ultrasound imaging system. We explored the longitudinal evolution of 
the vessel morphometries and the blow flow.

2. Methods

Three male New Zealand white rabbits (3.5–4 kg) were obtained from the 
Charles River Laboratories, France. The animals were housed in the animal centre 
facility at the University of Fribourg (Switzerland). All animals received humane 
care in compliance with the European Convention on Animal Care and in accor-
dance with the Swiss Animal Protection Law after obtaining permission from the 
State Veterinary Office, Fribourg approved by the Swiss Federal Veterinary Office, 
Switzerland (FR-2016/16).

Angioplasty: Under general anaesthesia induced with s.c. injection of Narketan 
(65 mg/ml) and Xylapan (4 mg/ml) and maintained by perfusion (Narketan 
65 mg/50 ml, Xylapan 4 mg/50 ml, infusion 15–20 ml/h), heparin (100 UI/ml) 
was administered in the marginal vein using a 24 GA (BD Insyte) catheter. Body 
parameters, including temperature, heart rate and pO2 were controlled by a veteri-
nary monitor (Midmark Cardell touch). In clean condition, an arteriotomy of the 
left coronary artery was performed, and a 6-French introducer sheath (Glidesheath 
Slender, Terumo) positioned. Two ml of a contrast agent (Bracco, Iomeprol 35 g) 
was injected, and a 0.36-mm guidewire is advanced through an introducer sheath 
up to the right iliac artery. Under angiographic monitoring of the pelvic area 
(Figure 1), the stent from Baxter (Coroflex Blue Neo) was deployed and overex-
panded. The balloon was then retracted and then directed within the contralateral 
iliac artery (left), positioned at the same distance from the aortic bifurcation and 
inflated at 10 atm for 30 seconds to induce endothelial injury. At the end of the 
procedure, s.c. injection of Temgésic (1 ml/kg), Trimethazol (Werner Stricer, com-
posed of sulfadoxine 40 mg/kg and trimethoprim 8 mg/kg) and carprofen 2.2 mg/
kg (Rimadyl, Zoetis) were performed. The rabbit awoke within 1 h. Animals were 
kept on a normal diet for up to 8 weeks.

High-resolution ultrasound image acquisitions were performed every week 
under general gaze anaesthesia induced by isoflurane 4–5% and O2 2–3 L/h. The 
animals were placed on an in-house-made platform, on a heating pad. The animal 
temperature was monitored through the rectal probe provided with the Vevo3100. 
ECG stainless steel needle electrodes provided with the Vevo3100 were placed 
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subcutaneously on the four limbs (right and left upper, right and left lower). 
The respiration rate was derived from the ECG signal. Longitudinal analyses 
were performed with a Vevo3100, VisualSonic high-resolution ultrasound system 
equipped with a transducer MX400 (20–46 Mhz) hold with the imaging station 
arm. The images were acquired at day 0, 14, 28, 42 and 56 or 63 in all animals. The 
image analyses were performed with the VevoVasc analysis module. The following 
parameters were quantified: wall thickness, lumen diameter and cross-sectional 
area (CSA). Using a Doppler pulse-wave mode, the velocity-time integral (VTI) was 
extracted. The following calculation was performed with the measured parameters: 
the blood flow was calculated as the product of the VTI and the CSA of the respec-
tive segments. The percentage changes in parameters relative to the values before 
the intervention were calculated as a ratio of the parameter at day 14, 28 or 42 to the 
same parameter at day 0 and multiplied by 100.

Artery harvesting was performed after euthanasia. Distal aortic segment and 
both iliac arteries were harvested according to the well-established procedure [10] 
and cut in short segments for histological analysis.

Histology characterisation: OCT embedding the vessel segments was frozen 
in the vapour of 2-methylbutane placed in liquid nitrogen. Sections of 5 μm are 
obtained using a cryocut and were processed for Movat Pentachrome staining. 
Briefly, sections were fixed 1 h in Bouin for 56°C, stained with Alcian Blue followed 
by Verhoeff ’s Elastic Stain, differentiated in ferric chloride solution, stained in 
brilliant crocein 1% and acid fuchsin 1%, placed in 5% phosphotungstic acid and 
stained with crocin. Sections were mounted with EUKITT®.

Stented segments were embedded in epoxy. 0.8-μm sections were cut with an 
ultramicrotome and stained with methyl blue.

Figure 1. 
Bilateral iliac artery injuries performed by an inflated balloon (left artery) and stent overexpansion (right 
artery). (A) Diagram showing the positioning of the stent and contralateral balloon placement. Each animal 
received a single stent that was placed either close to the aortic bifurcation or distally. (B) Angiography of 
both iliac arteries: The stent was placed first in the right artery and overexpanded, and the balloon was then 
retracted back to the aorta and introduced into the left artery. Balloon inflation was performed at a similar 
distance from the aortic bifurcation. S, stent; B, balloon. (C) Illustration of the positioning of the stent: 8 weeks 
post-intervention, the right iliac was exposed, and the transmural visualisation of the stent confirmed the site 
of the stent placement.
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The Bersoft Image Analysis software (Bersoft Technology and Software; 
Lunenburg, Canada) was used to quantify the vessel diameter and the wall thick-
ness (including intimal, media and adventitia layers).

2.1 Statistics

Values are presented as mean ± SEM. The percentage changes in wall thickness, 
cross-sectional area and blood flow were analysed using two-way ANOVA; Fisher’s 
LSD multi-comparisons were performed for the different segments and for the 
time effect. Linear regression and the parametric Pearson test were computed in 
a two-tailed manner. Analyses were performed using Prism software. Values were 
considered significantly different when p < 0.05.

3. Results

3.1 Stent placement

We report the results from three rabbits that received a Coroflex Blue Neo 
BMS. In concordance with the standard clinical procedure, each animal received 
a stent with an appropriate diameter defined under angiographic monitoring. The 
respective diameter (mm) and length (mm) of the stents were 2.5/9, 3/13 and 3.5/8. 
The stent positioning and contralateral balloon injury were proximal from the 
abdominal aortic bifurcation for the two animals and distal for one animal, as shown 
in Figure 1. The interventions were performed successfully without complication. 
All animals appeared healthy without significant weight loss. No infection, oedema 
or arterial thrombosis was encountered. The wound area was normal.

3.2 Morphometry: longitudinal quantification

The ultrasonographic vascular parameters were recorded before and after 
stenting or balloon injury every second week up to 8 weeks to evaluate the ves-
sel structure. The imaging and measurements were performed at the injured 
and stented segments of the arteries as well as at the intact segments free from 
intervention situated distally and proximally of the lesion or stent, as controls 
(Figure 2A). The distal part of the abdominal aorta was also imaged and analysed 
(Figure 2B).

We report in Figure 2A the values of the diameters and wall thicknesses of the 
stented and balloon-injured iliac arteries obtained for each animal. We chose to 
present each animal data to visualise the individual variations. For instance, after 
balloon injury, the vessel diameter increased transiently up to 14 days at the site 
of the injury. However, for two animals the diameter returned to initial size while 
staying enlarged for the third animal. A transient vessel enlargement was also 
observed for the distal and proximal controls. Likewise, the aorta wall thickness 
followed three different evolutions from day 14 to day 60 when considering each 
animal separately, the aorta wall thickness increased consistently for one animal 
(that received 3.5/8 the stent), alternate phases of augmentation and diminution for 
the second one (stent 3/13), while it decreased for the last rabbit (stent 2.5/9) after a 
transient increase (Figure 2B).

For the iliac arteries, as presented in Figure 2C, we calculated the mean percent-
age changes both, the wall thickness and the CSA relative to the pre-intervention. 
We showed a change of the wall thickness at the site of the stent. At day 14, the wall 
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thickness showed a 133 ± 13% increase as compared with pre-intervention. For the 
proximal control segments, the wall thickness was not significantly altered over time.

In contrast, following balloon injury, the wall thickness remained constant, 
over time with a slight, but statistically significant, reduction (94 ± 1%, p = 0.01) 
observed after 42 days in the proximal segment.

In parallel, we report a significant increase (150 ± 9%, p = 0.03) in the CSA in 
the stented segment. The CSA remained elevated over time.

In contrast, the lumen CSA transiently increased in the left artery. The maximal 
significant change was 192 ± 35% in the injured segment as compared to the proxi-
mal (131 ± 31%, p = 0.02) and distal (145 ± 31%, p = 0.006) controls at day 14. The 
lumen area returned then to initial values.

Figure 2. 
Longitudinal evaluation of the vessel structure. (A) The longitudinal measurements of the wall thickness 
and the lumen diameter of the right and left iliac arteries performed in different segments: at the site of the 
intervention (i.e. stent placement for the right artery and balloon inflation for the left artery) and at the 
proximal and distal uninjured segments as controls. Each animal and the corresponding stent are indicated and 
represented by a colour line. (B) Structure and VTI measured at the distal abdominal aorta.  
(C) Percentages of change in the crosssectional area of the vessel and the wall thickness relative to day 0 
(preintervention, grey line) represented according to the vessel segment. Each line represents a different time 
post-intervention (day 14, 28 and 42). The results are shown as the mean of three animals and SEM. * p < 0.05 
vs. day 0 and p < 0.05 vs. distal and proximal control segments.
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The Bersoft Image Analysis software (Bersoft Technology and Software; 
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over time with a slight, but statistically significant, reduction (94 ± 1%, p = 0.01) 
observed after 42 days in the proximal segment.

In parallel, we report a significant increase (150 ± 9%, p = 0.03) in the CSA in 
the stented segment. The CSA remained elevated over time.
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significant change was 192 ± 35% in the injured segment as compared to the proxi-
mal (131 ± 31%, p = 0.02) and distal (145 ± 31%, p = 0.006) controls at day 14. The 
lumen area returned then to initial values.

Figure 2. 
Longitudinal evaluation of the vessel structure. (A) The longitudinal measurements of the wall thickness 
and the lumen diameter of the right and left iliac arteries performed in different segments: at the site of the 
intervention (i.e. stent placement for the right artery and balloon inflation for the left artery) and at the 
proximal and distal uninjured segments as controls. Each animal and the corresponding stent are indicated and 
represented by a colour line. (B) Structure and VTI measured at the distal abdominal aorta.  
(C) Percentages of change in the crosssectional area of the vessel and the wall thickness relative to day 0 
(preintervention, grey line) represented according to the vessel segment. Each line represents a different time 
post-intervention (day 14, 28 and 42). The results are shown as the mean of three animals and SEM. * p < 0.05 
vs. day 0 and p < 0.05 vs. distal and proximal control segments.
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3.3 Blood flow

Employing a pulsed wave (PW) Doppler mode, we recorded the velocity, 
extracted the velocity-time integral (VTI) and calculated the blood flow. As pre-
sented in Figure 3, for each animal, VTI gradually decreased over time in both, the 
balloon and stent-injured areas, and consequently in the distal control except for 
one animal.

Overall, in the right artery, there was no significant difference in the mean 
percentage changes of the blood flow in the stented segments (Figure 3C) 
although a maximal mean reduction of 72 ± 12% was observed at day 14. Looking 
at the individual data of the VTI, we observed a large variability. In contrast, 
in the left artery, the longitudinal analysis showed a significant change of the 

Figure 3. 
Height and weeks for longitudinal evaluation of the VTI and blood flow. (A) Illustration of the PW Doppler 
recording of left stented iliac artery velocity. The measurements were performed in the distal segment. (B) 
The measurements of the VTI in the right and left iliac arteries before (day 0) and post-intervention were 
performed in different segments: at the site of the intervention—Stent placement for the right artery and 
balloon inflation for the left artery and at the proximal and distal uninjured segments as controls. Each animal 
and the corresponding stents implanted are indicated and represented by a colour line. (C) Percentages of 
change in the blood flow relative to day 0 (pre-intervention, grey line) represented in the function of the vessel 
segment. Each line represents a different time post-intervention (day 14, 28 and 42). The results are shown as 
the mean of three animals and SEM * p < 0.05 vs. day 0.
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blood flow, respectively, 62 ± 4% (p = 0.01) at day 28 in the distal segment, 
and 68 ± 3% (p = 0.01) recorded at day 42 in the left iliac artery. The transient 
increase of the blood flow observed at day 14 (173 ± 66%) was not statistically 
significant.

3.4 Endpoint measurement: comparison between ultrasound measurement  
and histology

The lumen diameters at seven sites of the iliac arteries and aorta in the three 
rabbits subjected to balloon injury and stenting were quantified using both high-
resolution ultrasound and histology. The correlations between the measurements 
performed by ultrasound and the histological analysis of the vessel diameter and 
the wall thickness, 8 weeks after the intervention, are presented in Figure 4A. We 
demonstrated a significant correlation between the two analytical procedures for 
both parameters, respectively, for the vessel diameter, r2 = 0.5, p = 0.006 and for 
the wall thickness, r2 = 0.21, p = 0.04. The thickening of the intima was observed 
prominently in the stented segment (Figure 4B) and for one animal in the distal 
area of the balloon-injured segment (Figure 4C). Alignments were performed on 
the different parts of the figures.

Figure 4. 
Histology evaluation of rabbit iliac arteries. (A) Correlation between the high-resolution ultrasound and 
histological measurements of the vessel diameters and wall thicknesses. The individual dots represent each 
value obtained in all the segments assessed 8 weeks post-intervention. (B) Representative methyl blue stained 
histologic cross section of an 8-week rabbit-stented right iliac artery showing the intimal hyperplasia. The 
staining pattern shows prominent intimal thickening in the stented segment of the iliac artery. S indicates 
the stent struts. (C) Movat Pentachrome stained histologic cross section of a rabbit left iliac artery 8 weeks after 
the balloon injury. N indicates luminal neointimal formation. Arrow indicates internal elastic lamina (IEL).
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and 68 ± 3% (p = 0.01) recorded at day 42 in the left iliac artery. The transient 
increase of the blood flow observed at day 14 (173 ± 66%) was not statistically 
significant.
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demonstrated a significant correlation between the two analytical procedures for 
both parameters, respectively, for the vessel diameter, r2 = 0.5, p = 0.006 and for 
the wall thickness, r2 = 0.21, p = 0.04. The thickening of the intima was observed 
prominently in the stented segment (Figure 4B) and for one animal in the distal 
area of the balloon-injured segment (Figure 4C). Alignments were performed on 
the different parts of the figures.

Figure 4. 
Histology evaluation of rabbit iliac arteries. (A) Correlation between the high-resolution ultrasound and 
histological measurements of the vessel diameters and wall thicknesses. The individual dots represent each 
value obtained in all the segments assessed 8 weeks post-intervention. (B) Representative methyl blue stained 
histologic cross section of an 8-week rabbit-stented right iliac artery showing the intimal hyperplasia. The 
staining pattern shows prominent intimal thickening in the stented segment of the iliac artery. S indicates 
the stent struts. (C) Movat Pentachrome stained histologic cross section of a rabbit left iliac artery 8 weeks after 
the balloon injury. N indicates luminal neointimal formation. Arrow indicates internal elastic lamina (IEL).



Animal Models in Medicine and Biology

190

4. Discussion

Mechanical endothelium injury is a standard strategy to induce hyperplasia in 
various animal models such as mice, rabbits or minipigs [9, 10, 17]. In the present 
study, the endothelial injury was induced by two different approaches in rabbits: 
first by overexpansion of a BMS in the right iliac artery and second with an inflated 
balloon in the contralateral left iliac artery. Stenting and balloon injury resulted 
in a respective permanent and transient overexpansion of the vessel inducing a 
well-recognised vascular response [11]. An acute inflammation rapidly follows the 
induced endothelium injury or denudation and peaks after a few days; then, the 
inflammation temporally declines during the resolution phase. Acute inflammation 
is accompanied by the proliferation of smooth muscle cells that results in hyperpla-
sia. Consequent thickening of the wall (hyperplasia) may induce a narrowing of the 
vessel lumen (stenosis) and reduction of the blood flow.

In the present study, we showed that the rabbit iliac arteries and the distal 
abdominal aorta could be successfully monitored using high-resolution ultrasound 
for longitudinal and non-invasive investigation. The quality of the images acquired 
allowed rigorous measurements of the wall and vessel sizes. It is important to note 
that for some measurements, the possible presence of oedema could impair the 
quality of the image acquisition and may explain variations of the parameters in 
consecutive weekly measurements.

Besides, the metallic structures of the BMS were visualised as shadows. 
Although the presence of the metallic stent did not impair the wall thickness and 
vessel diameters’ quantification, the blood flow velocity measurements were often 
challenging to perform.

Comparing the acute balloon injury with the chronic injury associated with stent 
implantation, we reported that the response of the vessel differed with the type of 
intervention. The primary function of the BMS stent is to provide mechanical sup-
port. As expected, the stent allowed the maintenance of increased vessel diameter 
in all animals. In contrast, balloon inflation induced a short-term increase in the 
lumen size followed by a reduction suggesting a weakening of the artery.

Notably, the overexpansion of the stent affected the wall thickness that 
increased rapidly and remained elevated. Histology analysis revealed the formation 
of neointimal hyperplasia. In contrast, balloon injury results in a transient wall 
thickening recorded 2 weeks post-intervention with a successive return to the initial 
dimensions. Transient inflammatory response to the balloon injury may explain the 
wall. Accordingly, Welt et al. [12] reported a transient inflammation following a 
balloon injury model as compared with a sustained accumulation of inflammatory 
cells such as monocytes in stented iliac arteries of rabbits up to 14 days.

Furthermore, Virmani et al. [13] reviewed the temporal vascular response 
to BMS implanted in the rabbit iliac artery. Between 7 and 14 days, the intimal 
thickness increased due to inflammation and cell proliferation and then peaked at 
1 month with a return of the cell proliferation to the basal level. Further shrinkage 
has been reported from 3 to 6 months due to the extracellular matrix remodelling. 
In agreement, we also report the shrinkage of the wall thickness observed at day 
28 in the left artery.

As far as the evaluation of the blood flow is concerned, the VTI and the calcu-
lated changes in flow revealed notable individual variations. Nevertheless, the lon-
gitudinal evaluation showed that in all animals, the VTI decreased overtime in the 
left and right segments but remained stable in the proximal segments. Meanwhile, 
the calculated blood flow was significantly reduced at the site of the balloon injury 
and the distal segment but maintained unchanged in the stented segment.
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Despite the neointimal hyperplasia developed within the stent, the blood flow 
was maintained due to the diameter enlargement resulting from the stent overex-
pansion. Nevertheless, it is essential to note a maximal 72% reduction of the blow 
flow, although the statistical significance was not reached due to the small number 
of animal and large variability.

The aorta underwent twice the passage of the catheter, once with the crimped 
stent followed by its retraction and second with the successive introduction into 
the contralateral artery. The vessel structure remained similar in all the animals, 
suggesting the absence of injury due to the procedure. An exception was observed 
for one animal that showed a continuous increase in the wall thickness. These 
effects may be explained by the large stent diameter and the placement site, close to 
the aortic bifurcation. Notably, the variations observed in the right artery and the 
aorta might be dependent on the size and location of the stents that varied between 
animals.

Moreover, we provide evidence that the wall thickness and the vessel diameter 
significantly correlated with the histological evaluation. Besides, histology provides 
evidence that the wall thickening in the stented area resulted in intimal hyperplasia. 
Neointimal hyperplasia was also observed in the left and right proximal control 
segments of two animals. Our results corroborate the well-established proliferation 
of smooth muscle cells resulting in the wall artery thickening induced by the stent 
and balloon injury [14–16].

In agreement with the literature, under conventional diet and following injury, 
rabbits developed wall hyperplasia that is known to be associated with inflamma-
tion and smooth muscle proliferation rather than atherosclerotic plaques that can be 
observed in hyperlipidemic rabbits [9, 17].

Although histological analysis is essential to evaluate wall composition, inflam-
mation and smooth muscle proliferation, longitudinal study provides a useful tool 
to record transient variation in the vessel dimensions.

5. Conclusion

The non-invasive, real-time imaging of the rabbit iliac arteries and the distal 
abdominal aorta for the quantification of lumen diameter and wall thickness using 
high-resolution ultrasound permit the monitoring of the progression of the wall 
and vessel following balloon angioplasty and endovascular stent implantation. 
Conveniently combined with the blood flow analysis, this methodological approach 
would be essential to evaluate novel therapeutic approaches to prevent hyperplasia.
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Inflammation in Rheumatoid and
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Antioxidant Defense in Plasma
and Different Tissues
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Abstract

Animal models of rheumatoid arthritis (RA) are widely used for testing potential
new therapies for RA. The most commonly used models of human RA are adjuvant-
induced arthritis (AIA) and collagen-induced arthritis in rats and mice. In this
chapter, we will focus on inflammatory and oxidative stress (OS) processes during
the development of AIA. OS is a result of increased production of reactive oxygen
species (ROS) or a reduction in the body’s endogenous antioxidant defense system.
ROS and reactive nitrogen species (RNS) can contribute to the pathogenesis of RA
by the induction of membrane oxidation, irreversible damage to proteins and DNA,
cartilage damage, and induction of bone resorption. ROS/RNS can also modulate a
variety of signaling events that control gene expression and affect cellular processes
that participate in chronic inflammation. Our research team has been studying the
course of OS during the development of rat AIA for more than a decade. We have
analyzed the course of OS using markers of lipid peroxidation (malondialdehyde, 4-
hydroxy-2-nonenal, and F-2 isoprostanes), protein carbonyls, antioxidant enzymes
(heme oxygenase and gamma-glutamyl transferase), and levels of endogenous
antioxidants (coenzyme Q10 and Q9, gamma-tocopherol) in plasma and different
tissues (joint, liver, lung, skeletal muscle, and spleen).

Keywords: animal models, arthritis, redox signaling, cachexia, antioxidants

1. Introduction

Research on animal models is necessary to better understand the etiopathology
of rheumatoid arthritis (RA) and has enabled successful new strategies for innova-
tive drug research. Recently the discovery of novel biomarkers of presymptomatic
and emerging stages of human RA focused the attention on interventions that
underlie different disease variants. This development in the field underlying RA
pathogenesis has also led to the increased need of new animal models. Integration of
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the knowledge on human and animal models will allow to create a comprehensive
“pathogenesis map” to the subset of disease they mimic [1].

Rheumatoid arthritis occurs due to the continuous deterioration of cells and
tissues that ultimately affects major organs. Both oxidative stress (OS) and inflam-
mation are considered major role players in the pathogenesis of RA [2]. Even if
there is a lot of evidence from animal models of RA and human RA, about that OS
plays an important role in tissue damage and also promotes cardiovascular diseases
in patients with RA [3]; until now, a therapeutic strategy to reduce OS in RA has not
yet been established. Thus, understanding how the OS is influencing the develop-
ment of animal and human RA is of great importance.

In this chapter, we will discuss the importance of OS in the pathogenesis of
human RA and its experimental model, rat adjuvant arthritis (AIA).

2. Pathogenesis of rheumatoid arthritis

RA is a chronic, progressive, inflammatory autoimmune disease associated with
articular, extra-articular, and systemic effects. It has been reported that RA affects
multiple comorbidities [4]. Mortality rates are more than twice as high in patients
with RA as in the general population (Wolfe et al. [5]). Although the exact cause of
RA remains unknown [5, 6], several findings suggest a genetic basis for disease
development. More than 80% of patients carry the epitope of the HLA-DRB1*04
cluster [7], and patients expressing two HLA-DRB1*04 alleles are at elevated risk
for major organ involvement and surgery related to joint destruction [8]. Environ-
mental factors, such as smoking and infection, may also influence the development,
rate of progression, and severity of RA [9, 10]. In addition to joint symptoms, many
patients experience extra-articular or systemic manifestations or both. Extra-
articular manifestations include rheumatoid nodules, vasculitis, pericarditis, uve-
itis, and rheumatoid lung [11]. Systemic manifestations include often anemia, car-
diovascular disease, osteoporosis, fatigue, and depression [12, 13]. The earliest
event in RA pathogenesis is the activation of the innate immune response that
includes the activation of dendritic cells by exogenous material and autologous
antigens. Antigen-presenting cells, including dendritic cells, macrophages, and
activated B cells, present arthritis-associated antigens to T cells. T-cell activation
and B-cell activation result in increased production of cytokines and chemokines. In
addition to antigen presentation, macrophages are involved in osteoclastogenesis
and are a major source of cytokines, including TNF-α, IL-1, and IL-6 [6, 7]. Within
the synovial membrane, there is a great increase in activated fibroblast-like
synoviocytes, which also produce inflammatory cytokines, prostaglandins, and
matrix metalloproteinases (MMPs). Synoviocytes contribute to the destruction of
cartilage and bone by secreting MMPs into the synovial fluid (SF) and by direct
invasion into these tissues [7]. Pro-inflammatory cytokines are involved in the
pathogenesis of RA [2, 14]. TNF-α and IL-6 play dominant roles in the pathobiology
of RA; however, IL-1, vascular endothelial growth factor (VEGF), and IL-17 have
also a significant impact on the disease process. These cytokines activate genes
associated with inflammatory responses, including additional cytokines and MMPs
involved in tissue degradation [6]. Th-17 lymphocytes have a critical role in syno-
vitis in RA patients [15]. TNF-α, IL-6, and IL-1 are key mediators of cell migration
and inflammation in RA [7]. IL-6 acts directly on neutrophils through membrane
IL-6 receptors that contribute to inflammation and joint destruction by secreting
proteolytic enzymes and reactive oxygen intermediates [12]. Furthermore, an
in vitro study with fibroblasts from patients with RA demonstrated the role of IL-6
in promoting neutrophil recruitment by activated fibroblasts [16]. The principal
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cause of bone erosion is the pannus that is found at the interface with the cartilage
and bone. Angiogenesis is a key process in the formation and maintenance of
pannus because invasion of cartilage and bone requires increased blood supply. In
patients with RA, many pro-angiogenic factors are expressed in synovium, among
them, VEGF plays the central role in new blood vessel development [17]. Cartilage
degradation in RA occurs when TNF-α, IL-1, and IL-6 activate synoviocytes,
resulting in the secretion of MMPs into the SF [6, 7]. Cytokines also activate
chondrocytes (Figure 1), leading to the direct release of additional MMPs into the
cartilage [7]. ROS have been produced mainly during oxidative phosphorylation
and by activated phagocytic cells during oxidative burst. It has been known that
ROS can function as a second messenger to activate nuclear factor kappa-B (NF-κB)
which orchestrates the expression of a spectrum of genes involved in the inflam-
matory response. Several cytokines, including TNF-α and IL-1β, are known initia-
tors of NF-κB activation cascade [18] and are under its transcriptional control.

Figure 1.
Pathogenesis of cartilage and bone damage in rheumatoid arthritis. MHC, major histocompatibility complex;
TCR,T-cell receptor; TACI, transmembrane activator and CAML interactor; BLyS, B-lymphocyte stimulator;
RANK, receptor activator of nuclear factor κ B; RANKL, receptor activator of nuclear factor κ B ligand; TNF,
tumor necrosis factor; INF, interferon; IL, interleukin; CR, complement receptor; RF, rheumatoid factor.
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TNF-α participates positively in the phosphorylation of kinase kappa inhibitor,
allowing NF-κB dimers (p50 and p65 portions) to migrate to the nucleus and then
bind to promoters of pro-inflammatory genes [19] and stimulate the NADPH oxi-
dase activation. Increased cytokine production driven by NF-κB can enhance
expression of vascular adhesion molecules that attract leucocytes into the joint as
well as MMPs.

3. Rat adjuvant arthritis

Animal models of arthritis play an important role in unraveling mechanisms of
chronic inflammation in rheumatoid synovial tissue. They are used extensively to
study new treatment strategies for RA. AA can be induced by intradermal or
footpad injection of heat-killed mycobacterial species, preferably in a fine suspen-
sion in a mineral or vegetable oil (CFA). The disease is restricted to susceptible
rodents, mostly certain rat strains, such as Lewis, Buffalo, Sprague-Dawley, and
Wistar rats [20]. Following AA induction with CFA, rats not only develop arthritis
but also systemic features of inflammation, such as uveitis, inflammation of the
gastrointestinal tract, and a loss in body weight that starts 24–48 h before the
clinical onset of arthritis. AA is a symmetric polyarthritis, affecting primarily the
peripheral joints. The affected joints are red, swollen, and painful. The onset of
overt clinical arthritis is seen 10–14 days following the induction of AA with CFA
(Figures 2 and 3). The first histopathological signs of arthritis, an accumulation of
mononuclear cells in connective tissues adjacent to periosteal surfaces, are already
manifested 6 days after disease induction. Approximately 10 days after disease
induction, the first radiological signs of inflammation become visible: localized
osteoporosis, with erosive lesions, and periosteal reaction. The synovial infiltrate
leads to pannus formation, resulting in cartilage deformation, and severe destruc-
tion of the joint [21]. An important component of the disease process is the traf-
ficking of arthritogenic leukocytes into the target organ. The synovial cellular
infiltrate during the initial phase of inflammation in AA consists primarily of
mononuclear cells (mostly monocytes, macrophages, and T cells) and relatively
fewer neutrophils [22]. The arthritogenic T cells migrate into the synovium before
the appearance of clinical signs of the disease [23]. Data in AA suggesting that

Figure 2.
Changes in hind paw volume during development of adjuvant-induced arthritis. Co, control healthy rats; AIA,
adjuvant-induced arthritic rats.
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immune-stimulatory DNA sequences (ISS) may be a critical factor contributing to
the chronicity of inflammation in chronic autoimmune arthritis. ISS can stimulate
the expression of co-stimulatory molecules and the production of cytokines such as
IL-12, TNF-α, and interferons by macrophages, dendritic cells, B cells, and NK cells
[24] and are capable of skewing an immune response toward a strong and
prolonged Th1 type of immunity [25]. AA has been used in the evaluation of
nonsteroidal inflammatory drugs, such as phenylbutazone and aspirin during the
early 1960s, and later in cyclooxygenase-2 inhibitors such as celecoxib. AA in rats
shares many features with human arthritis, including genetic linkage, synovial CD4
+ cells, and T-cell dependence [26].

4. Oxidative stress and inflammation

Inflammation is a natural defense mechanism against pathogens. It occurs in
many pathogenic diseases (microbial and viral infections, exposure to allergens,
radiation and toxic chemicals, autoimmune diseases, etc.). Chronic diseases linked
with higher production of ROS result in OS and variety of protein oxidations [27].
Furthermore, some oxidized proteins trigger a release of inflammatory signal mol-
ecules, and peroxiredoxin 2 (PRDX2), which has been recognized as an inflamma-
tory signal [28]. Relationship between OS and inflammation has been documented
by many authors. Evidences indicated that OS plays a pathogenic role in chronic
inflammatory diseases. Damage of OS such as oxidized proteins, glycated products,
and lipid peroxidation results in neuron degenerations mostly reported in brain
disorders [29]. ROS generated in brain tissues can modulate synaptic and non-
synaptic communication between neurons that result in neuro-inflammation and
cell death and then in neurodegeneration and memory loss [29]. Tripeptide gluta-
thione (GSH) is an intracellular thiol antioxidant; lower level of this GSH causes
higher ROS production, which results in imbalanced immune response, inflamma-
tion, and susceptibility to infection [30]. A study was conducted on the role of GSH
and its oxidized form and their regulatory function and gene expressions beyond
free radical scavenging activities linked with GSH. GSH is involved in the redox
regulation of immune system [31] through disulfide bounds between protein

Figure 3.
Changes in body mass during development of adjuvant-induced arthritis. Co, control healthy rats; AIA,
adjuvant-induced arthritic rats.
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cysteines and GSH. This process is called as glutathionylation, which regulates
signaling proteins and transcription factors [32]. Inflammatory stimuli induce the
release of PRDX2, a ubiquitous redox-active intracellular enzyme. PRDX2 is a
redox-dependent inflammatory mediator, which activates macrophages to produce
and release TNF-α. During intracellular oxidative stress GSH binds with PRDX2 and
this protein glutathionylation occurs before or during PRDX2 release, and
glutathionylated PRDX2 regulates immunity. PRDX2 is a part of inflammatory
cascade and is able to induce TNF-α release. This study showed that PRDX2 and
thioredoxin from macrophages could alter the redox balance of cell surface recep-
tors and enable the induction of inflammatory process [28].

4.1 Oxidative stress in rheumatoid arthritis

RA is one of the conditions that induces OS. A fivefold increase in mitochondrial
ROS production in whole blood and monocytes of RA patients–compared with
healthy subjects–suggests that OS is a pathogenic hallmark in RA. Free radicals are
indirectly implicated in joint damage because they also play a role as secondary
messengers in inflammatory and immune cellular response in RA. T-cell exposure
to increased OS becomes refractory to several stimuli including those for growth
and death and may perpetuate the abnormal immune response [33]. On the other
hand, free radicals can degrade directly the joint cartilage, attacking its proteogly-
can and inhibiting its synthesis [34]. Oxidative damage of hyaluronic acid and
lipoperoxidation products and oxidation of low-density lipoproteins and carbonyl
increment resulting from protein oxidation have been demonstrated in RA.
Increased levels of 4-HNE have been assessed in serum (or plasma) and synovial
fluid of patients with RA [35, 36]. Peroxidative damage induced by free radicals has
been demonstrated to play a role in the pathogenesis not only of RA but also of
systemic lupus erythematosus, progressive systemic sclerosis, diabetes mellitus
type 1, and myasthenia gravis. Increased OS has been associated with increased lipid
peroxidation in these patients. Lipid peroxidation occurs as a result of increased OS
stemming from deranged pro-oxidant/antioxidant balance and represents an
important pathogenic process in the oxygen toxicity. As a result of lipid peroxida-
tion increases in the levels of conjugated dienes, isoprostanes, 4-HNE, and
malondialdehyde have been demonstrated [37]. Study of Basu et al. [38] has shown
that blood and synovial fluid from patients with various rheumatic diseases have
high levels of both free radical-mediated F2-isoprostanes and the cyclooxygenase-
derived PGF2 metabolite. This suggests that both oxidative injury and inflammation
play a part to various degrees in these chronic inflammatory diseases. The measur-
ing of arachidonic acid metabolites in body fluids opens unique opportunities for
studying the role of lipid peroxidation [38]. ROS-induced genotoxic events have
also been linked to mutation of p53 in RA-derived fibroblast-like synoviocytes [39].
Furthermore, it has been suggested that antioxidants systems, either enzymatic or
not, are impaired in RA. Low levels of glutathione [40], tocopherols, β-carotene,
and retinols and low activities of glutathione reductase and superoxide dismutase
have been observed in patients with RA [41]. In a recent study, RA patients were, as
usually, sub-grouped according to the presence or absence of rheumatoid factor,
disease activity score, and disease duration. In addition, RA patients and healthy
controls were evaluated for the oxidant-antioxidant status by monitoring ROS pro-
duction, biomarkers of lipid peroxidation, protein oxidation, and DNA damage. The
endogenous levels of enzymatic and nonenzymatic antioxidants were also mea-
sured. RA patients showed a marked increase in ROS formation, lipid peroxidation,
protein oxidation, DNA damage, and decrease in the activity of antioxidant defense
system leading to OS, which obviously contributes to tissue damage and to the
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chronicity of the disease [42]. Oxidative modification of proteins has been shown to
elicit antibodies in a variety of diseases including systemic lupus erythematosus
(SLE), alcoholic liver disease, diabetes mellitus, and finally RA. Oxidative stress
processes enhance the reactivity of the adaptive response. Oxidation of carbohy-
drates increased the antibody response to coadministered coantigens. In addition,
the use of the Schiff base-forming agent Tucaresol during immunization with pro-
tein antigen increased T-cell-dependent immune response. Direct modification of
protein antigen has been shown to be required for the enhancement of the immune
response [43]. In SLE, oxidatively modified DNA and low-density lipoproteins
(LDL) are present and induce a premature atherosclerosis. In an animal model of
SLE, immunization with 4-hydroxy-2-nonenal (HNE)-modified autoantigens accel-
erated epitope spreading. Pentosidine, an advanced glycation end product (AGE),
and AGE-modified IgG have correlated with RA disease activity. Oxidatively modi-
fied glutamic acid decarboxylase is important in type 1 diabetes mellitus. Oxidative
modification induced fragmentation of scleroderma-specific autoantigens and seems
to be responsible for the production of autoantibodies. Growing evidence for the
involvement of oxidative damage in autoimmunity is pointing to the administration
of antioxidants could be a viable untried alternative for preventing or ameliorating
autoimmune disease [37]. OS occurring during inflammation can cause proteins to
become nonenzymatically damaged by glyoxidation. This process results in the
generation of AGE. The immunoglobulin molecule can also undergo similar
glyoxidation to generate AGE-IgG. In inflammatory arthritis, they have shown
that antibodies to AGE-IgG are specifically associated with RA, whereas the actual
formation of AGE-IgG is related to the intensity of the systemic inflammatory
response [44].

Studies focusing on direct detection of ROS and RNS found all these biomarkers
elevated in RA patients suggesting an active OS. The redox status of neutrophils
sourced from SF was measured by flow cytometry in terms of total ROS and
hydroxyl radicals. Neutrophils a major cellular component of the SF of RA patients
and their levels of ROS correlated strongly with protein carbonylation and lipid
peroxidation. In patients with RA, the strong correlation between DAS28 score,
levels of ROS, and markers of oxidative damage suggests that measurement of OS
could serve as a marker for monitoring disease severity [45]. In another study, RA
patients had significantly higher levels of ROS (O2-, H2O2) than controls. Significant
differences where monitored in serum levels of NO in patients with high activity of
disease. More intensive response in samples with higher disease activity suggests
that oxidative/nitrosative stress markers may be valuable in evaluating the RA
progression and helpful in elucidating the mechanisms of disease pathogenesis [46].
The chronic OS in the RA synovium increases ROS production in the cellular
oxidative phosphorylation and induces repetitive cycles of hypoxia/reoxygenation.
The hypoxia in RA joints whose origin is a consequence of the rapid cellular prolif-
eration induced by the inflammatory response, however, precedes inflammation at
least in an animal arthritis model [47]. From the “danger model,” in which the
synoviocyte is an impaired cell, this sequence of events could be happening in the
human disease [48]. Activated phagocytic cells can also enhance this OS during
oxidative burst. Kundu et al. [49] showed neutrophils as most important phagocytes
responsible for elevating OS in synovial infiltrates and peripheral blood of RA
patients: The basal levels of total ROS, superoxide, and hydroxyl radicals were
significantly increased in neutrophils from peripheral blood and synovial infiltrate.
Furthermore, raised levels of superoxide in neutrophils of synovial infiltrate
showed a positive correlation with NADPH oxidase activity in synovial fluid.
However, there was no major increase in the RNS generated in monocytes from
both sources.
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cysteines and GSH. This process is called as glutathionylation, which regulates
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fluid of patients with RA [35, 36]. Peroxidative damage induced by free radicals has
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systemic lupus erythematosus, progressive systemic sclerosis, diabetes mellitus
type 1, and myasthenia gravis. Increased OS has been associated with increased lipid
peroxidation in these patients. Lipid peroxidation occurs as a result of increased OS
stemming from deranged pro-oxidant/antioxidant balance and represents an
important pathogenic process in the oxygen toxicity. As a result of lipid peroxida-
tion increases in the levels of conjugated dienes, isoprostanes, 4-HNE, and
malondialdehyde have been demonstrated [37]. Study of Basu et al. [38] has shown
that blood and synovial fluid from patients with various rheumatic diseases have
high levels of both free radical-mediated F2-isoprostanes and the cyclooxygenase-
derived PGF2 metabolite. This suggests that both oxidative injury and inflammation
play a part to various degrees in these chronic inflammatory diseases. The measur-
ing of arachidonic acid metabolites in body fluids opens unique opportunities for
studying the role of lipid peroxidation [38]. ROS-induced genotoxic events have
also been linked to mutation of p53 in RA-derived fibroblast-like synoviocytes [39].
Furthermore, it has been suggested that antioxidants systems, either enzymatic or
not, are impaired in RA. Low levels of glutathione [40], tocopherols, β-carotene,
and retinols and low activities of glutathione reductase and superoxide dismutase
have been observed in patients with RA [41]. In a recent study, RA patients were, as
usually, sub-grouped according to the presence or absence of rheumatoid factor,
disease activity score, and disease duration. In addition, RA patients and healthy
controls were evaluated for the oxidant-antioxidant status by monitoring ROS pro-
duction, biomarkers of lipid peroxidation, protein oxidation, and DNA damage. The
endogenous levels of enzymatic and nonenzymatic antioxidants were also mea-
sured. RA patients showed a marked increase in ROS formation, lipid peroxidation,
protein oxidation, DNA damage, and decrease in the activity of antioxidant defense
system leading to OS, which obviously contributes to tissue damage and to the
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chronicity of the disease [42]. Oxidative modification of proteins has been shown to
elicit antibodies in a variety of diseases including systemic lupus erythematosus
(SLE), alcoholic liver disease, diabetes mellitus, and finally RA. Oxidative stress
processes enhance the reactivity of the adaptive response. Oxidation of carbohy-
drates increased the antibody response to coadministered coantigens. In addition,
the use of the Schiff base-forming agent Tucaresol during immunization with pro-
tein antigen increased T-cell-dependent immune response. Direct modification of
protein antigen has been shown to be required for the enhancement of the immune
response [43]. In SLE, oxidatively modified DNA and low-density lipoproteins
(LDL) are present and induce a premature atherosclerosis. In an animal model of
SLE, immunization with 4-hydroxy-2-nonenal (HNE)-modified autoantigens accel-
erated epitope spreading. Pentosidine, an advanced glycation end product (AGE),
and AGE-modified IgG have correlated with RA disease activity. Oxidatively modi-
fied glutamic acid decarboxylase is important in type 1 diabetes mellitus. Oxidative
modification induced fragmentation of scleroderma-specific autoantigens and seems
to be responsible for the production of autoantibodies. Growing evidence for the
involvement of oxidative damage in autoimmunity is pointing to the administration
of antioxidants could be a viable untried alternative for preventing or ameliorating
autoimmune disease [37]. OS occurring during inflammation can cause proteins to
become nonenzymatically damaged by glyoxidation. This process results in the
generation of AGE. The immunoglobulin molecule can also undergo similar
glyoxidation to generate AGE-IgG. In inflammatory arthritis, they have shown
that antibodies to AGE-IgG are specifically associated with RA, whereas the actual
formation of AGE-IgG is related to the intensity of the systemic inflammatory
response [44].

Studies focusing on direct detection of ROS and RNS found all these biomarkers
elevated in RA patients suggesting an active OS. The redox status of neutrophils
sourced from SF was measured by flow cytometry in terms of total ROS and
hydroxyl radicals. Neutrophils a major cellular component of the SF of RA patients
and their levels of ROS correlated strongly with protein carbonylation and lipid
peroxidation. In patients with RA, the strong correlation between DAS28 score,
levels of ROS, and markers of oxidative damage suggests that measurement of OS
could serve as a marker for monitoring disease severity [45]. In another study, RA
patients had significantly higher levels of ROS (O2-, H2O2) than controls. Significant
differences where monitored in serum levels of NO in patients with high activity of
disease. More intensive response in samples with higher disease activity suggests
that oxidative/nitrosative stress markers may be valuable in evaluating the RA
progression and helpful in elucidating the mechanisms of disease pathogenesis [46].
The chronic OS in the RA synovium increases ROS production in the cellular
oxidative phosphorylation and induces repetitive cycles of hypoxia/reoxygenation.
The hypoxia in RA joints whose origin is a consequence of the rapid cellular prolif-
eration induced by the inflammatory response, however, precedes inflammation at
least in an animal arthritis model [47]. From the “danger model,” in which the
synoviocyte is an impaired cell, this sequence of events could be happening in the
human disease [48]. Activated phagocytic cells can also enhance this OS during
oxidative burst. Kundu et al. [49] showed neutrophils as most important phagocytes
responsible for elevating OS in synovial infiltrates and peripheral blood of RA
patients: The basal levels of total ROS, superoxide, and hydroxyl radicals were
significantly increased in neutrophils from peripheral blood and synovial infiltrate.
Furthermore, raised levels of superoxide in neutrophils of synovial infiltrate
showed a positive correlation with NADPH oxidase activity in synovial fluid.
However, there was no major increase in the RNS generated in monocytes from
both sources.
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4.2 Oxidative stress in adjuvant arthritis

In the development of AIA, not only immunological and inflammatory patho-
logical changes are involved, but also the redox homeostasis is shifted toward
increased production of ROS and RNS. Overproduction of ROS and RNS damages
lipids, proteins, and DNA (also exhausts the natural enzymatic and nonenzymatic
antioxidant defense), which is possible to detect with different markers of oxidation
in biological structures. In human RA OS-mediated damage to lipids, proteins, and
DNA and changes in enzymatic and nonenzymatic antioxidant defense are exten-
sively studied. AIA in animals resembles the OS caused damage in human rheumatic
diseases; therefore, it is a very useful tool to study process of OS during autoim-
mune diseases. Since there has been no standard therapy to reduce OS damage in
diseases established yet, AIA could be a promising candidate for developing this
type of therapy.

4.2.1 Peroxidation of lipids

4.2.1.1 4-HNE and MDA

The 4-HNE is one of the aldehydes specific to lipid peroxidation. 4-HNE is
believed to be predominantly responsible from the cytopathologic effects seen
during OS. Any factor compatible with stress or activity of antioxidant enzymes
may trigger potentially dangerous metabolic pathway of peroxidative damage [50].
Our results showed that the level of HNE protein adducts was significantly
increased on day 14 in rat AA [51]. The level of malondialdehyde (MDA) in the
plasma of arthritic animals was also elevated [52–54] (Table 1). He et al. demon-
strated an increased level of MDA in serum of AIA rats, which was significantly
decreased by the administration of anthocyanins from cherries [53]. AA induced in
male Sprague-Dawley rats increased plasma MDA levels, levels of glutathione,
enzyme activities of SOD and GPx were decreased [55]. Also, Wang et al. demon-
strated a significant increase of MDA and moreover nitrites in plasma of AIA rats
[56]. Levels of anti-type II collagen antibody, nitrite/nitrate, and lipid peroxidation
(levels of 4-HNE and MDA) were determined in the serum, joints, and brain. CIA
elevated levels of nitrite/nitrate and 4-HNE and MDA levels in serum and the brain
[57]. We also measured an increased levels of 4-HNE and MDA in plasma and the
brain of AIA rats (Tables 1 and 2) [58].

4.2.1.2 Isoprostanes

Isoprostanes are a complex family of compounds produced from arachidonic
acid via a free radical-catalyzed mechanism. They are reliable markers of lipid
peroxidation. A strong link between lipid peroxidation and diseases associated with
ischemia-reperfusion, atherosclerosis, and inflammation has been suggested by

Oxidative stress in plasma MDA (μg/mL) HNE (ng/mL) Protein carbonyls (nmol/mL)

CO 2.4 � 0.39 1.54 � 0.16 391.2 � 14.34

AIA 5.79 � 0.44*** 2.5 � 0.19*** 457.72 � 11.09**

Values are expressed as average � standard error of mean, statistical significance (ANOVA-Tukey-Kramer post hoc
test): **p < 0.01, ***p < 0.01 vs. CO.

Table 1.
Markers of oxidative stress (malondialdehyde (MDA), 4-hydroxynonenal (HNE), and protein carbonyls) in
plasma of arthritic animals measured on day 28.
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elevated levels of F2-isoprostanes observed in such diseases. Quantification of F2-
isoprostanes as pathophysiological markers is suitable for the investigation of lipid
peroxidation in human diseases and provides an interesting biomarker of antioxi-
dant efficacy in diseases where OS might be involved [59]. There are only few
evidences about F2-isoprostanes in animal models of RA. In one of our previous
experiments, we have measured an elevated level of F2-isoprostanes in plasma of
AIA rats, which were significantly increased compared to control healthy animals
[60]. In a CIA model, authors investigated the ability of grape seed proantho-
cyanidin extract (GSPE) to reduce the development of mice arthritis. They have
found that CIA significantly increased the level of 8-isoprostane in plasma. Plasma
levels of 8-isoprostane and serum level of collagen type II-specific IgG2a in GSPE-
treated mice were significantly decreased than those in the control mice [61].
Authors demonstrated that F2-isoprostanes are increased also in the urine of CIA
mice [62]. F2-isoprostanes as an important marker of lipid peroxidation should be
more extensively studied in AIA animal models, to obtain a better picture about the
similarity with human RA.

4.2.2 Oxidation of proteins

Protein carbonyls (aldehydes and ketones) are produced directly by oxidation or
via reactions with other molecules generated by the oxidation process. Autoimmune
attack, resulting from abrogation of self-tolerance, is involved in many human
diseases. Autoimmune disease may be either organ specific (type 1 diabetes, thy-
roiditis, myasthenia gravis, and primary biliary cirrhosis) or systemic (RA, pro-
gressive systemic sclerosis, and systemic lupus erythematosus). Nearly all these
diseases have autoantibodies. Autoantibodies are typically present several years
prior to diagnosis of SLE and serve as markers for future disease. Inflammation,
infection, drugs, ROS, and environmental factors induce formation of neo-antigens
[63]. The protein thiol groups were 59% diminished by AIA. The protein carbonyls
content, an indicative of protein damage, was increased by arthritis (41%). Protein
damage in both liver and brain was estimated as the tissue content of protein
carbonyl groups. Corroborating previous results, arthritis increased protein damage
in both tissues, 55% in the liver and 51% in the brain [64]. Authors Hemshekhar
et al. [65] also showed a significant decrease in total protein thiol content with
reference to saline-fed rats up to 51 and 36.05%, respectively, in liver and spleen
homogenates of arthritic rats [65]. In a study about protective effects of green tea
extract in AIA rats, authors detected a significant OS-caused damage to proteins and
lipids in the liver, brain, and plasma [66]. The antioxidant defense, reduced in
arthritis, is improved by the green tea treatment, as shown in the restoration of the
GSH and protein thiol levels and by the tendency for normalizing the activities of
the antioxidant enzymes. In arthritis rats, we found a significant increase of protein
carbonyls in plasma [66–69] (Table 1). This finding emphasizes the role of OS in

Oxidative stress in brain MDA (μg/g tissue) HNE (ng/g tissue)

CO 5.38 � 0.73 3.26 � 0.17

AIA 10.12 � 1.01*** 4.78 � 0.5**

Values are expressed as average � standard error of mean, statistical significance (ANOVA-Tukey-Kramer post
hoc test): **p < 0.01, ***p < 0.01 vs. CO.

Table 2.
Markers of oxidative stress (malondialdehyde (MDA) and 4-hydroxynonenal (HNE) in the brain of arthritic
animals measured on day 28).
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4.2 Oxidative stress in adjuvant arthritis

In the development of AIA, not only immunological and inflammatory patho-
logical changes are involved, but also the redox homeostasis is shifted toward
increased production of ROS and RNS. Overproduction of ROS and RNS damages
lipids, proteins, and DNA (also exhausts the natural enzymatic and nonenzymatic
antioxidant defense), which is possible to detect with different markers of oxidation
in biological structures. In human RA OS-mediated damage to lipids, proteins, and
DNA and changes in enzymatic and nonenzymatic antioxidant defense are exten-
sively studied. AIA in animals resembles the OS caused damage in human rheumatic
diseases; therefore, it is a very useful tool to study process of OS during autoim-
mune diseases. Since there has been no standard therapy to reduce OS damage in
diseases established yet, AIA could be a promising candidate for developing this
type of therapy.

4.2.1 Peroxidation of lipids

4.2.1.1 4-HNE and MDA

The 4-HNE is one of the aldehydes specific to lipid peroxidation. 4-HNE is
believed to be predominantly responsible from the cytopathologic effects seen
during OS. Any factor compatible with stress or activity of antioxidant enzymes
may trigger potentially dangerous metabolic pathway of peroxidative damage [50].
Our results showed that the level of HNE protein adducts was significantly
increased on day 14 in rat AA [51]. The level of malondialdehyde (MDA) in the
plasma of arthritic animals was also elevated [52–54] (Table 1). He et al. demon-
strated an increased level of MDA in serum of AIA rats, which was significantly
decreased by the administration of anthocyanins from cherries [53]. AA induced in
male Sprague-Dawley rats increased plasma MDA levels, levels of glutathione,
enzyme activities of SOD and GPx were decreased [55]. Also, Wang et al. demon-
strated a significant increase of MDA and moreover nitrites in plasma of AIA rats
[56]. Levels of anti-type II collagen antibody, nitrite/nitrate, and lipid peroxidation
(levels of 4-HNE and MDA) were determined in the serum, joints, and brain. CIA
elevated levels of nitrite/nitrate and 4-HNE and MDA levels in serum and the brain
[57]. We also measured an increased levels of 4-HNE and MDA in plasma and the
brain of AIA rats (Tables 1 and 2) [58].

4.2.1.2 Isoprostanes

Isoprostanes are a complex family of compounds produced from arachidonic
acid via a free radical-catalyzed mechanism. They are reliable markers of lipid
peroxidation. A strong link between lipid peroxidation and diseases associated with
ischemia-reperfusion, atherosclerosis, and inflammation has been suggested by
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CO 2.4 � 0.39 1.54 � 0.16 391.2 � 14.34

AIA 5.79 � 0.44*** 2.5 � 0.19*** 457.72 � 11.09**
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test): **p < 0.01, ***p < 0.01 vs. CO.
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plasma of arthritic animals measured on day 28.
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elevated levels of F2-isoprostanes observed in such diseases. Quantification of F2-
isoprostanes as pathophysiological markers is suitable for the investigation of lipid
peroxidation in human diseases and provides an interesting biomarker of antioxi-
dant efficacy in diseases where OS might be involved [59]. There are only few
evidences about F2-isoprostanes in animal models of RA. In one of our previous
experiments, we have measured an elevated level of F2-isoprostanes in plasma of
AIA rats, which were significantly increased compared to control healthy animals
[60]. In a CIA model, authors investigated the ability of grape seed proantho-
cyanidin extract (GSPE) to reduce the development of mice arthritis. They have
found that CIA significantly increased the level of 8-isoprostane in plasma. Plasma
levels of 8-isoprostane and serum level of collagen type II-specific IgG2a in GSPE-
treated mice were significantly decreased than those in the control mice [61].
Authors demonstrated that F2-isoprostanes are increased also in the urine of CIA
mice [62]. F2-isoprostanes as an important marker of lipid peroxidation should be
more extensively studied in AIA animal models, to obtain a better picture about the
similarity with human RA.

4.2.2 Oxidation of proteins

Protein carbonyls (aldehydes and ketones) are produced directly by oxidation or
via reactions with other molecules generated by the oxidation process. Autoimmune
attack, resulting from abrogation of self-tolerance, is involved in many human
diseases. Autoimmune disease may be either organ specific (type 1 diabetes, thy-
roiditis, myasthenia gravis, and primary biliary cirrhosis) or systemic (RA, pro-
gressive systemic sclerosis, and systemic lupus erythematosus). Nearly all these
diseases have autoantibodies. Autoantibodies are typically present several years
prior to diagnosis of SLE and serve as markers for future disease. Inflammation,
infection, drugs, ROS, and environmental factors induce formation of neo-antigens
[63]. The protein thiol groups were 59% diminished by AIA. The protein carbonyls
content, an indicative of protein damage, was increased by arthritis (41%). Protein
damage in both liver and brain was estimated as the tissue content of protein
carbonyl groups. Corroborating previous results, arthritis increased protein damage
in both tissues, 55% in the liver and 51% in the brain [64]. Authors Hemshekhar
et al. [65] also showed a significant decrease in total protein thiol content with
reference to saline-fed rats up to 51 and 36.05%, respectively, in liver and spleen
homogenates of arthritic rats [65]. In a study about protective effects of green tea
extract in AIA rats, authors detected a significant OS-caused damage to proteins and
lipids in the liver, brain, and plasma [66]. The antioxidant defense, reduced in
arthritis, is improved by the green tea treatment, as shown in the restoration of the
GSH and protein thiol levels and by the tendency for normalizing the activities of
the antioxidant enzymes. In arthritis rats, we found a significant increase of protein
carbonyls in plasma [66–69] (Table 1). This finding emphasizes the role of OS in

Oxidative stress in brain MDA (μg/g tissue) HNE (ng/g tissue)

CO 5.38 � 0.73 3.26 � 0.17

AIA 10.12 � 1.01*** 4.78 � 0.5**

Values are expressed as average � standard error of mean, statistical significance (ANOVA-Tukey-Kramer post
hoc test): **p < 0.01, ***p < 0.01 vs. CO.
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Markers of oxidative stress (malondialdehyde (MDA) and 4-hydroxynonenal (HNE) in the brain of arthritic
animals measured on day 28).
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inflammatory diseases such as AIA, not only in tissues directly affected by the
disease (cartilage, bone, and skeletal muscle) (Table 2).

4.2.3 Production of reactive oxygen species by neutrophils

Recent evidence from animal models of RA emphasized the importance of
neutrophils in the initiation and progression of AIA [70]. Progressive erosion of
articular cartilage is a prominent feature of this disease. Not surprisingly, immuno-
suppressive approaches such as blockade of CD4+ lymphocytes effectively reduce
the intensity of damage and the progression of AIA. The report of Santos et al. [71]
convincingly demonstrates a requirement not only for CD4+ lymphocytes but also
for neutrophils, the latter determined by the protective effects of neutrophil deple-
tion. The sequence of events showed that CD4+ cells are necessary for the estab-
lishment of the immune response, which leads to the recruitment of neutrophils,
with the involvement of cytokines (TNF-α, IL-1) and the IL-8 family of
chemokines. The combination of products (oxidants, proteinases, and cytokines)
from stimulated neutrophils, synovial macrophages, and lymphocytes is important
to set the stage for acute and progressive polyarthritis [72]. We assessed ROS
production in stimulated neutrophils of arthritic rats, and it was found to be
increased, with a maximum on day 14 and 21 of AIA. Neutrophils in the whole
blood of AIA animals reacted excessively to stimulation and produced 6–9 times
more ROS [73]. We also demonstrated oxidative damage of tissues in AIA: ROS
levels in the joint and the spleen were significantly elevated [74] (Table 3).

4.2.4 Levels of endogenous antioxidants

The mammal organism has several mechanisms to counteract with OS by pro-
ducing antioxidants, which are either produced in situ or externally supplied with
foods or supplements. The nonenzymatic antioxidants are distinguished as meta-
bolic antioxidants and nutrient antioxidants. Metabolic antioxidants referred also as
endogenous antioxidants such as glutathione, lipoid acid, L-arginine, melatonin,
coenzyme Q10, uric acid, bilirubin, metal-chelating proteins, and transferrin are
produced by metabolic processes, while nutrient antioxidants are compounds that
cannot be produced in the body and must be provided through foods or supple-
ments, such as vitamin E, vitamin C, carotenoids, trace metals (selenium, manga-
nese, zinc), flavonoids, and omega-3 and omega-6 fatty acids [75]. Decreased levels
of nonenzymatic antioxidant glutathione and vitamin C were observed in the liver
of AIA rats compared to the normal rats [76]. Antioxidant state showed that plasma
vitamin E, vitamin C, vitamin A, and β-carotene were significantly lower in
arthritic control rats than normal rats [77]. Reduction of plasmatic antioxidants is
indicating reduced antioxidant capacity and elevation of oxidative stress during
adjuvant arthritis which is similar to rheumatoid arthritis in human [78].

Chemiluminescence
(RLU*s)

Spontaneous PMA stimulated Neutrophil count in 1 μL of
blood

CO 41,802 � 2452 150,789 � 9159 12,174 � 747

AIA 168,203 � 12815*** 1,165,603 � 94470*** 40,260 � 3325***

RLU*s, relative light units; PMA, phorbol-12-myristate-13-acetate; values are expressed as average � standard error
of mean, statistical significance (ANOVA-Tukey-Kramer post hoc test): ***p < 0.001 vs. CO.

Table 3.
Spontaneous and stimulated chemiluminescence and neutrophil count in whole blood of arthritic rats.
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CoQ10 plays a central role in the electron transport chain and as a radical-
scavenging antioxidant; therefore we studied its level in plasma during AA. In our
experiments the arthritis process increased significantly the level of CoQ10 in com-
parison with healthy control rats. The arthritic processes also stimulated the syn-
thesis of CoQ9 (dominant form of CoQ in rats) and its transport to plasma [79]
(Table 4). In the skeletal muscle mitochondria, we have measured significant
changes in levels of α- and γ-tocopherol (Table 5).

Similarly in AIA, also in patients with RA, a depletion of endogenous antioxi-
dants was measured. The plasma concentration of beta-carotene and vitamin E,
hemoglobin, and hematocrit were significantly lower in patients with RA than in
controls. These results provide evidence for a potential role of raised lipid peroxi-
dation and lowered enzymic and nonenzymic antioxidants in RA because of its
inflammatory character. These results suggested that OS plays a very important role
in the pathogenesis of RA [80, 78].

4.2.5 Changes in antioxidant enzymes

In order to protect tissues from oxidative injuries, the body possesses enzymatic
antioxidant enzymatic systems such as superoxide dismutases and catalase
enzymes. It has been reported that AA decreases serum or synovial SOD and
catalase activities together with other endogenous antioxidant systems [81]. Ramos-
Romero et al. [82] showed a decrease in splenic catalase activity and, paradoxically,
an increase in splenic total and mitochondrial SOD in AIA. The decreased catalase
activity could be associated with the consumption of catalase in neutralizing the
H2O2. On the other hand, increased splenic SOD activities could reflect the response
of the body to increased ROS concentrations, and/or it could be due to the fact that
arthritis was in its recovery phase 1 month after its induction. Moreover, SOD
increase could also be explained by the increase in the oxidative stress found in
arthritic rats and by the increased TNF-α secretion present in arthritis [82]. Both OS
and TNF-α are shown to induce SOD synthesis [83]. It should be added that a
similar increase in SOD activity was found in the plasma of RA patients [84] and in

Plasma CoQ9TOT (μmol/L) CoQ10TOT (μmol/L) αT (μmol/L) γT (μmol/L)

CO 0.328 � 0.023 0.031 � 0.004 19.9 � 1.13 0.643 � 0.051

AIA 0.468 � 0.044** 0.027 � 0.003 21.6 � 0.72 0.834 � 0.060*

Values are expressed as average � standard error of mean, statistical significance (ANOVA-Tukey-Kramer post hoc
test): *p < 0.05, **p < 0.01 vs. CO.

Table 4.
Concentrations of total coenzyme Q9 (CoQ9-TOT), total coenzyme Q10 (CoQ10-TOT), α-tocopherol (αT), and
γ-tocopherol (γT) in plasma.

Skeletal muscle
mitochondria

CoQ9TOT
(μmol/L)

CoQ10TOT
(μmol/L)

αT
(μmol/L)

γT
(μmol/L)

CO 43.1 � 3.01 1.90 � 0.160 23.0 � 1.23 0.98 � 0.042

AIA 32.7 � 2.49* 1.63 � 0.187 18.7 � 0.829* 1.39 � 0.155*

Values are expressed as average � standard error of mean, statistical significance (ANOVA-Tukey–Kramer post hoc
test): *p < 0.05 vs. CO.

Table 5.
Concentrations of total coenzyme Q9 (CoQ9-TOT), total coenzyme Q10 (CoQ10-TOT), α-tocopherol (αT), and
γ-tocopherol (γT) in skeletal muscle mitochondria.
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inflammatory diseases such as AIA, not only in tissues directly affected by the
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Chemiluminescence
(RLU*s)
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Table 3.
Spontaneous and stimulated chemiluminescence and neutrophil count in whole blood of arthritic rats.
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the synovial membrane of mice with collagen-induced arthritis [85]. Catalase cata-
lyzes the decomposition of hydrogen peroxide to water and oxygen, thus
preventing the oxidation of biological structures by hydrogen peroxide. Authors
demonstrated the elevated and LPO activity and NO level and decreased GSH, SOD,
and catalase activities in AIA rats [86]. OS in AIA model is depleting antioxidant
enzymes, which is in good agreement with human RA studies.

Activity of glutathione peroxidase (GPx) in blood serum and muscles of rats
with AIA increased and activity of glutathione reductase (GR) in these tissues
increased in comparison with the control. Probably, changes in enzyme activity are
a defense response of the body to ROS generation in RA and can be a result of ROS
activation or stimulation of their synthesis [87]. Similarly in the study of Sahu et al.
[88], CIA increased antioxidant enzyme GPx and GR activities in joints, liver,
kidney, and spleen tissues of rats.

Several pathologic factors have been suggested to be involved in the
overexpression of heme oxygenase-1 HO-1 in RA lesions. In addition to superoxides
and pro-inflammatory cytokines, hypoxia may play an important role in HO-1
expression in the lesions [89, 90]. AIA is an experimental model widely used to
evaluate etiopathogenetic mechanisms in chronic inflammation. Devesa et al. [91]
have examined the participation of HO-1 in AIA. They have found an increased
nitric oxide (NO) production in the paw preceded the upregulation of HO-1,
whereas selective inhibition of inducible NO synthase (iNOS) after the onset of
arthritis lowered HO-1 expression, suggesting that this enzyme may depend on NO
produced by iNOS. Administration of the HO-1 inhibitor protoporphyrin IX ame-
liorated the symptoms of arthritis. This compound significantly decreased leuko-
cyte infiltration, erosion of articular cartilage, and osteolysis, as well as the
production of inflammatory mediators. In this model, HO-1 can be involved in
vascular endothelial growth factor production and angiogenesis. These results sup-
port a role for HO-1 in mediating the progression of the disease in this model of
chronic arthritis [91]. Our research group showed that extra-articular manifesta-
tions of AIA are present also in lung, where the expression of heme oxygenase-1 was
reduced during AIA [60].

5. Potential role of free radicals in rheumatoid cachexia

Cachexia is one of the major causes of progressive weight loss and affects up to
20% of RA patients [92]. Unlike sarcopenia, which is a normal physiological process
of body mass reduction affected by aging, cachexia appears to be a secondary
manifestation of an already ongoing disease [93]. Cachexia associated with RA can
occur in two forms. The first form is cachectic RA or rheumatoid cachectic obesity,
which is manifested by severe muscle wasting, with little or no fat mass loss. It is a
less threatening form of cachexia mainly because the energy demands of muscles
can be compensated by lipid metabolism [94]. The second form is rheumatoid
cachexia, which is manifested by severe muscle wasting as well as fat loss.

Rheumatoid cachexia (RC) is a progressive form of RA, which is primarily
thought to be caused by the abnormal production of the pro-inflammatory cyto-
kines produced by the immune cells localized in the synovial tissue of the affected
joints. Excessive concentrations of several cytokines, especially TNF-α, IL-1β, IL-6,
and INF-γ, could potentially affect the intracellular mechanisms of muscle fibers,
leading to severe muscle atrophy and weakness [95]. The most dominant cytokine
in RA and RC pathogenesis appears to be TNF-α which acts synergically with IL-1β.
When bound to their specific receptors, these cytokines cause activation of NF-κB
signaling cascade. A study by Cai et al. [96] suggests that muscle atrophy is
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predominantly promoted by the NF-κB pathway via the activation of MuRF1 tran-
scription factor which ultimately induces immoderate proteolysis of muscle pro-
teins by activating the ubiquitin-proteasome system. Moreover, Castillero et al. [97]
observed overexpression of MuRF1 as well as several other myogenic factors, such
as atrogin-1/MAFbx ubiquitin ligases in adjuvant arthritis.

Another important pathogenic factor of RC is reduced physical activity, which
appears to be the result of either poor pain management of inflamed and swollen
joints, metabolic changes, or merely general caution for physical activity. Lower
physical activity leads to reduced muscle fiber stimulation, which significantly
disrupts the cycle of muscle proteolysis and proteosynthesis in favor of proteolysis
[98]. One of the possible triggers of RC could also be increased free radical concen-
tration and onset of OS.

As mentioned in the previous text, ROS and RNS concentrations have been
reported to be elevated in the joint area as well as plasma. This may indicate that an
increase in free radicals levels could also be found in skeletal muscle tissue. There
are several sites of free radical production in muscles including mitochondria,
sarcoplasmic reticulum, and sarcolemma [99]. As metabolically highly active
organs, muscles dramatically increase their oxygen consumption during physical
activity in order to compensate various energy-dependent processes. Concurrently
excessive amounts of oxidants are produced, which then serve as messenger mole-
cules in multiple intracellular cascades. The main site of free radical generation is
mitochondria during aerobic metabolism and oxidative phosphorylation. It has been
shown that complexes I and III and more recently complex II of mitochondrial
electron transport chain are key producers of ROS in muscle fibers [100]. Several
authors suggest that the major ROS produced in muscle cells is superoxide anion
(O2•�), which is a very unstable radical and rapidly undergoes reduction resulting
in dismutation into hydrogen peroxide (H2O2) [101]. Even though H2O2 is quite a
stable nonradical molecule, excessive concentrations of H2O2 could ultimately result
in increased generation of hydroxyl radical (•OH)–a highly reactive ROS which
could potentially damage various cellular molecules and disrupt many intracellular
mechanisms. Free radicals are also regularly produced by several enzymes such as
nicotinamide adenine dinucleotide phosphate (NADPH) oxidase (Nox) family as
well as xanthine oxidase (XO) [99]. In skeletal muscles only Nox 2 and Nox 4
isoforms have been found, and it is believed that both of these isoforms are localized
primarily in mitochondria [102]. However, the precise mechanism by which the
increased activity of these enzymes is promoted is to date poorly understood. Under
physiological conditions, excessive concentrations of free radicals are regularly
scavenged and converted into non-radical molecules by antioxidant defense system
molecules. However, several studies have observed low concentrations of some
nonenzymatic antioxidants such as GSH [41] as well as low activity of enzymatic
antioxidants such as SOD and glutathione peroxidase (GPX) in RA, which could
potentially affect muscle tissue [103]. It has been proposed that decreased physical
activity in RC patients could play a major role in oxidative damage of muscle cells
since lower muscle stimulation reduces antioxidant capacity thus causing impaired
balance in oxidant-antioxidant ratio [104].

Several long-term studies have reported a number of negative effects of free
radicals in muscles at the molecular level. Oxidative damage of lipids, particularly in
cell membranes [105], as well as nucleic acids in the DNA [106] is of great impor-
tance to normal cellular functioning, lately there has been a great deal of emphasis
on protein modifications caused by ROS in multiple diseases.

Proteins as functional units of the cell can cause great damage to the cell itself if
its space conformation is disrupted. Perhaps the most common protein modification
caused by imbalance of oxidative status is carbonylation of side chains of multiple
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appears to be the result of either poor pain management of inflamed and swollen
joints, metabolic changes, or merely general caution for physical activity. Lower
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[98]. One of the possible triggers of RC could also be increased free radical concen-
tration and onset of OS.

As mentioned in the previous text, ROS and RNS concentrations have been
reported to be elevated in the joint area as well as plasma. This may indicate that an
increase in free radicals levels could also be found in skeletal muscle tissue. There
are several sites of free radical production in muscles including mitochondria,
sarcoplasmic reticulum, and sarcolemma [99]. As metabolically highly active
organs, muscles dramatically increase their oxygen consumption during physical
activity in order to compensate various energy-dependent processes. Concurrently
excessive amounts of oxidants are produced, which then serve as messenger mole-
cules in multiple intracellular cascades. The main site of free radical generation is
mitochondria during aerobic metabolism and oxidative phosphorylation. It has been
shown that complexes I and III and more recently complex II of mitochondrial
electron transport chain are key producers of ROS in muscle fibers [100]. Several
authors suggest that the major ROS produced in muscle cells is superoxide anion
(O2•�), which is a very unstable radical and rapidly undergoes reduction resulting
in dismutation into hydrogen peroxide (H2O2) [101]. Even though H2O2 is quite a
stable nonradical molecule, excessive concentrations of H2O2 could ultimately result
in increased generation of hydroxyl radical (•OH)–a highly reactive ROS which
could potentially damage various cellular molecules and disrupt many intracellular
mechanisms. Free radicals are also regularly produced by several enzymes such as
nicotinamide adenine dinucleotide phosphate (NADPH) oxidase (Nox) family as
well as xanthine oxidase (XO) [99]. In skeletal muscles only Nox 2 and Nox 4
isoforms have been found, and it is believed that both of these isoforms are localized
primarily in mitochondria [102]. However, the precise mechanism by which the
increased activity of these enzymes is promoted is to date poorly understood. Under
physiological conditions, excessive concentrations of free radicals are regularly
scavenged and converted into non-radical molecules by antioxidant defense system
molecules. However, several studies have observed low concentrations of some
nonenzymatic antioxidants such as GSH [41] as well as low activity of enzymatic
antioxidants such as SOD and glutathione peroxidase (GPX) in RA, which could
potentially affect muscle tissue [103]. It has been proposed that decreased physical
activity in RC patients could play a major role in oxidative damage of muscle cells
since lower muscle stimulation reduces antioxidant capacity thus causing impaired
balance in oxidant-antioxidant ratio [104].

Several long-term studies have reported a number of negative effects of free
radicals in muscles at the molecular level. Oxidative damage of lipids, particularly in
cell membranes [105], as well as nucleic acids in the DNA [106] is of great impor-
tance to normal cellular functioning, lately there has been a great deal of emphasis
on protein modifications caused by ROS in multiple diseases.

Proteins as functional units of the cell can cause great damage to the cell itself if
its space conformation is disrupted. Perhaps the most common protein modification
caused by imbalance of oxidative status is carbonylation of side chains of multiple

207

Impact of Oxidative Stress on Inflammation in Rheumatoid and Adjuvant Arthritis: Damage…
DOI: http://dx.doi.org/10.5772/intechopen.89480



amino acids such as arginine, lysine, threonine, and proline [107]. Moreover,
carbonylation of proteins that are part of the contractile apparatus could be crucial
in RC muscle dysfunction. Fedorova et al. [108] showed that carbonylation of actin
could very much affect actomyosin ATPase activity, thus promoting subsequent
muscle atrophy. Taken together, action of pro-inflammatory cytokines, mitochon-
drial dysfunction, and enhanced activity NADPH oxidase and xanthine oxidase
contribute to the overproduction of ROS/RNS.

Decreased physical activity results in downregulation of antioxidants. Combina-
tion of these factors consequently leads to imbalance in protein synthesis and
degradation resulting in muscle wasting (Figure 4).

5.1 Animal models in rheumatoid cachexia

Rheumatoid cachexia still remains a poorly investigated disease, and many sci-
entists are trying to understand the exact mechanism by which the disease takes
place. Several animal models of RA are used in the study of this condition. The best
studied animal model to date has been CIA, which, by its characteristics, offers the
most accurate comparison with humans, as the onset of this affection is relatively
slow and the immune mechanisms driving the onset of cachexia are closest to
rheumatoid cachexia in people [109].

Recently, Albarse et al. [110] have been investigating the development of
cachexia in CIA in DBA1/J mice. In their study, they have observed significant
increase in free exploratory locomotion as well as grip strength and endurance
exercise performance. Additionally, they registered reduction of muscle weight in
several muscles, which could indicate that mechanisms, which led to the onset of
arthritis, could subsequently promote muscle atrophy and weakness.

Another model of rheumatoid arthritis and adjuvant arthritis was also used to
investigate muscle wasting in male and female Lewis rats in the study of Roubenoff
et al. [111]. It was shown that adjuvant-induced rats also manifested severe muscle
loss when compared to control as well as pair-fed groups. This makes adjuvant
arthritis suitable model for study of cachexia in chronic inflammatory diseases.
Even though there have been multiple authors dedicated to unraveling the true
cause of rheumatoid-induced cachexia, much more study is needed in order to

Figure 4.
Mechanism of the effect of oxidative stress on the onset of cachexia in rheumatoid arthritis. NOX, nicotinamide
adenine dinucleotide phosphate (NADPH) oxidase; XO, xanthine oxidase; ROS, reactive oxygen species; RNS,
reactive nitrogen species.
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sufficiently understand precise mechanism by which this serious condition occurs.
This could greatly improve quality of RA patients and thus contribute to modern
medicine.

6. Conclusion

The animal model adjuvant arthritis gives a broad spectrum of possibilities to
study different pathological mechanism of rheumatoid arthritis. One important
pathological pathway is the connection between inflammation and oxidative stress,
which is studied on both systemic and local levels. From our original results as well
as from results reported by other authors, it is evident that treatment with com-
pounds possessing redox balance modulating properties might be of great relevance
for new strategies for therapy of rheumatoid arthritis. For this purpose, adjuvant
arthritis seems to be an ideal animal model. Moreover, this animal model has also a
good potential in the research of inflammatory cachexia and its pharmacological
intervention.
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Chapter 13

Effects of Morphometric 
Indicators on Incubation Values of 
Eggs and Sex of the Chicks of the 
Light Hen Hybrids
Milena Milojević, Živan Jokić and Sreten Mitrović

Abstract

The aim of this study was to establish incubation values of eggs (egg fertiliza-
tion, absolute and relative embryo mortality, and hatchability of male and female 
chicks), morphometric indicators (preincubation egg mass; length, width, and egg 
shape index; hatched female and male chicken mass and their relative share in the 
egg mass before incubation), and the phenotype correlation between some traits in 
the younger parent flock (YF33—33 weeks) and the older flock (OF49—49 weeks) of 
the light Institut de Sélection Animale (ISA) Brown hybrid. With regard to incuba-
tion values, the younger flock (YF33) demonstrated better incubation results than 
the older flock (OF49). The egg fertilization rate was 95.24 and 94.22%, respectively, 
chick hatchability as the percentage of the total of incubated eggs was 86.51 and 
84.89%, respectively, and chick hatchability as the percentage of the total of 
fertilized eggs was 90.83 and 90.09%, respectively. Embryo mortality rate was 8.73 
and 9.17% (YF33), and 9.33 and 9.91% (OF49). Regardless of the parent flock age, 
eggs that hatched female chicks had lower values of observed morphometric traits 
than those that hatched male chicks, except for the egg shape index (77.49–77.47%, 
respectively) which was higher by 0.02% in eggs which hatched female chicks, 
but this difference was not statistically significant (P > 0.05). Contrary to effects 
of the chick sex, the parent flock age had considerably larger effect on observed 
morphometric traits, as all morphometric indicators of eggs and hatched chicks 
of both sexes in the older flock (OF59) had statistically significantly higher values 
(P < 0.001) than in the younger flock (YF33). The only exception is the relative 
share of the chicken in the egg mass where the measured difference (−0.03%) 
was not statistically significant (P > 0.05). The phenotype correlation coefficients 
determined (rp) between the egg mass before the incubation period and the egg 
shape index were statistically significant (P < 0.01; P < 0001), except between the 
egg mass of eggs which hatched female chicks and the egg shape index in the young 
flock (YF33), whereby the calculated coefficient (rxy = 0.107) was not statistically 
confirmed (P > 0.05). Furthermore, the egg mass and hatched chicken mass of both 
sexes increased with the age of the parent flock, and statistically significant absolute 
phenotype correlation (P < 0.001) was determined between these two indicators.

Keywords: morphometric measurements, sex, eggs, chicks
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shape index; hatched female and male chicken mass and their relative share in the 
egg mass before incubation), and the phenotype correlation between some traits in 
the younger parent flock (YF33—33 weeks) and the older flock (OF49—49 weeks) of 
the light Institut de Sélection Animale (ISA) Brown hybrid. With regard to incuba-
tion values, the younger flock (YF33) demonstrated better incubation results than 
the older flock (OF49). The egg fertilization rate was 95.24 and 94.22%, respectively, 
chick hatchability as the percentage of the total of incubated eggs was 86.51 and 
84.89%, respectively, and chick hatchability as the percentage of the total of 
fertilized eggs was 90.83 and 90.09%, respectively. Embryo mortality rate was 8.73 
and 9.17% (YF33), and 9.33 and 9.91% (OF49). Regardless of the parent flock age, 
eggs that hatched female chicks had lower values of observed morphometric traits 
than those that hatched male chicks, except for the egg shape index (77.49–77.47%, 
respectively) which was higher by 0.02% in eggs which hatched female chicks, 
but this difference was not statistically significant (P > 0.05). Contrary to effects 
of the chick sex, the parent flock age had considerably larger effect on observed 
morphometric traits, as all morphometric indicators of eggs and hatched chicks 
of both sexes in the older flock (OF59) had statistically significantly higher values 
(P < 0.001) than in the younger flock (YF33). The only exception is the relative 
share of the chicken in the egg mass where the measured difference (−0.03%) 
was not statistically significant (P > 0.05). The phenotype correlation coefficients 
determined (rp) between the egg mass before the incubation period and the egg 
shape index were statistically significant (P < 0.01; P < 0001), except between the 
egg mass of eggs which hatched female chicks and the egg shape index in the young 
flock (YF33), whereby the calculated coefficient (rxy = 0.107) was not statistically 
confirmed (P > 0.05). Furthermore, the egg mass and hatched chicken mass of both 
sexes increased with the age of the parent flock, and statistically significant absolute 
phenotype correlation (P < 0.001) was determined between these two indicators.

Keywords: morphometric measurements, sex, eggs, chicks
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1. Introduction

Keeping, breeding, and management of the parent flock during the eggs for fer-
tilization production period, as well as the incubation of eggs for hatching, are very 
specific, specialized, and complex stages of the production process. Apart from 
the genotype (breed, hybrid), some nongenetic factors (age of the parent flock, 
keeping system and diet, morphometric egg traits, egg storage period, incubation 
conditions) play important role in the management of the one-day chicken produc-
tion of the heavy hybrid (meat) and the light type hybrid (eggs for consumption), 
resulting from the specifics of the poultry reproduction.

The main difference between the reproduction of the birds—poultry—and the 
mammals is the fact that birds do not give birth to live offspring as mammals do. 
Instead, the new organism develops outside of the female’s uterus, in the egg. The 
poultry breeds by means of eggs which must be fertilized in order to produce the 
young—offspring. Well fertilized egg for hatching is an embryo “package” with all 
the necessary nutrients which facilitate its development until it’s hatched and for 
another few days after the hatching [1].

Effects of the nongenetic factors, primarily effects of age on egg incubation val-
ues, but also effects of the egg mass, length of the storage period, mechanical and 
structural egg characteristics on the effective production of the one-day chicken, 
were extensively studied, particularly in the case of the broiler parents (heavy 
hen hybrids). Pure breeds and parent flocks of various light line hybrid hens were 
studied on a much smaller scale in this context.

Studies of Skewea et al. [1–14] were conducted, among other reasons, to demon-
strate effects of age of different broiler parent flocks of various hybrids on incuba-
tion values of eggs (fertilization rate, hatchability, and the quality of one-day old 
chicken), as well as their phenotype correlation. The general observations would be 
that the egg mass and the newly hatched chicken mass increases with the age of the 
broiler parents; the fertilization and hatchability rate reaches its peak in the middle 
of the production cycle; relative share of the chick in the egg mass increases slightly 
with the age; and while the egg shape index in various stages of the production cycle 
demonstrated substantial variability. The absolute phenotype correlation between 
the egg mass before incubation and the one-day old chicks was determined in most 
of the cases, regardless of the chicken sex.

Narushin and Romanov [5, 15] point out that the egg shape index has significant 
effects on incubation indicators, and thus that eggs of abnormal shapes should not 
be used for incubation because they prevent the normal embryo development which 
results in increased embryo mortality during the incubation period.

This observation was confirmed by Mitrović et al. [16] who studied mechanical 
(physical) and incubation values of eggs of two different hen breeds (Naked Neck 
hen and Sombor kaporka) kept in semi-intensive keeping systems. In their study, 
the egg shape index was 71.01 and 72.04%, respectively, and the relative share of 
the chicken in the egg mas was 73.61 and 76.68%, respectively. Abanikannda and 
Leigh [17] report higher egg shape index in eggs which hatched male chicks (Anak 
and Marshall hybrids) than in eggs which hatched female chicks (75.25 and 74.53%; 
76.27 and 76.00%). In case of the Ross hybrid, the egg shape index measured was 
76.09% (male chicks) and 76.41% (female chicks).

In general, the literature survey shows that most of the authors studied effects 
of the nongenetic factors on egg incubation values and the production of one-day 
chicken of both sexes coming from broiler parents. This is understandable since 
both sexes of the heavy hybrids are used for the meat production. However, in case 
of light hybrids egg incubation, male chicks are generally destroyed, while female 
chicks are used for the breeding and the commercial egg production.

221

Effects of Morphometric Indicators on Incubation Values of Eggs and Sex of the Chicks…
DOI: http://dx.doi.org/10.5772/intechopen.89191

However, Lichovníková et al. [18, 19] show in their studies that the male chicks 
of ISA Brown and Hy-Line can be successfully used in organic production of the 
quality broiler meat. In line with this, studies [20–22] point out that for humane 
reasons and from the animal welfare aspect, the fattening of the male chicks of light 
line hybrids in intensive broiler meat production is not economically justified, but 
in extensive and semiextensive conditions and with a prolonged fattening period, it 
is possible to produce quality meat with a higher protein share and a lower abdomi-
nal fat percentage.

Apart from the abovementioned authors [16, 17], research studying effects of 
nongenetic factors on the quality of hatching eggs and on incubation results and the 
quality of hatched chicks of male and female one-day chicks of the parent flocks 
of different breeds and light line hybrids was conducted by [5, 23–28], as well as 
[29, 30]. Similar research, but in case of the wild/nondomesticated birds (sparrow-
Passer, falcon-Falco, northern lapwing-Vanellus vanellus), was conducted by [31–33].

For these reasons, the main purpose of this study was to investigate the effects of 
light ISA Brown hybrid parent flock’s age on the morphometric egg traits (egg mass, 
egg length and width, egg shape index, egg volume, absolute and relative egg mass 
loss until day 18 of incubation, hatched female and male chicks mass, chicken share 
in the egg mass) and the incubation values of eggs for hatching (fertilization rate 
and chicken hatchability), as well as determination of the phenotype correlation 
between more important among the observed traits.

The ultimate aim of this research was to attempt to establish the sex of the future 
offspring on the basis of the morphometric measurements of the mentioned pre-
incubation characteristics of eggs, which would potentially allow to incubate eggs 
selectively in the future, that is, only those eggs which will hatch female chicks—
potential laying hens producing eggs for consummation.

2. Materials and methods

The experimental part of this study—incubation of the light line ISA Brown 
hybrid parent flock eggs—was conducted in the incubation station of the private 
poultry farm “Jugokoka,” in Belgrade, Serbia.

Eggs originated from the flock bred on the parent farm in an installation which 
housed 5000 laying hens and 620 roosters during the production phase. With the 
purpose to determine morphometric egg traits and incubation egg values as well 
as the sex of the hatched chicks, eggs were collected from both the younger flock 
(YF) aged 33 weeks (YF33) and the older flock (OF) when the flock was 49 weeks 
old (OF49).

In both cases, incubated eggs were 4 or 5 days old. A total of 252 eggs were 
randomly collected for the first incubation (YF), and 225 for the second incubation 
(OF)—a total of 477 eggs. All eggs were laid in incubators of equal capacities and 
produced by the same manufacturer. The number and percentage of fertilized eggs 
were recorded at each round of laying of eggs into the incubator, as well as the num-
ber and percentage of hatched chicks out of the number of incubated and fertilized 
eggs, the number and percentage of eggs with dead embryos, and the progression of 
the mass loss until day 18 of the incubation period. This means that morphometric 
indicators of all eggs were individually measured before these were laid into the 
incubator. Egg mass, length and width of each egg were measured, marked on 
the shell with pencil, and each egg was disinfected in formaldehyde vapors. Upon 
completion of the incubation period, individual mass of the newly hatched chicks, 
both female and male, was measured (different sexes of this breed have different 
feather color).
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1. Introduction

Keeping, breeding, and management of the parent flock during the eggs for fer-
tilization production period, as well as the incubation of eggs for hatching, are very 
specific, specialized, and complex stages of the production process. Apart from 
the genotype (breed, hybrid), some nongenetic factors (age of the parent flock, 
keeping system and diet, morphometric egg traits, egg storage period, incubation 
conditions) play important role in the management of the one-day chicken produc-
tion of the heavy hybrid (meat) and the light type hybrid (eggs for consumption), 
resulting from the specifics of the poultry reproduction.

The main difference between the reproduction of the birds—poultry—and the 
mammals is the fact that birds do not give birth to live offspring as mammals do. 
Instead, the new organism develops outside of the female’s uterus, in the egg. The 
poultry breeds by means of eggs which must be fertilized in order to produce the 
young—offspring. Well fertilized egg for hatching is an embryo “package” with all 
the necessary nutrients which facilitate its development until it’s hatched and for 
another few days after the hatching [1].

Effects of the nongenetic factors, primarily effects of age on egg incubation val-
ues, but also effects of the egg mass, length of the storage period, mechanical and 
structural egg characteristics on the effective production of the one-day chicken, 
were extensively studied, particularly in the case of the broiler parents (heavy 
hen hybrids). Pure breeds and parent flocks of various light line hybrid hens were 
studied on a much smaller scale in this context.

Studies of Skewea et al. [1–14] were conducted, among other reasons, to demon-
strate effects of age of different broiler parent flocks of various hybrids on incuba-
tion values of eggs (fertilization rate, hatchability, and the quality of one-day old 
chicken), as well as their phenotype correlation. The general observations would be 
that the egg mass and the newly hatched chicken mass increases with the age of the 
broiler parents; the fertilization and hatchability rate reaches its peak in the middle 
of the production cycle; relative share of the chick in the egg mass increases slightly 
with the age; and while the egg shape index in various stages of the production cycle 
demonstrated substantial variability. The absolute phenotype correlation between 
the egg mass before incubation and the one-day old chicks was determined in most 
of the cases, regardless of the chicken sex.

Narushin and Romanov [5, 15] point out that the egg shape index has significant 
effects on incubation indicators, and thus that eggs of abnormal shapes should not 
be used for incubation because they prevent the normal embryo development which 
results in increased embryo mortality during the incubation period.

This observation was confirmed by Mitrović et al. [16] who studied mechanical 
(physical) and incubation values of eggs of two different hen breeds (Naked Neck 
hen and Sombor kaporka) kept in semi-intensive keeping systems. In their study, 
the egg shape index was 71.01 and 72.04%, respectively, and the relative share of 
the chicken in the egg mas was 73.61 and 76.68%, respectively. Abanikannda and 
Leigh [17] report higher egg shape index in eggs which hatched male chicks (Anak 
and Marshall hybrids) than in eggs which hatched female chicks (75.25 and 74.53%; 
76.27 and 76.00%). In case of the Ross hybrid, the egg shape index measured was 
76.09% (male chicks) and 76.41% (female chicks).

In general, the literature survey shows that most of the authors studied effects 
of the nongenetic factors on egg incubation values and the production of one-day 
chicken of both sexes coming from broiler parents. This is understandable since 
both sexes of the heavy hybrids are used for the meat production. However, in case 
of light hybrids egg incubation, male chicks are generally destroyed, while female 
chicks are used for the breeding and the commercial egg production.
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However, Lichovníková et al. [18, 19] show in their studies that the male chicks 
of ISA Brown and Hy-Line can be successfully used in organic production of the 
quality broiler meat. In line with this, studies [20–22] point out that for humane 
reasons and from the animal welfare aspect, the fattening of the male chicks of light 
line hybrids in intensive broiler meat production is not economically justified, but 
in extensive and semiextensive conditions and with a prolonged fattening period, it 
is possible to produce quality meat with a higher protein share and a lower abdomi-
nal fat percentage.

Apart from the abovementioned authors [16, 17], research studying effects of 
nongenetic factors on the quality of hatching eggs and on incubation results and the 
quality of hatched chicks of male and female one-day chicks of the parent flocks 
of different breeds and light line hybrids was conducted by [5, 23–28], as well as 
[29, 30]. Similar research, but in case of the wild/nondomesticated birds (sparrow-
Passer, falcon-Falco, northern lapwing-Vanellus vanellus), was conducted by [31–33].

For these reasons, the main purpose of this study was to investigate the effects of 
light ISA Brown hybrid parent flock’s age on the morphometric egg traits (egg mass, 
egg length and width, egg shape index, egg volume, absolute and relative egg mass 
loss until day 18 of incubation, hatched female and male chicks mass, chicken share 
in the egg mass) and the incubation values of eggs for hatching (fertilization rate 
and chicken hatchability), as well as determination of the phenotype correlation 
between more important among the observed traits.

The ultimate aim of this research was to attempt to establish the sex of the future 
offspring on the basis of the morphometric measurements of the mentioned pre-
incubation characteristics of eggs, which would potentially allow to incubate eggs 
selectively in the future, that is, only those eggs which will hatch female chicks—
potential laying hens producing eggs for consummation.

2. Materials and methods

The experimental part of this study—incubation of the light line ISA Brown 
hybrid parent flock eggs—was conducted in the incubation station of the private 
poultry farm “Jugokoka,” in Belgrade, Serbia.

Eggs originated from the flock bred on the parent farm in an installation which 
housed 5000 laying hens and 620 roosters during the production phase. With the 
purpose to determine morphometric egg traits and incubation egg values as well 
as the sex of the hatched chicks, eggs were collected from both the younger flock 
(YF) aged 33 weeks (YF33) and the older flock (OF) when the flock was 49 weeks 
old (OF49).

In both cases, incubated eggs were 4 or 5 days old. A total of 252 eggs were 
randomly collected for the first incubation (YF), and 225 for the second incubation 
(OF)—a total of 477 eggs. All eggs were laid in incubators of equal capacities and 
produced by the same manufacturer. The number and percentage of fertilized eggs 
were recorded at each round of laying of eggs into the incubator, as well as the num-
ber and percentage of hatched chicks out of the number of incubated and fertilized 
eggs, the number and percentage of eggs with dead embryos, and the progression of 
the mass loss until day 18 of the incubation period. This means that morphometric 
indicators of all eggs were individually measured before these were laid into the 
incubator. Egg mass, length and width of each egg were measured, marked on 
the shell with pencil, and each egg was disinfected in formaldehyde vapors. Upon 
completion of the incubation period, individual mass of the newly hatched chicks, 
both female and male, was measured (different sexes of this breed have different 
feather color).
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Before the eggs were laid into the incubator, following measurements were 
made: egg shape index and egg volume, absolute and relative egg mass loss until day 
18 of incubation, and the percentage of the chicken in the egg mass (relative share 
of the chicken in the egg mass).

Egg shape index (ESI) was calculated according to the following formula: 
ESI = EW (egg width)/EL (egg length) × 100. Particular attention was given to 
those eggs which hatched live and healthy chicken.

Egg volume was calculated according to the formula [34]: V = (π/6) × L × W2

where V = egg volume; W = egg width, L = egg length; π = constant, 3.1416.
When moved to the incubator hatching tray (day 18), eggs were individually placed 

in separate compartments in order to be sure which chicken was hatched from which 
egg. Based on the egg mass and the newly hatched chicken mass, relative share of the 
chicken in the egg mass was calculated, that is, chick percentage (CP) in the egg mass, 
according to the following formula: −CP = [(chick mass − CM)/(egg mass − EM) × 100].

Information obtained in this way was entered into a database designed by the 
statistical software IBM SPSS statistics Version 22 (2013). Basic data processing 
was conducted by applying the standard variation statistical methods (descriptive 
statistics): arithmetic mean (   ̄  x   ), […] arithmetic mean error (S    ̄  x  )    , standard deviation 
(S), and variation coefficient (VC).

Difference in significance between observed morphometric traits was tested by 
application of the corresponding variance analysis (two-level factorial experiment—2 
flock ages × 2 sexes) with uneven numbers of repetition per treatment—classes, 
including interaction.

Following is the mathematical model of the variance analysis:
Yijk = μ + FAi + ESC + (FA × ESC)ij + eijk,
where:
Yijk—observed morphometric value in i-flock age, of the ј-egg/chick sex, and 

k-repetition;
μ—general mean;
FAi—effect of i-flock age (YF33 and OF49);
ESCj—effect ј-egg sex-chick during incubation period;
(FA × ESC)ij—effect of interaction between i-flock age and ј-chick sex;
eijk—accidental error.
Based on the variance analysis and the results of the Fexp. values, all significant 

and very significant differences were graded by Tukey test. Additionally, phenotype 
correlation coefficients (rp) between observed morphometric traits, primarily 
between the egg mass and egg shape index and other morphometric indicators, 
with stress on the chick’s sex, were calculated according to the relevant formula.

3. Results

For the initial experiment, a total of 477 eggs for hatching were incubated in two 
different time periods. When the parent flocks were 33 weeks old (YF33) and 49 
weeks old (OF49), 252 eggs taken from the younger flock (YF33) and 225 eggs from 
the older flock (OF49) were incubated.

Regardless of the age and sex of the hatched chicks, total number of fertilized 
eggs was 452 (94.76%), nonfertilized 25 (5.24%), and there were 43 eggs with dead 
embryo (9.01% out of the number of eggs incubated; 9.51% out of the number of 
eggs fertilized), while the total number of hatched chicks was 409 (85.74% out of 
incubated eggs; 90.49% out of fertilized eggs).

In general, we can conclude that the younger flock (YF33) had higher incubation 
values than the older flock (OF49) as the fertilization rate was 95.24 and 94.22%, 
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Indicators    ̄  x   n S   ̄  x  S VC

Young parent flock (YF33)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.06
5.48
4.29
78.18
52.82
6.58

11.34
38.80
66.84

118
118
118
118
118
118
118
118
118

0.28
0.01
0.01
0.10
0.34
0.04
0.06
0.21
0.14

3.09
0.13
0.11
1.13
3.71
0.48
0.65
2.28
1.49

5.32
2.37
2.56
1.44
7.03
7.29
5.73
5.88
2.23

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.83
5.51
4.30
78.15
53.51
6.63
11.28
39.57
67.26

100
100
100
100
100
100
100
100
100

0.35
0.01
0.01
0.09
0.38
0.05
0.07
0.26
0.18

3.48
0.13
0.11
0.94
3.83
0.53
0.73
2.61
1.84

5.91
2.36
2.56
1.20
7.16
7.94
6.47
6.59
2.74

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.41
5.49
4.29
78.16
53.14
6.60
11.31
39.15
67.03

218
218
218
218
218
218
218
218
218

0.22
0.01
0.01
0.07
0.26
0.03
0.05
0.17
0.11

3.29
0.13
0.11
1.05
3.78
0.50
0.69
2.46
1.67

5.63
2.37
2.56
1.34
7.11
7.58
6.10
6.28
2.49

Old parent flock (OF49)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

62.92
5.71
4.38
76.69
57.35
7.23

11.48
42.14
66.96

101
101
101
101
101
101
101
101
101

0.21
0.01
0.01
0.03
0.28
0.04
0.04
0.16
0.06

2.12
0.09
0.07
0.33
2.77
0.42
0.42
1.62
0.61

3.37
1.58
1.60
0.43
4.83
5.81
3.66
3.84
0.91

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

63.90
5.73
4.40
76,72
58.05
7.47

11.68
42.93
67,16

90
90
90
90
90
90
90
90
90

0.31
0.01
0.01
0.03
0.35
0.05
0.04
0.23
0,06

2.98
0.10
0.09
0.25
3.30
0.53
0.38
2.22
0,53

4.66
1.74
2.04
0.33
5.69
7.09
3.25
5.17
0,79
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Before the eggs were laid into the incubator, following measurements were 
made: egg shape index and egg volume, absolute and relative egg mass loss until day 
18 of incubation, and the percentage of the chicken in the egg mass (relative share 
of the chicken in the egg mass).

Egg shape index (ESI) was calculated according to the following formula: 
ESI = EW (egg width)/EL (egg length) × 100. Particular attention was given to 
those eggs which hatched live and healthy chicken.

Egg volume was calculated according to the formula [34]: V = (π/6) × L × W2

where V = egg volume; W = egg width, L = egg length; π = constant, 3.1416.
When moved to the incubator hatching tray (day 18), eggs were individually placed 

in separate compartments in order to be sure which chicken was hatched from which 
egg. Based on the egg mass and the newly hatched chicken mass, relative share of the 
chicken in the egg mass was calculated, that is, chick percentage (CP) in the egg mass, 
according to the following formula: −CP = [(chick mass − CM)/(egg mass − EM) × 100].

Information obtained in this way was entered into a database designed by the 
statistical software IBM SPSS statistics Version 22 (2013). Basic data processing 
was conducted by applying the standard variation statistical methods (descriptive 
statistics): arithmetic mean (   ̄  x   ), […] arithmetic mean error (S    ̄  x  )    , standard deviation 
(S), and variation coefficient (VC).

Difference in significance between observed morphometric traits was tested by 
application of the corresponding variance analysis (two-level factorial experiment—2 
flock ages × 2 sexes) with uneven numbers of repetition per treatment—classes, 
including interaction.

Following is the mathematical model of the variance analysis:
Yijk = μ + FAi + ESC + (FA × ESC)ij + eijk,
where:
Yijk—observed morphometric value in i-flock age, of the ј-egg/chick sex, and 

k-repetition;
μ—general mean;
FAi—effect of i-flock age (YF33 and OF49);
ESCj—effect ј-egg sex-chick during incubation period;
(FA × ESC)ij—effect of interaction between i-flock age and ј-chick sex;
eijk—accidental error.
Based on the variance analysis and the results of the Fexp. values, all significant 

and very significant differences were graded by Tukey test. Additionally, phenotype 
correlation coefficients (rp) between observed morphometric traits, primarily 
between the egg mass and egg shape index and other morphometric indicators, 
with stress on the chick’s sex, were calculated according to the relevant formula.

3. Results

For the initial experiment, a total of 477 eggs for hatching were incubated in two 
different time periods. When the parent flocks were 33 weeks old (YF33) and 49 
weeks old (OF49), 252 eggs taken from the younger flock (YF33) and 225 eggs from 
the older flock (OF49) were incubated.

Regardless of the age and sex of the hatched chicks, total number of fertilized 
eggs was 452 (94.76%), nonfertilized 25 (5.24%), and there were 43 eggs with dead 
embryo (9.01% out of the number of eggs incubated; 9.51% out of the number of 
eggs fertilized), while the total number of hatched chicks was 409 (85.74% out of 
incubated eggs; 90.49% out of fertilized eggs).

In general, we can conclude that the younger flock (YF33) had higher incubation 
values than the older flock (OF49) as the fertilization rate was 95.24 and 94.22%, 
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Indicators    ̄  x   n S   ̄  x  S VC

Young parent flock (YF33)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.06
5.48
4.29
78.18
52.82
6.58

11.34
38.80
66.84

118
118
118
118
118
118
118
118
118

0.28
0.01
0.01
0.10
0.34
0.04
0.06
0.21
0.14

3.09
0.13
0.11
1.13
3.71
0.48
0.65
2.28
1.49

5.32
2.37
2.56
1.44
7.03
7.29
5.73
5.88
2.23

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.83
5.51
4.30
78.15
53.51
6.63
11.28
39.57
67.26

100
100
100
100
100
100
100
100
100

0.35
0.01
0.01
0.09
0.38
0.05
0.07
0.26
0.18

3.48
0.13
0.11
0.94
3.83
0.53
0.73
2.61
1.84

5.91
2.36
2.56
1.20
7.16
7.94
6.47
6.59
2.74

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.41
5.49
4.29
78.16
53.14
6.60
11.31
39.15
67.03

218
218
218
218
218
218
218
218
218

0.22
0.01
0.01
0.07
0.26
0.03
0.05
0.17
0.11

3.29
0.13
0.11
1.05
3.78
0.50
0.69
2.46
1.67

5.63
2.37
2.56
1.34
7.11
7.58
6.10
6.28
2.49

Old parent flock (OF49)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

62.92
5.71
4.38
76.69
57.35
7.23

11.48
42.14
66.96

101
101
101
101
101
101
101
101
101

0.21
0.01
0.01
0.03
0.28
0.04
0.04
0.16
0.06

2.12
0.09
0.07
0.33
2.77
0.42
0.42
1.62
0.61

3.37
1.58
1.60
0.43
4.83
5.81
3.66
3.84
0.91

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

63.90
5.73
4.40
76,72
58.05
7.47

11.68
42.93
67,16

90
90
90
90
90
90
90
90
90

0.31
0.01
0.01
0.03
0.35
0.05
0.04
0.23
0,06

2.98
0.10
0.09
0.25
3.30
0.53
0.38
2.22
0,53

4.66
1.74
2.04
0.33
5.69
7.09
3.25
5.17
0,79
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respectively, chick hatchability percentage out of the number of incubated (laid) 
eggs was 86.51 and 84.89%, respectively, and 90.83 and 90.09% out of the number 
of fertilized eggs. Embryo mortality was 8.73 and 9.17% (YF33), while in the older 
flock (OF49), it was 9.33 and 9.91%.

Detailed measurements of morphometric indicators of eggs which hatched 
female and male chicks (the most important egg category) were made. Their mean 
values and absolute and relative variability measures are given in Table 1, and the 
difference significance is given in Table 2.

In the younger flock (YF33), average mass of eggs which hatched female 
chicks was 58.06 g, and 58.83 g was the mass of eggs which hatched male chicks 
(Table 1). Difference determined (−0.77 g) was not statistically confirmed 

Indicators    ̄  x   n S   ̄  x  S VC

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

63.38
5.72
4.39
76.70
57.68
7.34

11.57
42.51
67.06

191
191
191
191
191
191
191
191
191

0.19
0.01
0.01
0.02
0.22
0.03
0.03
0.14
0.04

2.60
0.10
0.08
0.30
3.03
0.48
0.41
1.96
0.58

4.10
1.75
1.82
0.39
5.28
6.54
3.54
4.61
0.86

Young and old parent flock(YF33 and OF49)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.30
5.59
4.33
77.49
54.91
6.88
11.41
40.34
66.90

219
219
219
219
219
219
219
219
219

0.24
0.01
0.01
0.08
0.27
0.04
0.04
0.18
0.08

3.62
0.16
0.10
1.13
4.01
0.55
0.56
2.60
1.17

6.00
2.86
2.31
1.46
7.30
7.99
4.91
6.44
1.75

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

61.23
5.61
4.35
77.47
55.66
7.03
11.47
41.16
67.21

190
190
190
190
190
190
190
190
190

0.30
0.02
0.01
0.07
0.31
0.05
0.04
0.21
0.10

4.12
0.16
0.11
1.00
4.24
0.67
0.62
2.95
1.38

6.73
2.85
2.53
1.29
7.62
9.53
5.40
7.17
2.05

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.73
5.60
4.34
77.48
55.26
6.95

11.44
40.72
67.04

409
409
409
409
409
409
409
409
409

0.19
0.01
0.01
0.05
0.20
0.03
0.03
0.14
0.06

3.88
0.16
0.11
1.07
4.13
0.62
0.59
2.80
1.28

6.39
2.86
2.53
1.38
7.48
8.92
5.15
6.88
1.91

Table 1. 
Mean values and variability of morphometric traits of eggs (chicks) which hatched chicks.
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(P > 0.05). Correspondingly, in the older flock (OF49), the average mass of eggs 
which hatched female chicks was smaller by 0.98 g (Tables 1 and 2). The differ-
ence was not statistically significant (P > 0.05). In YF33, egg shape index which 
hatched female chicks was 78.18%, while of those which hatched male chicks, it 
was 78.15%, and the difference of 0.03 was not statistically significant (P > 0.05). 
In contrast to YF33, in OF49 eggs which hatched male chicks had higher egg shape 
index (76.69–76.72%), but the difference (−0.03%) was not significant (P > 0.05). 
Egg volume, both in YF33 and OF49, was greater in case of eggs which hatched male 
chicks (YF33 = 52.82and 3.51 cm3; OF49 = 57.35 and 58.05 cm3), differences calculated 
(−0.69 cm3 and −0.70 cm3) were not statistically confirmed (P > 0.05).

Indicators (traits) Xž−Mxs Difference Significance texp.

Young parent flock (YF33) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.06−58.83
5.48−5.51
4.29−4.30

78.18−78.15
52.82−53.51
6.58−6.63

11.34−11.28
38.80−39.57
66.84−67.26

−0.77
−0.03
−0.01
0.03

−0.69
−0.05
0.06

−0.77
−0.42

NS
NS
NS
NS
NS
NS
NS
*

NS

1.738
0.754
0.697
0.212
1.348
0.785
0.757
2.359
1.879

Old parent flock (OF49) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

62.92−63.90
5.71−5.73
4.38−4.40

76.69−76.72
57.35−58.05

7.23−7.47
11.48−11.68
42.14−42.93
66.98−67.16

−0.98
−0.02
−0.02
−0.03
−0.70
−0.24
−0.20
−0.79
−0.18

NS
NS
NS
NS
NS
*
*
*

NS

1.878
1.085
1.303
0.496
1.593
2.547
2.484
1.984
1.543

Young and old parent flock YF33 and OF49) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.30−61.23
5.59−5.61
4.33−4.35

77.49−77.47
54.91−55.66

6.88−7.03
11.41−11.45
40.34−41.16
66.90−67.21

−0.93
−0.02
−0.02
0.02

−0.75
−0.15
−0.06
−0.82
−0.31

*
NS
NS
NS
NS
*

NS
**
*

2.430
1.261
1.926
0.188
1.837
2.486
1.002
2.988
2.458

Parent flock age, young – old (YF33 and OF49)

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.41−63.38
5.49−5.72
4.29−4.39

78.16−76.70
53.14−57.68
6.60−7.34

11.31−11.57
39.15−42.51
67.03−67.06

−4.97
−0.23
−0.10
1.46

−4.54
−0.74
−0.26
−3.36
−0.03

***
***
***
***
***
***
***
***
NS

16.784
19.842
10.385
18.562
13.264
15.196
4.551
15.131
0.228

* means p<0.05; ** means p<0.01; *** means p<0.001.

Table 2. 
Difference significance of mean values of some morphometric traits of eggs which hatched chicks  
(YF33 and OF49).
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respectively, chick hatchability percentage out of the number of incubated (laid) 
eggs was 86.51 and 84.89%, respectively, and 90.83 and 90.09% out of the number 
of fertilized eggs. Embryo mortality was 8.73 and 9.17% (YF33), while in the older 
flock (OF49), it was 9.33 and 9.91%.

Detailed measurements of morphometric indicators of eggs which hatched 
female and male chicks (the most important egg category) were made. Their mean 
values and absolute and relative variability measures are given in Table 1, and the 
difference significance is given in Table 2.

In the younger flock (YF33), average mass of eggs which hatched female 
chicks was 58.06 g, and 58.83 g was the mass of eggs which hatched male chicks 
(Table 1). Difference determined (−0.77 g) was not statistically confirmed 

Indicators    ̄  x   n S   ̄  x  S VC

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

63.38
5.72
4.39
76.70
57.68
7.34

11.57
42.51
67.06

191
191
191
191
191
191
191
191
191

0.19
0.01
0.01
0.02
0.22
0.03
0.03
0.14
0.04

2.60
0.10
0.08
0.30
3.03
0.48
0.41
1.96
0.58

4.10
1.75
1.82
0.39
5.28
6.54
3.54
4.61
0.86

Young and old parent flock(YF33 and OF49)

Female chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.30
5.59
4.33
77.49
54.91
6.88
11.41
40.34
66.90

219
219
219
219
219
219
219
219
219

0.24
0.01
0.01
0.08
0.27
0.04
0.04
0.18
0.08

3.62
0.16
0.10
1.13
4.01
0.55
0.56
2.60
1.17

6.00
2.86
2.31
1.46
7.30
7.99
4.91
6.44
1.75

Male chicks

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

61.23
5.61
4.35
77.47
55.66
7.03
11.47
41.16
67.21

190
190
190
190
190
190
190
190
190

0.30
0.02
0.01
0.07
0.31
0.05
0.04
0.21
0.10

4.12
0.16
0.11
1.00
4.24
0.67
0.62
2.95
1.38

6.73
2.85
2.53
1.29
7.62
9.53
5.40
7.17
2.05

Both sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.73
5.60
4.34
77.48
55.26
6.95

11.44
40.72
67.04

409
409
409
409
409
409
409
409
409

0.19
0.01
0.01
0.05
0.20
0.03
0.03
0.14
0.06

3.88
0.16
0.11
1.07
4.13
0.62
0.59
2.80
1.28

6.39
2.86
2.53
1.38
7.48
8.92
5.15
6.88
1.91

Table 1. 
Mean values and variability of morphometric traits of eggs (chicks) which hatched chicks.
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(P > 0.05). Correspondingly, in the older flock (OF49), the average mass of eggs 
which hatched female chicks was smaller by 0.98 g (Tables 1 and 2). The differ-
ence was not statistically significant (P > 0.05). In YF33, egg shape index which 
hatched female chicks was 78.18%, while of those which hatched male chicks, it 
was 78.15%, and the difference of 0.03 was not statistically significant (P > 0.05). 
In contrast to YF33, in OF49 eggs which hatched male chicks had higher egg shape 
index (76.69–76.72%), but the difference (−0.03%) was not significant (P > 0.05). 
Egg volume, both in YF33 and OF49, was greater in case of eggs which hatched male 
chicks (YF33 = 52.82and 3.51 cm3; OF49 = 57.35 and 58.05 cm3), differences calculated 
(−0.69 cm3 and −0.70 cm3) were not statistically confirmed (P > 0.05).

Indicators (traits) Xž−Mxs Difference Significance texp.

Young parent flock (YF33) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.06−58.83
5.48−5.51
4.29−4.30

78.18−78.15
52.82−53.51
6.58−6.63

11.34−11.28
38.80−39.57
66.84−67.26

−0.77
−0.03
−0.01
0.03

−0.69
−0.05
0.06

−0.77
−0.42

NS
NS
NS
NS
NS
NS
NS
*

NS

1.738
0.754
0.697
0.212
1.348
0.785
0.757
2.359
1.879

Old parent flock (OF49) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

62.92−63.90
5.71−5.73
4.38−4.40

76.69−76.72
57.35−58.05

7.23−7.47
11.48−11.68
42.14−42.93
66.98−67.16

−0.98
−0.02
−0.02
−0.03
−0.70
−0.24
−0.20
−0.79
−0.18

NS
NS
NS
NS
NS
*
*
*

NS

1.878
1.085
1.303
0.496
1.593
2.547
2.484
1.984
1.543

Young and old parent flock YF33 and OF49) - sexes

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

60.30−61.23
5.59−5.61
4.33−4.35

77.49−77.47
54.91−55.66

6.88−7.03
11.41−11.45
40.34−41.16
66.90−67.21

−0.93
−0.02
−0.02
0.02

−0.75
−0.15
−0.06
−0.82
−0.31

*
NS
NS
NS
NS
*

NS
**
*

2.430
1.261
1.926
0.188
1.837
2.486
1.002
2.988
2.458

Parent flock age, young – old (YF33 and OF49)

Egg mass before incubation (g)
Egg length (cm)
Egg width (cm)
Egg shape index (%)
Egg volume (cm3)
Egg mass loss until day 18 of incubation (g)
Egg mass loss until day 18 of incubation (%)
One day chick mass (g)
Relative chick share in the egg mass (%)

58.41−63.38
5.49−5.72
4.29−4.39

78.16−76.70
53.14−57.68
6.60−7.34

11.31−11.57
39.15−42.51
67.03−67.06

−4.97
−0.23
−0.10
1.46

−4.54
−0.74
−0.26
−3.36
−0.03

***
***
***
***
***
***
***
***
NS

16.784
19.842
10.385
18.562
13.264
15.196
4.551
15.131
0.228

* means p<0.05; ** means p<0.01; *** means p<0.001.

Table 2. 
Difference significance of mean values of some morphometric traits of eggs which hatched chicks  
(YF33 and OF49).
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In both age groups, female chicks had smaller mass (YF33 = 38.80–39.57 g; OF49 = 
42.14–42.93 g), and determined differences were statistically relevant: P < 0.05 and 
P < 0.01, respectively. Relative share of the chick in the egg mass in both flocks was 
also greater in case of male chicks, but these differences were not statistically signifi-
cant (P > 0.05). Regardless of the parent flock age, eggs which hatched female chicks 
had lower values of the observed morphometric traits, except for the egg shape 
index (77.49 − 77.47%), which was higher by 0.02% in eggs which hatched female 
chicks, but the difference determined was not statistically significant (P > 0.05).

Contrary to the chick’s sex, parent flock’s age had more significant effects on 
observed morphometric traits of both sexes (Tables 1 and 2). All observed morpho-
metric indicators of both eggs and newly hatched chicks of both sexes were statisti-
cally considerably higher (P < 0.001) in OF49 than in the younger flock YF33, except 
the relative chicken share in the egg mass, whereby the relative chicken share was 
also greater in OF49; however, the obtained difference (−0.03%) was not statistically 
significant (P > 0.05). Egg shape index was higher in case of YF33 (78.16 − 76.70%), 
and the determined difference of 1.46% was statistically significant (P < 0.001).

Among all observed morphometric traits, the phenotype correlation (rp) was 
calculated between the egg mass before the incubation period and the egg shape 
index as the most relevant indicator for the purpose of this study. Calculated values 
for both flocks and both sexes are given in Table 3.

There was a very weak, weak, and medium phenotype correlation between the 
egg mass before incubation and the egg shape index, and the correlation coef-
ficients were statistically confirmed (P < 0.01; P < 0.001), except between the egg 
mass of those eggs which hatched female chicks and the egg shaped index in the 
younger flock YF33, whereby the calculated coefficient (rxy = 0.107) was not statisti-
cally confirmed (P > 0.05). Apart from the mentioned strength of the phenotype 
correlation, total correlation on the global level was found between the egg mass 
before incubation and the mass of the newly hatched chicks, that is, the correlation 
coefficient values were above 0.900.

4. Discussion

It is an established fact that the egg laying intensity grows with the age of the 
parent flock, that is, the rate of the egg fertilization and the chick hatchability grows 

Eggs—chick sex Flock age n rxy Correlation 
significance

Eggs which hatched female chicks YF33

OF49

118
101

0.261**
0.430***

Weak
Medium

Eggs which hatched male chicks YF33

OF49

100
90

0.107NS

0.498***
Very weak
Medium

Total eggs which hatched YF33 218 0.188** Very weak

either sex chick OF49 191 0.442*** Medium

Eggs which hatched female chicks YF33 + OF49 219 −0.286*** Weak

Eggs which hatched male chicks YF33 + OF49 190 −0.353*** Weak

Total eggs which hatched either sex 
chick

YF33 + OF49 409 −0.314*** Weak

** means p<0.01; *** means p<0.001.

Table 3. 
Phenotype correlation coefficients between egg mass of both flocks (YF33 and OF49) and egg shape index.
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up to a certain flock age, after which point it decreases. Most of the morphometric 
indicators (egg mass and newly hatched chicken mass in the first place) normally 
grow throughout the whole production cycle, which was confirmed by our study 
and the studies of numerous other authors who treated this matter. These fluctua-
tions are more prominent in case of eggs which hatched male chicks.

Abudabos [9] in two broiler parent flocks (Cobb and Ross) and in parent flocks 
of different ages (26, 44, 32, and 36 weeks of age) report that the egg mass, relative 
egg mass loss until day 19 of incubation, newly hatched chicken mass, and the share 
(percentage) of the chick in the egg mass grow with the age in both parent flocks, 
while the percentage of fertilized eggs and chick hatchability decreases.

Embryo mortality is higher in case of older broiler parents, particularly in case 
of Cobb hybrid of 44 weeks of age, when the embryo mortality rate recorded 
was over 12%. Comparably, Ulmer-Franco et al. [8] report that the age of broiler 
parents of the Cobb 500 hybrids and egg mass have influence on incubation values 
of eggs for fertilization. With flock’s growing age—from week 29 to week 59, egg 
mass increased from 53.8 to 71.3 g, relative egg mass loss until day 18 of incubation 
decreased from 12.8 to 11.9%, egg fertilization rate increased from 76.7 to 94.4%, 
while the chick hatchability out of the number of fertilized eggs decreased from 
88.0 to 87.0%. Total embryo mortality was 10.6% (29 weeks old flock) and 9.4%  
(59 weeks old flock). Also in the Cobb 500 parent flock, 500 [1, 11] report statisti-
cally significant (P < 0.001) effect of age on the egg mass and newly hatched 
chicken mass increase, while the largest number of fertilized eggs was observed 
in the middle of the production cycle (97.05%), followed by the beginning of the 
cycle (96.09%), and the smallest was recorded in the final stage of the production 
cycle (93%). The chick hatchability out of the number of incubated and the number 
of fertilized eggs was also at its peak in the middle of the production cycle and 
amounted to 81.14 and 83.94%, respectively. Alsobayel et al. [12] report that the 
genotype (Arbor Acres, Cobb, and Ross) and the age of the broiler parents (30–35, 
40–45, 50–55 weeks) have effects on the average egg mass and one-day chicken 
mass and also on the share of the chicken in the egg mass.

Depending on the type of hybrid (genotype), egg mass fluctuated between 63.7 
and 64.7 g, one-day-old chicken mass between 44.5 and 45.4 g, and the share of 
chicken in the egg mass varied from 68.1 to 69.7%. In all three hybrids, the growth 
of egg mass (59.3–68.9 g) and chick mass (41.4–48.4 g) simultaneously with the 
growth of the flock’s age was recorded, while the share of the chick in the egg mass 
was largest in the last weeks (69.7%) and smallest in the middle of the production 
cycle (687%). Similar chicken share in the egg mass in 10 different broiler hybrid 
parents—breeds (between 66.9 and 70.4%) is reported by [7]. Furthermore, loss of 
egg mass up to day 18 of incubation varied from 12.1 to 13.7%.

Pinchasov [3] makes a slightly different conclusion compared with previously 
mentioned researchers, which is that effects of laying hens age are less significant 
for the chick mass than the egg mass which has a considerably greater effect on the 
one-day-old chick mass. In line with these conclusions, [5] point out that physical 
characteristics of eggs (egg mass, egg shell thickness and porosity, egg shape index) 
play an important role in the embryo development process and hatchability success 
rate. Effects of egg mass on the newly hatched chicken mass, embryo mortality, and 
percentage of the chicken in the egg mass (progression of the egg mass loss during 
incubation period) are reported by [6] in case of the hybrid Ross SL 2000 parent 
flock, raised from 35 to 49 weeks of age. Light eggs (average mass 54.59 g) hatched 
chicken of 38.11 g of average mass, medium eggs (58.89 g) hatched the chicks of 
40.74 g, and heavy eggs (63.10 g) hatched the chicks of 43.18 g of average mass. Loss 
due to embryo mortality was greater in light (7.83%) and heavy eggs (7.90%), in 
comparison with eggs of medium weight (6.67%). Furthermore, heavy (large) eggs 
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In both age groups, female chicks had smaller mass (YF33 = 38.80–39.57 g; OF49 = 
42.14–42.93 g), and determined differences were statistically relevant: P < 0.05 and 
P < 0.01, respectively. Relative share of the chick in the egg mass in both flocks was 
also greater in case of male chicks, but these differences were not statistically signifi-
cant (P > 0.05). Regardless of the parent flock age, eggs which hatched female chicks 
had lower values of the observed morphometric traits, except for the egg shape 
index (77.49 − 77.47%), which was higher by 0.02% in eggs which hatched female 
chicks, but the difference determined was not statistically significant (P > 0.05).

Contrary to the chick’s sex, parent flock’s age had more significant effects on 
observed morphometric traits of both sexes (Tables 1 and 2). All observed morpho-
metric indicators of both eggs and newly hatched chicks of both sexes were statisti-
cally considerably higher (P < 0.001) in OF49 than in the younger flock YF33, except 
the relative chicken share in the egg mass, whereby the relative chicken share was 
also greater in OF49; however, the obtained difference (−0.03%) was not statistically 
significant (P > 0.05). Egg shape index was higher in case of YF33 (78.16 − 76.70%), 
and the determined difference of 1.46% was statistically significant (P < 0.001).

Among all observed morphometric traits, the phenotype correlation (rp) was 
calculated between the egg mass before the incubation period and the egg shape 
index as the most relevant indicator for the purpose of this study. Calculated values 
for both flocks and both sexes are given in Table 3.

There was a very weak, weak, and medium phenotype correlation between the 
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4. Discussion
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Eggs—chick sex Flock age n rxy Correlation 
significance

Eggs which hatched female chicks YF33

OF49

118
101

0.261**
0.430***

Weak
Medium

Eggs which hatched male chicks YF33

OF49

100
90

0.107NS

0.498***
Very weak
Medium

Total eggs which hatched YF33 218 0.188** Very weak

either sex chick OF49 191 0.442*** Medium

Eggs which hatched female chicks YF33 + OF49 219 −0.286*** Weak

Eggs which hatched male chicks YF33 + OF49 190 −0.353*** Weak

Total eggs which hatched either sex 
chick

YF33 + OF49 409 −0.314*** Weak

** means p<0.01; *** means p<0.001.

Table 3. 
Phenotype correlation coefficients between egg mass of both flocks (YF33 and OF49) and egg shape index.
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up to a certain flock age, after which point it decreases. Most of the morphometric 
indicators (egg mass and newly hatched chicken mass in the first place) normally 
grow throughout the whole production cycle, which was confirmed by our study 
and the studies of numerous other authors who treated this matter. These fluctua-
tions are more prominent in case of eggs which hatched male chicks.

Abudabos [9] in two broiler parent flocks (Cobb and Ross) and in parent flocks 
of different ages (26, 44, 32, and 36 weeks of age) report that the egg mass, relative 
egg mass loss until day 19 of incubation, newly hatched chicken mass, and the share 
(percentage) of the chick in the egg mass grow with the age in both parent flocks, 
while the percentage of fertilized eggs and chick hatchability decreases.

Embryo mortality is higher in case of older broiler parents, particularly in case 
of Cobb hybrid of 44 weeks of age, when the embryo mortality rate recorded 
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decreased from 12.8 to 11.9%, egg fertilization rate increased from 76.7 to 94.4%, 
while the chick hatchability out of the number of fertilized eggs decreased from 
88.0 to 87.0%. Total embryo mortality was 10.6% (29 weeks old flock) and 9.4%  
(59 weeks old flock). Also in the Cobb 500 parent flock, 500 [1, 11] report statisti-
cally significant (P < 0.001) effect of age on the egg mass and newly hatched 
chicken mass increase, while the largest number of fertilized eggs was observed 
in the middle of the production cycle (97.05%), followed by the beginning of the 
cycle (96.09%), and the smallest was recorded in the final stage of the production 
cycle (93%). The chick hatchability out of the number of incubated and the number 
of fertilized eggs was also at its peak in the middle of the production cycle and 
amounted to 81.14 and 83.94%, respectively. Alsobayel et al. [12] report that the 
genotype (Arbor Acres, Cobb, and Ross) and the age of the broiler parents (30–35, 
40–45, 50–55 weeks) have effects on the average egg mass and one-day chicken 
mass and also on the share of the chicken in the egg mass.

Depending on the type of hybrid (genotype), egg mass fluctuated between 63.7 
and 64.7 g, one-day-old chicken mass between 44.5 and 45.4 g, and the share of 
chicken in the egg mass varied from 68.1 to 69.7%. In all three hybrids, the growth 
of egg mass (59.3–68.9 g) and chick mass (41.4–48.4 g) simultaneously with the 
growth of the flock’s age was recorded, while the share of the chick in the egg mass 
was largest in the last weeks (69.7%) and smallest in the middle of the production 
cycle (687%). Similar chicken share in the egg mass in 10 different broiler hybrid 
parents—breeds (between 66.9 and 70.4%) is reported by [7]. Furthermore, loss of 
egg mass up to day 18 of incubation varied from 12.1 to 13.7%.

Pinchasov [3] makes a slightly different conclusion compared with previously 
mentioned researchers, which is that effects of laying hens age are less significant 
for the chick mass than the egg mass which has a considerably greater effect on the 
one-day-old chick mass. In line with these conclusions, [5] point out that physical 
characteristics of eggs (egg mass, egg shell thickness and porosity, egg shape index) 
play an important role in the embryo development process and hatchability success 
rate. Effects of egg mass on the newly hatched chicken mass, embryo mortality, and 
percentage of the chicken in the egg mass (progression of the egg mass loss during 
incubation period) are reported by [6] in case of the hybrid Ross SL 2000 parent 
flock, raised from 35 to 49 weeks of age. Light eggs (average mass 54.59 g) hatched 
chicken of 38.11 g of average mass, medium eggs (58.89 g) hatched the chicks of 
40.74 g, and heavy eggs (63.10 g) hatched the chicks of 43.18 g of average mass. Loss 
due to embryo mortality was greater in light (7.83%) and heavy eggs (7.90%), in 
comparison with eggs of medium weight (6.67%). Furthermore, heavy (large) eggs 
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had the greatest egg mass loss during incubation period. i.e., the smallest eggs had 
the largest share of the chick mass in the egg mass (69.81%), followed by the eggs of 
medium weight (69.17%), while the largest eggs had the smallest share (68.43%). 
Wilson [4, 6, 10] report the relative share of the chick mass in the egg mass fluc-
tuating from 67 to 70%, from 62 to 76%, and from 68.43 to 69.81%, respectively. 
Similar conclusions related to effects of age and the egg weight group on incubation 
values in the Hubbard Classic broiler parents were made by [13, 14]. In the light egg 
weight group (average mass 63.09 g), average mass of newly hatched male chicks 
was 43.33 g; in the medium weight group (68.85 g), it was 48.40 g; and in the heavy 
weight group (74.81 g), it was 52.36 g. In case of female chicken, the average mass 
was 43.29, 48.24, and 52.38 g, respectively. The relative share of the chicken mass 
in the egg mass was 69.97, 70.22, and 70.38% (male chicks), and 69.84, 70.12, and 
70.17% (female chicks).

In an interesting research, [5, 15] indicate considerable effects of the egg shape 
index on incubation indicators and point out that eggs of anomalous shape should 
not be used for incubation because they prevent normal embryo development 
which results in a higher embryo mortality rate during incubation period. This 
conclusion was confirmed by [16] who studied mechanical (physical) and incuba-
tion values of eggs of two hen breeds (Naked Neck and Sombor kaporka) raised in 
semi-intensive keeping system. They report egg shape index of 71.01 and 72.04%, 
respectively, for the two breeds and 73.61 and 76.68% for the relative share of the 
chicken in the egg mass. Abanikannda and Leigh [17] report higher egg shape 
index of eggs which hatched male chicks (Anak and Marshall hybrids) than in eggs 
which hatched female chicks (75.25 and 74.53%; 76.27 and 76.00%). Regarding the 
eggs coming from the Ross hybrid, egg shape index was 76.09% (male chicks) and 
76.41% (female chicks).

Based on presented and discussed results of cited authors, we can conclude that 
most of them studied or reported effects of nongenetic factors on incubation values 
and morphometric egg indicators and production of one-day-old chicken of both 
sexes of different genotypes (hybrids) of broiler parents. This is understandable 
because hybrids of both sexes are used for the broiler meat production. However, 
when it comes to light hybrids egg incubation, male chicks are killed, while females 
are used for breeding and raising, i.e., for the commercial production of eggs for 
consummation.

Kocevski et al. [25, 26] studied effects of age on the mass, strength, fertility, and 
hatchability of eggs in two light line hybrids (ISA Brown and DeKalb White) on 
production of eggs for consummation and for fertilization.

Egg mass was considerably affected (P ≤ 0.05) by age, but not by the line (geno-
type), although eggs of the (commercial) ISA Brown line were somewhat heavier 
than those of the DeKalb White line. The heaviest egg mass was that of older 
poultry, while eggs laid by younger hens had smaller mass. In younger commercial 
laying hens and parent […] flocks laying hens produced eggs with stronger shells 
than those laid by older hens. Average chicken hatchability during the 6 months 
period of egg production was 70.50% (Isa Brown) and 73.64% (DeCalb). Zita et al. 
[29] report egg mass to grow with hen’s age in three genotypes (ISA Brown, Hisex 
Brown, and Moravia BSL), while the egg shape index decreased.

Average egg mass of the ISA Brown laying hens was 54.00 g at the beginning of 
the production cycle, 62.78 g in the middle, and 63.42 g at the end of the produc-
tion cycle (54–60 weeks of age), while the egg shape index decreased from 78.52 
to 76.64%, and 75.09%. Duman et al. [30] are of opinion that the standard egg 
shape index of commercial laying hens fluctuates between 72.2 and 75.9% (aver-
age value −74.3%), of the pointy shape between 68.0 and 71.9% (average 71.0%), 
while the egg shape index of round eggs ranged from 76.1 to 82.3% (average 78.8%). 
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Furthermore, the authors make a conclusion that the egg shape index affects certain 
consummation egg qualities and report certain phenotype correlation between 
these qualities.

Results obtained in our research partly correspond with conclusions of previ-
ous authors who primarily studied different genotypes of broiler parents. Research 
most similar to ours was conducted by [27] with one of the aims to determine chick’s 
potential sex before egg incubation (Super Nick White Layer) using morphometric 
measurements of eggs (weight, length, width, shape index, volume). Their conclusion 
is that length, width, shape index, and volume before incubation period have certain 
effect on the future chick sex, especially egg shape index and egg width and length.

In case of 54 weeks old laying hens, egg shape index was 71.1% (male), 75.5% 
(female), and 75.3% (both sexes), while the average egg mass was 60.8 g (male), 
60.9 g (female), and 60.8 g (both sexes). Two-hundred forty-four (244) chicks 
of both sexes were hatched out of 300 incubated eggs (the hatchability rate was 
81.33%). Terčič and Pestotnik [28] recorded egg incubation values of the hybrid 
Prelux-G parent younger (24 weeks) and older (65 weeks) flocks. Older parent 
flock produced heavier eggs (66.63−56.77 g), than the younger one, had higher 
relative egg mass loss up to week 18 of incubation (11.26−11.14%), male and female 
chicks were heavier, embryo mortality was higher (13.52−11.36%), while the chick 
hatchability out of the number of incubated and fertilized eggs was at a lower level. 
Male-female chick rate was 1.09 in the younger flock and 1.16 in the older flock. 
In both flocks, male chicks were slightly heavier than the female. In general, our 
results are to a large extent compatible with results obtained by [27, 28] and even 
[24]. Narushin [24] reports an average egg shape index of 75.20% (69.70−80.10%) 
and egg volume of 60.19 cm3 (52.00−70.40 cm3) of eggs laid by the 65-week-old 
Hy-Line Brown hens, regardless of the chick sex.

These results agree with those of [23] who reports the egg length of 5.90 cm, 
width 4.40 cm, and egg shape index around 75.0%. Additionally, [31–33] analyzed 
morphometric indicators of the wild birds’ eggs with a purpose to determine pos-
sible bird sex before the incubation period and reached similar but questionable 
results.

Certain authors report phenotype correlation between the parent flock’s age in 
hens and even other types of poultry, laying intensity, hatching egg mass, newly 
hatched offspring mass, and the relative share of the chick in the egg mass. Skewea 
et al. [2] point out that the egg mass increases with the age of the parent flock in 
domestic birds and also that eggs of different sizes (mass) have different physical 
(external) and chemical (internal) characteristics which affect the hatchability 
percentage out of the number of fertilized eggs and the quality of hatched chicks. 
Explicitly, one-day-old chick mass is tightly related with the preincubation egg 
mass, that is, there is a strong correlation between them. Furthermore, heavier 
chicks have smaller yolk, while lighter chicks have a larger yolk (food reserve), 
which enables them to survive a longer period of time before they can obtain 
exogenous food source.

In line with these results, Suarez et al. [35] report total correlation between 
the age and the egg mass of Arbor Acres broiler parents of 29–57 weeks of age and 
medium phenotype correlation between the age and chick mass, and the deter-
mined correlation coefficient was statistically significant at P < 0.001. Farooq et al. 
[36] report statistically significant (P < 0.05) correlation coefficient (rp = 0.496) 
between the egg mass and one-day chick mass of the pure breed Rhode Island Red. 
By calculating the phenotype correlation coefficients between the egg mass, chick 
mass, and the hatchability percentage out of the number of incubated and fertil-
ized eggs, these authors have also confirmed statistically significant correlation 
(P < 0.05), which is to a large extent in line with our results.
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had the greatest egg mass loss during incubation period. i.e., the smallest eggs had 
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laying hens and parent […] flocks laying hens produced eggs with stronger shells 
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Furthermore, the authors make a conclusion that the egg shape index affects certain 
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Results obtained in our research partly correspond with conclusions of previ-
ous authors who primarily studied different genotypes of broiler parents. Research 
most similar to ours was conducted by [27] with one of the aims to determine chick’s 
potential sex before egg incubation (Super Nick White Layer) using morphometric 
measurements of eggs (weight, length, width, shape index, volume). Their conclusion 
is that length, width, shape index, and volume before incubation period have certain 
effect on the future chick sex, especially egg shape index and egg width and length.

In case of 54 weeks old laying hens, egg shape index was 71.1% (male), 75.5% 
(female), and 75.3% (both sexes), while the average egg mass was 60.8 g (male), 
60.9 g (female), and 60.8 g (both sexes). Two-hundred forty-four (244) chicks 
of both sexes were hatched out of 300 incubated eggs (the hatchability rate was 
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hatchability out of the number of incubated and fertilized eggs was at a lower level. 
Male-female chick rate was 1.09 in the younger flock and 1.16 in the older flock. 
In both flocks, male chicks were slightly heavier than the female. In general, our 
results are to a large extent compatible with results obtained by [27, 28] and even 
[24]. Narushin [24] reports an average egg shape index of 75.20% (69.70−80.10%) 
and egg volume of 60.19 cm3 (52.00−70.40 cm3) of eggs laid by the 65-week-old 
Hy-Line Brown hens, regardless of the chick sex.

These results agree with those of [23] who reports the egg length of 5.90 cm, 
width 4.40 cm, and egg shape index around 75.0%. Additionally, [31–33] analyzed 
morphometric indicators of the wild birds’ eggs with a purpose to determine pos-
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results.
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et al. [2] point out that the egg mass increases with the age of the parent flock in 
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percentage out of the number of fertilized eggs and the quality of hatched chicks. 
Explicitly, one-day-old chick mass is tightly related with the preincubation egg 
mass, that is, there is a strong correlation between them. Furthermore, heavier 
chicks have smaller yolk, while lighter chicks have a larger yolk (food reserve), 
which enables them to survive a longer period of time before they can obtain 
exogenous food source.

In line with these results, Suarez et al. [35] report total correlation between 
the age and the egg mass of Arbor Acres broiler parents of 29–57 weeks of age and 
medium phenotype correlation between the age and chick mass, and the deter-
mined correlation coefficient was statistically significant at P < 0.001. Farooq et al. 
[36] report statistically significant (P < 0.05) correlation coefficient (rp = 0.496) 
between the egg mass and one-day chick mass of the pure breed Rhode Island Red. 
By calculating the phenotype correlation coefficients between the egg mass, chick 
mass, and the hatchability percentage out of the number of incubated and fertil-
ized eggs, these authors have also confirmed statistically significant correlation 
(P < 0.05), which is to a large extent in line with our results.
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In both ethical and economic contexts, as an addition to this discussion, we 
are including here the studies of [18, 19], who used male chicks of the ISA Brown 
and Hy-Line hybrids in organic production of broiler meat, where the fattening 
period lasted 49 and 90 days, and 51 days, and obtained quality organic broiler 
meat. Gerken et al. [20–22] point out that from the humane and welfare aspect, it 
is not economically justified to use male chicks of all light line hybrids for fattening 
in intensive broiler meat production, but in extensive and semiextensive condi-
tions, with a prolonged fattening period, it is possible to produce good-quality 
meat with higher protein content and lower percent of abdominal fat. Finally, 
Weissmann et al. [22] report greater average mass of newly hatched male chicks, 
than of female chicks by 0.5, 2.1, and 0.02 g in three parent flocks of the light type 
Lohmann—Germany.

5. Conclusion

Based on the research undertaken with an aim to establish effects of the light 
line hybrid ISA Brown parent flock’s age on incubation values of eggs (fertilization 
and chick hatchability) and morphometric indicators (pre incubation egg mass, 
length, width, and egg shape index, absolute and relative egg mass loss until day 18 
of incubation, hatched chicken mass and relative share of the chick in the egg mass) 
and their possible effects on the sex of the hatched chicks, two conclusion can be 
made. First, in comparison with the older flock (OF49), the younger flock (YF33) 
demonstrated better incubation values of eggs, and all its morphometric indica-
tors were lower, with the exception of the egg shape index which was statistically 
significantly greater (P < 0.001) by 1.46% in the YF33. Second conclusion is that 
the eggs which hatched female chicks (YF33 + OF49) had lower values of observed 
morphometric traits than those with male chicks, except the egg shape index.
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In both ethical and economic contexts, as an addition to this discussion, we 
are including here the studies of [18, 19], who used male chicks of the ISA Brown 
and Hy-Line hybrids in organic production of broiler meat, where the fattening 
period lasted 49 and 90 days, and 51 days, and obtained quality organic broiler 
meat. Gerken et al. [20–22] point out that from the humane and welfare aspect, it 
is not economically justified to use male chicks of all light line hybrids for fattening 
in intensive broiler meat production, but in extensive and semiextensive condi-
tions, with a prolonged fattening period, it is possible to produce good-quality 
meat with higher protein content and lower percent of abdominal fat. Finally, 
Weissmann et al. [22] report greater average mass of newly hatched male chicks, 
than of female chicks by 0.5, 2.1, and 0.02 g in three parent flocks of the light type 
Lohmann—Germany.

5. Conclusion

Based on the research undertaken with an aim to establish effects of the light 
line hybrid ISA Brown parent flock’s age on incubation values of eggs (fertilization 
and chick hatchability) and morphometric indicators (pre incubation egg mass, 
length, width, and egg shape index, absolute and relative egg mass loss until day 18 
of incubation, hatched chicken mass and relative share of the chick in the egg mass) 
and their possible effects on the sex of the hatched chicks, two conclusion can be 
made. First, in comparison with the older flock (OF49), the younger flock (YF33) 
demonstrated better incubation values of eggs, and all its morphometric indica-
tors were lower, with the exception of the egg shape index which was statistically 
significantly greater (P < 0.001) by 1.46% in the YF33. Second conclusion is that 
the eggs which hatched female chicks (YF33 + OF49) had lower values of observed 
morphometric traits than those with male chicks, except the egg shape index.
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