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Giuseppe Riva, Brenda K. Wiederhold, Pietro Cipresso

Introduction 

The proposal of this book in the scientific panorama was to produce an edited 
collection of original chapters to provide a core and supplementary text with a 
number of well-recognized co-authors. There was a need for such a book as currently 
no all-encompassing compilation of diverse online behaviors from a social media 
perspective exists. Therefore, this collection makes a unique contribution to the 
rapidly growing area of cyberpsychology and has the additional advantage of being 
written in a sufficiently accessible way to appeal to cross-over disciplines, Internet 
service businesses ,and lay individuals alike who are interested in understanding 
the effects (positive and negative) of social media on individual, interpersonal, and 
societal behavior. Despite the continued rise of interest in the area of cyberpsychology, 
there is currently a dearth of reference works that can be recommended for the 
rapidly increasing number of core and modular courses being offered at both the 
undergraduate and postgraduate levels.  Even fewer books have the range of expertise 
offered by the contributing authors in this collection, who come from diverse 
backgrounds to provide a good cross-over reference for other disciplines to which 
psychological theory and research is essential to understanding human behavior 
from a wide and varied approach. In order to achieve this, a number of the chapters 
contributed by experts from areas such as technology and the social sciences.

The opening paper by C.C. Nieuwboer and R.G. Fukkink discusses current variety 
of online services for parents, distinguishing between peer support and professional 
support. They focus on the design characteristics of these web-based resources and 
explain two major trends that give direction to future research and development. 

Next, Regina M. Hechanova et al. in their paper “Online Counselling for Migrant 
Workers: Challenges and Opportunities” summarize research on online counseling, 
particularly for Filipino migrant workers. They present opportunities and challenges 
encountered by both counselees and counselors in online counseling and  discuss 
the prospects for technology-mediated interventions in addressing the psychosocial 
needs of migrant workers.

After that there is a paper “Using Facebook: Good for Friendship But Not So Good 
for Intimate Relationships” by Ron Hammond and Hui-Tzu Grace Chou that examines 
the impact of using Facebook on the satisfaction with and quality of intimate 
relationships. Their study indicated that using Facebook is negatively related to the 
satisfaction with, and quality of, intimate relationships. 

Later, a paper entitled “Communicatively integrated model of online community: 
A conceptual framework and empirical validation on a case of a health-related online 
community” by Gregor Petrič provides an alternative perspective on one of the key 
questions in online community research—How is online community possible? The 

 © 2016  Giuseppe Riva, Brenda K. Wiederhold, Pietro Cipresso
This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivs 3.0 License.



2   Introduction 

hypotheses are tested on a sample of users from the biggest online health community 
in Slovenia. The authors conclude that a sense of virtual community is strongly 
associated with the quality of communication within that community.

Researchers Jamie Guillory and Jeffrey T. Hancock in their paper titled “Effects 
of Network Connections on Deception and Halo Effects in Linkedin” used two 
experiments to explore the pervasive influence that social relationships have on how 
we construct our self-presentations and how others form perceptions of our self-
presentations on social networking websites. 

After that there is a paper by Jesse Fox “The Dark Side of Social Networking Sites 
in Romantic Relationships” that evaluates the potential harmful effects of social 
networking sites. The author concludes that social networking sites can be a source of 
stress and relational turbulence for romantic partners from the early stages of dating 
to the post-breakup phase.

Next, researchers Leanne M. Casey and Bonnie A. Clough in their paper “Making 
and Keeping the Connection: Improving Consumer Attitudes and Engagement in 
E-Mental Health Interventions” discuss consumer attitudes toward e-mental health 
services, as well as the efficacy and use of strategies to improve attitudes and enhance 
engagement with such online services. Researchers assert that despite a lack of 
awareness about e-mental health services, individuals are receptive to gaining more 
information about these treatment options. Further, the effectiveness of e-mental 
health therapies depends on client engagement with these services.

After that there is a paper by Lise Haddouk entitled “Intersubjectivity in Video 
Interview”, which discusses how videoconferencing enables the introduction of an 
important element from the point of view of “sensoriality”: the body image, which 
engages the subjects’ interaction in a different way than in a written or verbal 
exchange. She concludes that the “virtual” doesn’t oppose the real, but that they 
similarly enable the emergence of the mental reality, and can also reach the same 
level of the symbolic as it is understood in psychoanalysis.

Next, Megan A. Moreno et  al. present their paper “Institutional Review Board 
and Regulatory Considerations for Social Media Research”. They present a review of 
common risks inherent in social media research and consider how researchers can 
consider these risks when writing research protocols. Finally, it summarizes that 
social media websites are immensely popular and present new opportunities for 
research as well as new challenges for Institutional Review Boards. 

After that Megan A. Moreno et al. describes “Media Theories and the Facebook 
Influence Model”, which illustrates key constructs that contribute to influence, 
incorporating perspectives of older adolescent Facebook users. She asserts that 
Facebook provides a novel lens for understanding behavioral influence in the context 
of existing behavioral theory.  

Later, in “Social Networking and Romantic Relationships: A Review of Jealousy 
and Related Emotions” Nicole L. Muscanell and Rosanna E. Guadagno focus on 
contemporary research examining the use of SNSs and the resulting impact on 
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jealousy and related emotions in the context of romantic relationships. Specifically, 
they review the way couples utilize their social media profiles, individual differences, 
such as gender differences in the experience of jealousy, and the role of social media 
on actual relationship outcomes. Finally, the paper summarizes that there is a 
combination of factors that may influence whether individuals are likely to experience 
SNS-related jealousy or related emotions.

Noella Edelmann follows with a paper titled “What is Lurking? A Literature 
Review of Research on Lurking” which provides an understanding of the phenomenon 
of online lurking by defining lurking and showing that lurkers are both active and 
valuable online participants. The paper emphasizes that the understanding of lurkers, 
their activities and value in the online environment is important when studying 
online environments, particularly in terms of the interpretation of online research 
and results.

Later, a paper by Sean D. Young and Alexander H. Jordan titled “Can Social 
Media Photos Influence College Students’ Sexual Health Behaviors?” presents the 
potential for such investigations to shed light on the social psychological complexity 
of online social networks and pave the way for interventions that improve student 
health behaviors and wellbeing. They provide evidence that Facebook – in particular 
viewing peer photos – may influence college students’ perceptions of sexual health 
behavior norms among their peers, which may in turn influence students’ own sexual 
health behaviors.

Selim Gunuc et  al. then examine “Social Networks as a Communication Tool 
from Children’s Perspective: A Twitter Experience” focusing on the effects of social 
networks on the lifestyles and behaviors of people both psychologically and socially 
by linking theory and practice. Researchers assert that Twitter is a promising tool 
in educational contexts. They also discuss what major arrangements are needed in 
educational contexts in order to benefit from everything that Twitter has to offer. 

Shengli Deng in her paper “The Influence of Extraversion on Individuals’ SNS 
Use” presents a model to elucidate how extraversion, an important dimension of 
personality, affects the perceptions of Internet users and their continuance intention. 
She asserts that a significant relationship between extraversion and critical mass 
indicates that extraverts are more likely to be accompanied by similar SNS users.

Finally, Riva et al. conclude the collection by highlighting the complex nature of 
social media in defining what a social network is. In particular, Riva and colleagues 
try to understand the complexity arising by parsing technology and identity, and the 
relationship in-between. Social networks are different from previous media in terms 
of two opportunities. The first is the ability to visibly use social networks. The second 
is the possibility to decide how to present oneself to the people who make up the 
network (impression management).
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1  A Collective Picture of What Makes 
People Happy: Words Representing Social 
Relationships, not Money, are Recurrent with 
the Word ‘Happiness’ in Online Newspapers 

Abstract: The Internet allows people to freely navigate through news and use that 
information to reinforce or support their own beliefs in, for example, different social 
networks. In this chapter we suggest that the representation of current predominant 
views in the news can be seen as collective expressions within a society. Seeing that 
the notion of what makes individuals happy has been of increasing interest in recent 
decades, we analyze the word happiness in online news. We first present research 
on the co-occurrence of the word happiness with other words in online newspapers. 
Among other findings, words representing people (e.g., “mom”, “grandmother”, 
“you”/”me”, “us”/”them”) often appear with the word happiness. Words like 
“iPhone”, “millions” and “Google” on the other hand, almost never appear with 
the word happiness. Secondly, using words with predefined sets of psycholinguistic 
characteristics (i.e., word-norms measuring social relationships, money, and material 
things) we further examine differences between sets of articles including the word 
happiness and a random set of articles not including this word. The results revealed 
that the “happy” dataset was significantly related to social relationships word-norm, 
while the “neutral” dataset was related to the money word-norm. However, the 
“happy” dataset was also related to the material things word-norm. In sum, there is 
a relatively coherent understanding among members of a society concerning what 
makes us happy: relationships, not money; meanwhile there is a more complex 
relationship when it comes to material things. The semantic method used here, 
which is particularly suitable for analyzing large amounts of data, seems to be able 
to quantify collective ideas in online news that might be expressed through different 
social networks.

1.1  Introduction

The Internet allows people to freely navigate through online news and use that 
information to reinforce or support their own beliefs (Tewksbury & Althaus, 2000; 
Althaus & Tewksbury, 2002). Along this thinking, we have earlier suggested (Garcia & 
Sikström, 2013a) that current and predominant views in a society tend to perpetuate 
themselves through, besides inter- and intrapersonal conversations, narratives in 

 © 2016  Danilo Garcia, Oscar N. E. Kjell, Sverker Sikström
This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivs 3.0 License.



 A Collective Picture of What Makes People Happy   5

newspapers, popular songs and books, movies, and television, and in recent decades, 
even in blogs and other online media (see Landauer, 2008). This representation can 
be seen as the vox populi (or the voice of the people) in a certain culture; a notion 
that becomes part of that culture’s knowledge about the world (Giles, 2003). From a 
statistical point of view, because we share experiences with many others, there should 
be relatively good agreement among members of a society concerning different topics 
(Landauer, 2008). The semantic knowledge of specific topics and abstract ideas 
become the current and predominant views of society’s collective picture of specific 
topics, recursively feeding on itself (Landauer, 2008). See Figure 1.1.

Figure 1.1. The individual’s and society’s ideas about happiness expressed in the media, which 
generates a collective theory of happiness; in turn, feeding the original ideas found at the individual 
and society levels

In the first part of this chapter we present how we tested our suggestions by analyzing 
the co-occurrence of the word happiness (lycka in Swedish) with other words in 
Swedish online newspapers (Garcia & Sikström, 2013a). The notion of happiness has 
for decades been of scientific and also of popular interest, and thus a natural choice 
for our study. Specifically, we hypothesized that by investigating the frequency or 
infrequency of the word happiness in relation to other words in the same language, 
we would be able to quantify a collective picture of “what makes people happy”. 
This picture might be a belief or notion shared by the many and the one, but not 
necessary accurate in what really makes people happy (see for example Gilbert, 2007, 
who suggests that humans are actually inaccurate at imagining how happy we will 
be in the future or if we get things which we assume will make us happy). Although 
measurement of people’s subjective experience of happiness using self-report is 
a cumulated or a collective result based on a large number of individuals (Gilbert, 
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2007), it is different from our proposed quantification of a collective theory of “what 
makes us happy”. This is analogous to the difference between commuting to work by 
public transport and driving your own car, in which the former is a collective type of 
transport available for everyone. In other words, this representation of “what makes 
us happy” is collective in nature because it is a picture communicated by relatively 
few individuals to the masses. In the second part of this chapter we expand our earlier 
research by using words with predefined sets of psycholinguistic characteristics (i.e., 
word-norms) to further examine differences between sets of articles including the 
word happiness (“happy” dataset) and a random set (“neutral” dataset) of articles 
not including this word. 

1.2  The Co-Occurrence of the Word Happiness With Other Words in 
Online Newspapers

In our original article (Garcia & Sikström, 2013), news articles were collected from 
the fifty largest daily newspapers in Sweden published online during 2010. These 
online newspapers are in most cases also published in printed format, making them 
representative of public media in Sweden. We randomly selected 3,000 of these 
articles that included the Swedish word “lycka” for the “happy” dataset, and 3,000 
articles that did not include this word for the “neutral” dataset. 

The data were analyzed with words as the basic unit of analysis. In total there were 
1,065,429 words in the “happy” dataset, 493,927 words in the “neutral” dataset, and 
93,093 unique words in both datasets. A frequency vector was generated consisting 
of the number of occurrences of each unique word in the “happy” dataset, and a 
similar vector was generated for the “neutral” dataset. For each unique word, a 2-by-2 
chi-square test was conducted, consisting of four frequencies: the frequencies of the 
word in the two datasets and the number of remaining words in the two datasets. 
The resulting p-values were corrected for multiple comparisons using the Bonferroni 
method (i.e., multiplying each p-value by N). Words that were significant (at the 0.05 
level) were selected for further analyses. The resulting significant words were divided 
into different word classes. Due to the large number of significant words, we find it 
appropriate to only present the p-value, whilst omitting other data that are typically 
presented in chi-square analysis, such as the chi-square value and the number of 
occurrences in each cell. In Table 1, the words are ordered by increasing p-values, 
where these Bonferroni corrected p-values were in the range 0.00001 < p < 0.05.  The 
total number of words, in all chi-square tests, is the sum of the words in both datasets. 
In Table 1, we present the results for pronouns, proper names, and nouns. 
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Table 1.1. Words discriminating between articles including or not including the word happiness 
(Printed with permission from D. Garcia and S. Sikström)

Word 
classes

“Happy” dataset
Articles including the word happiness

“Neutral” dataset
Articles NOT including the word 
happiness

Proper 
nouns

Victoria Tommy Daniel Anna Werner Samuelsson MFF 
Westling Salem Alfsson Jari VM Rydström Runo Thoralf 
Fakir Mats Kay v75 Kojer Swärd Linda Jim Tidholm 
Lagerbäck Svante Jonsson Johan Nigeria Iphoto 
Drogba Petri Eva Smith Zlatan Falkehed United Stellan 
Alice Taylor Kalmar Patrik Falk Bergendahl Degerfors 
Argentina Gustavsson Eric Franzen Hammarby Astrid 
Kuba Modo 

Google Windows IT ipad iphone 
Microsoft Apple EU HP IDG Office 
Mac Microsofts Intel Sony Asus 
IBM Googles Facebook Strömsund 
Nokia Apples HTC Oracle Samsung 
IDC SAP Yahoo TT Eskilstuna Dell 
Linux Toshiba Mcafee Teliasonera 
Carnegie +143 more words.

Pronouns Jag (I) du (you) min (my) mig (me) ni (you) dig (you) det 
(it) din (yours) hon (she) mitt (mine) mina (mine) han (he) 
man (one) henne (her) er (you) honom (him) varandra 
(each other) ditt (yours) dina (yours) hans (his) hennes 
(hers) oss (us) dem (them) vem (who) vi (we) dom (them) 

—

Nouns livet (life) människor (people) fråga (question) kram 
(hug) kärlek (love) pappa (dad) kronprinsessan (the 
Crown Princess) hjärtans (heart’s) mormor (grandma’) 
mamma (mom) hälsningar (greetings) dag (day) 
monarkin (the monarchy) deklarationen (the income-
tax return) hälsning (greeting) kungen (the king) 
kramar (hugs) glädje (joy) fotboll (football) stadion 
(stadium) jobbannons (job ad) bröllopet (the wedding) 
brudparet (the wedding couple) dotter (daugther) 
hjärta (heart) lyckan (the happiness) coach (coach) 
familj (family) tränare (trainer) deklaration (income-
tax return) chatten (the chat) träningen (the workout) 
spelarna (players) sambo (living-together) spelare 
(player) moderator (moderator) muslimer (muslims) 
piller (pills) prins (prince) son (son) låten (the song) 
bröllop (wedding) mat (food) familjen (the family) 
känslor (feelings) barn (children) svar (answer) vänner 
(friends) talet (the speech) puss (kiss) drömmar 
(dreams) frågor (questions) mobbning (bullying) guld 
(gold) artist (artist) webbplats (website) lillen (the 
kid) avdraget (the deduction) tjej (girl) kärleken (the 
love) scenen (the stage) karriär (carreer) längtan (the 
longing) mens (menstruation) lag (team) dröm (dream) 
landslaget (the national team) make (husband) scen 
(scene) uppskov (deferral). 

procent (percent) kronor 
(crowns) miljoner (millions) 
polisen (the police) kvartalet 
(the quarter) miljarder (billions) 
företaget (the company) 
användare (user) vd (CEO) dollar 
(dollar) företag (company) 
usb (usb) datorer (computers) 
företagets (the company’s) 
kunder (customers) data 
(data) marknaden(the market) 
funktioner (features/functions) 
kommunen (municipality) 
bolaget (the company) skärm 
(screen) tum (inch) app (app) 
leverantörer (suppliers) 
gigabyte (gigabytes) branden 
(the fire) servrar (servers) 
leverantören (the supplier) 
mkr (million of crowns) 
system (system) tillverkare 
(manufacturer) januari (January) 
affärer (business) bolaget (the 
company) +373 more words.

Note. The words are divided into the word classes proper nouns, pronouns, and nouns (other word classes are 
removed). The words are ordered by increasing p-values in the range 0.000001 < p < 0.05 and only the approxi-
mately 40 most significant words are included. All words are significant following corrections for multiple compari-
sons (Bonferroni).  English translation of pronouns and nouns in parentheses
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Proper names associated with the “happy” dataset were almost exclusively 
names of people, where the Swedish Crown Princess’ name “Victoria” was the most 
discriminative word followed by proper names associated with sports, especially 
soccer, for example, Zlatan, Lagerbäck (the former coach of Sweden’s national soccer 
team), Drogba, Argentina, and Nigeria. Proper names discriminative for the “neutral” 
dataset were almost exclusively company names, where the most significant 
companies were in the IT field. Although these results were obviously inflated by 
the overrepresentation of the Swedish royal wedding and the FIFA World Cup in the 
media during 2010, the results with regard to relationships are in accordance with 
current findings suggesting that happy individuals always report strong positive social 
relationships (Diener & Seligman, 2002, 2004). Moreover, research on widows (Lucas, 
Clark, Georgellis & Diener, 2003) and divorced people (Clark, Diener, Georgellis & 
Lucas, 2008) has shown great declines in happiness precisely before and after the loss 
of a significant other. Also in line with this, the results regarding pronouns show that 
almost all pronouns discriminated between the datasets, and all of the significant 
pronouns were associated with the “happy” dataset (e.g., I, you, mine, me, yours, and 
she) and the results regarding nouns associated with the “happy” dataset were largely 
semantically related to love or people (e.g., people, hug, love, dad, grandmother, 
mom). In contrast, the “neutral” dataset was associated with nouns representing 
money or companies (e.g., crowns, millions, billions).

These results lead us to suggest that a collective theory of “what makes us happy” 
reflects research based on self-reports showing that people who put more value in 
love and relationships rather than money are happy (Diener & Biswas-Diener, 2002). 
On a larger level, research has only found small correlations between income and 
happiness within nations—the correlations are larger in poor nations, and the risk of 
unhappiness is much higher for people living in poverty. Moreover, economic growth 
in most economically developed societies has been accompanied by only small 
increases in happiness levels (Diener & Seligman, 2002). In other words, as long as 
basic needs are met, money or material things do not seem to increase happiness 
levels. Accordingly, our results do not mean that money and material things make us 
unhappy, rather that specific words representing money and material things are not 
associated with happiness in the media.

Our study was an addition to recent research on happiness using large datasets of 
texts (e.g., Dodds & Danforth, 2010; Dodds, Harris, Kloumann, Bliss & Danforth, 2011; 
Garcia & Sikström, 2013ab; 2014; Schwartz, Eichstaedt, Kern, Dziurzynski, Ramones 
et al., 2013) and also complemented self-reporting techniques by offering an approach 
to the investigation on how “what makes us happy” is presented through the mass 
media to large segments of a society at the same time. Earlier theories of individual 
unconsciousness and consciousness have suggested that humans possess a collective 
level of awareness or knowledge. Carl Jung (1968), for example, proposed a collective 
unconscious consisting of memories accumulated throughout human history. These 
memories are represented in archetypes that are expressed in the symbols, myths, 
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and beliefs found in many cultures, such as the image of a god, an evil force, the 
hero, the good mother, and the quest for self-unity and wholeness. Similarly, the 
French sociologist Émile Durkheim (1965) coined the term collective consciousness, 

which refers to the shared beliefs and moral attitudes that serve as a unifying force 
within a society. Determining whether this representation of happiness in our study 
is implicit (as Jung’s theorized collective unconscious) or explicit is beyond the scope 
of our current research. Nevertheless, although at a collective level people probably 
understand the influence of close and warm relationships on their own happiness, 
they might not be consciously aware that such relationships are necessary for 
happiness (Lyubomirsky, 2007). After all, the importance of social relationships to 
a happy life is indeed epitomized in a simplified and larger-than-life manner in the 
standard ending of many fairy tales: “…and they lived happily ever after”. Likewise, 
most people seem to understand that money can’t buy happiness…..or love, as in the 
in the famous Beatles song “Can’t buy me love”. Moreover, we have suggested that the 
representation of a collective picture of “what makes us happy” in the media seems 
to be a notion that does not fit with theories of happiness focusing on individual 
differences (e.g., the theory of “Virtues in Action” by Peterson & Seligman, 2004) or 
for determining whether focusing on intentional activities is related to a happy life 
(e.g., Diener & Oishi, 2005). 

In sum, our findings seem to mirror a collective theory of “what makes us 
happy” or an agreement among members of a community about what makes people 
happy: relationships, not money or material things. This picture is presented to all 
members of the society through newspapers and other media, making it collective 
in nature. Because this information is accessible through the Internet, it might be 
used by readers to reinforce or support their own beliefs and express those beliefs 
when social networking. In the next part of this chapter, we present new analyses 
of the same dataset using quantitative semantics and words with predefined sets of 
psycholinguistic characteristics (i.e., word-norms) measuring social relationships, 
money, and material things. We use this approach to further investigate if a collective 
picture of “what make us happy” suggests that social relationships, rather than 
money are of more importance in enabling happiness.

1.3  Measuring Happiness’ Relationship to Social Relationships, 
Money, And Material Things: The Word-Norm Approach

The method we employed to quantitatively re-analyse the news texts and word-norms 
is called Latent Semantic Analysis (LSA; Landauer & Dumais, 1997). This method 
involves applying an algorithm to create semantic representations of the various 
semantic based contents. In short, the LSA-algorithm assumes that words that occur 
close to each other in text can be used as a source of information; which is used to 
create multi-dimensional semantic representations. That is, the context that words 
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occur in normally consists of a meaning that more often than not corresponds to 
the meaning of the word (Landauer & Dumais, 1997; Landauer, 2008; Landauer, 
McNamara, Dennis & Kintsch, 2008). As a result, the content can be represented as a 
vector in a multi-dimensional semantic space. In turn, the semantic representations 
of single words can be used to summarize larger text by adding the representations, 
and normalizing the length of the vectors to one. The similarity between semantic 
representations can be measured by the cosines of the angle between the vectors, 
which is mathematically equivalent to multiplying each dimension with each other 
and adding the resulting products. This similarity measure can then be used in 
standard statistical procedures such as correlations, regressions, t-tests, analysis of 
variance, etc (for studies applying regression analysis using semantic representations 
see: Karlsson, Sikström & Willander, 2013; Garcia & Sikström, 2013ab, 2014; 
Gustafsson, Sikström & Lindholm, in press; Rosenberg, Sikström & Garcia, 2013; Roll, 
Mårtensson, Sikström, Apt, Arnling-Bååth & Horne, 2011). Semantic representations 
for the text content under investigation, which here includes the word contexts from 
the articles as well as the word-norms, were carried out using Semantic Excel, which 
is a web-based software developed by the last author of this chapter (S. Sikström). This 
software is specifically developed to create and analyse semantic representations and 
can be found at: www.semanticexcel.com. 

The use of word-norms to analyze the previously used news dataset allowed us 
to emulate the interaction between readers and the text in the online newspapers. 
Participants, seen as readers of news, were asked to generate words they associated 
to hypothesis-relevant key words: “social relationships” (the Swedish word: sociala 
relationer); “money” (the Swedish word: pengar); and “material things” (the 
Swedish word: “materiella ting”). These word-norms enabled us to examine which 
of the happiness or random-word contexts they related the most to. Thus we could 
hypothesize that the social relationships word-norm will relate more to the happiness 
contexts than to the random-word contexts — the opposite pattern will occur for the 
money and material things word-norms.

1.3.1  Methods

1.3.1.1  Participants and procedure 
We recruited participants using the social network Facebook. The sample consisted 
of 10 females and 5 males. The age ranged from 22 to 64 years with a mean age of 34 
(sd = ±12.7) years. Participants had a wide range of employment or study interest: 8 
participants reported to study (2 philosophy, 2 law, 1 psychology, 1 ethnology, 1 graphic 
design, and 1 did not give an answer), 6 being employed (2 teacher, 1 PhD student, 1 
economist, 1 carpenter and 1 dentist) and 1 being retired (from being a teacher). In 
the beginning of the study participants were informed about their right to withdraw 
at any time and that there responses will be kept confidential, after which they were 
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asked to consent to the study. They were subsequently asked to spend approximately 
two to three minutes generating words that they associated with the key words that 
they were provided; these were introduced in random order between participants. 
The survey took approximately five minutes; at the end of the survey participants 
were thanked and debriefed. 

1.3.1.2  Creating Semantic Representations 
To create high quality semantic representations one typically needs a larger dataset 
than what is usually collected in experimental studies. Therefore we first created a 
word space using a very large text corpus; and then use this as a foundation for the 
analyses of the experimental data. The word space that comes with the semantic 
excel software was used (www.semanticexcel.com). This space was created using a 
Google N-gram database for Swedish text, which is based on 1 Terabyte of text data 
(see the Google N-gram project: http://ngrams.googlelabs.com). From this database, a 
co-occurrence matrix was made comprised of 5-grams contexts; the rows consisted of 
the 120000 most common words and the columns of the 10000 most common words 
in the N-gram database. We did not use a stemming algorithm, mainly because word 
stems contain additional information that might be lost during stemming, and also 
because the large size of the Google N-gram database makes the space large enough to 
provide sufficient data on words with unusual stems. Each cell in the co-occurrence 
matrix represented the frequency of the 4 context words in the N-gram on the 
columns relative to one target word on the rows. Finally, the cells where normalized 
by calculating the logarithm plus one.

Singular value decomposition was applied to compress the information of the 
matrix whilst preserving as much information as possible. This final matrix is called 
the semantic representation of each word. A synonym test was used to establish the 
best solution of dimensions; the highest score (and hence the optimal number of 
dimensions) was found at 256 dimensions. Accordingly, the current analysis yielded a 
semantic quantification that represents the most frequent words used in the Swedish 
N-gram database, where each word is best described with a high dimensional vector 
normalized to the length of one.

1.3.1.3  Creating Semantic Scales: The word-norms
The number of words associated with social relationships was 171, including words 
such as ‘friend’, ‘support’, ‘enemies’, and ‘activities’. Money included 203 words, 
such as, ‘wealth’, ‘power’, ‘society’, and ‘possibilities’. Material things consisted of 
156 words, such as, ‘joy’, ‘jealousy’, ‘craving’, and ‘abundance’. Words generated by 
more than one participant (for example ‘friendship’, ‘value’; ‘consumption’) were 
kept in for the analyses, so that duplicated words were weighted heavier than non-
duplicated words. Words that were misspelt but where the meaning was clearly 
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understandable were corrected prior the analyses; 1 ‘word’ within the material things 
dataset was unrecognizable and thus removed. The final three lists of words were 
separately summarized by aggregating their associated semantic representation, 
and then normalized to the length of one. This procedure created three word-norms 
related to social relations, money, and material things.  

1.3.1.4   Applying the semantic scales on articles including/not including the word 
Happiness
Two sets were created. Articles including the word happiness (i.e., “lycka” in Swedish) 
and articles not including this word. This dataset included 1867 random documents 
and 4185 happiness documents. The words in each article were summarized by 
aggregating their associated semantic representation, and then normalized to the 
length of one. This procedure created a semantic representation for each article. We 
then measured the semantic similarity between the semantic representation of the 
articles, with the semantic representations related to social relations, money, and 
material things. The semantic similarity was measured by the cosines of the angel 
between the two associated semantic representations (i.e., vectors), which can be 
mathematically calculated as the dot product (Landauer, McNamara, Dennis & 
Kintsch, 2008). We call the resulting values the semantic scale or word-norms of social 
relations, money, and material things respectively. These scales were calculated for 
each article.

1.3.2  Results 

Social relationships. The analysis examining the one-tailed hypothesis that the value 
on the social relationship semantic scale is higher for happiness contexts (mean = 
0.301; sd = 0.0443) compared to random contexts (mean = 0.228; sd = 0.052), revealed 
a significant difference as measured by a t-test in the hypothesized direction (p < 
.0001; t = 56.233).

Money. The analysis examining the one-tailed hypothesis stating that the money-
norm will be more related with the random (mean = 0.251; sd = 0.048), as compared 
with the happiness (mean = 0.249; sd = 0.0401) word contexts were also significant (p 
= .032; t = 1.859) and therefore accepted.

Material things. In direct contrast to the one-tailed hypothesis, the analysis 
revealed that material things were in fact significantly more related to happiness 
(mean = 0.256; sd = 0.039749) rather than the random (mean = 0.218; sd = 0.034) word 
contexts. Hence the hypothesis was rejected (p < .0001; t = -36.4455).
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1.3.3  Discussion

Overall the results supported the hypothesis in that happiness contexts, as compared 
with random-words contexts, relate more to the concept of social relationships 
and less with the concept of money. However, the results from the material things 
word-norm was, in contrast to the hypothesis, related to happiness, as compared 
with random words contexts; leading to some interesting enquiries. This result, for 
example, might reflect that substantial parts of public domains embrace and uphold 
a consumer society and that this ‘way of life’ is depicted as a happy life. It might also 
illustrate that the relationship between happiness and money versus material things 
appear to be rather intricate and complex. 

A visual inspection of the words included in the material thing word-norm 
appears to indicate that it might capture, at least, two rather separate aspects. In our 
original article (Garcia & Sikström, 2013a) we labelled material things those words 
representing advanced technologies (e.g., iPad, computer) and company names (e.g. 
Windows, Sony and even ‘company’). This is in accordance with some of the words 
in the material things word-norm presented here (e.g., computers, buy, fashion, 
commercial, cars, boats, diamonds, etc); which clearly overlap with the money word-
norm. Noticeable, the material things word-norm also included positive emotion words 
(e.g. joy, satisfying, fun, and wonderful); whilst also taping into what perhaps could 
be categorized as a wider sense of basic needs for life and perhaps even happiness 
(e.g., life, need, choice availability, house, the home, identity, and fellowship). The 
results appear to tap into what Aristotle (trans. 2009) exclaimed: “The life of money-
making is one undertaken under compulsion, and wealth is evidently not the good we 
are seeking; for it is merely useful and for the sake of something else” (p.7). Perhaps 
the material things word-norm taps in to this ‘something else’; such as basic needs for 
a healthy and long-lasting happy life. In other words, it is what you do with the money 
that influences your level of well-being and happiness; such as spending it on safety 
and leisure time with important others; rather than consuming goods that lead to an 
ever ending increase in wants and desires (e.g., Easterlin, 1974; Lyubomirsky, 2007).

1.4  Limitations, Strenghts, And Suggestions For Future Studies

It might be worth highlighting the consideration of using comparison contexts. That 
is, it might be useful to select more than the current random-word contexts employed 
in this study. For example, as we here examined happiness in the context of datasets 
including this specific emotion and compared with unspecific random-words datasets, 
it could be argued that our findings to some degree reflect emotions in general rather 
than happiness specifically. That is, emotions are inherently ascribed to humans as 
a characteristic and are not applied to material things or for example companies, as 
these do not experience emotions. Although it should be noted that countries such as 
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Argentina, Nigeria, and Kuba were associated with the happiness contexts. However, 
future research could create several comparison contexts; for example, including 
random contexts constrained to emotion-contexts that include various emotion words 
or alternatively compare specific emotions such as happiness and unhappiness-
contexts. This would further bring nuances and details of the nature to any concept 
under investigation. However, it is worth pointing out that the word-norm analysis 
actually showed that, although emotions are not ascribed to immaterial things, the 
material things word-norm was actually related to happiness context but not related 
to the random words contexts. 

Similarly it is important to remember that overall happiness contexts are more 
related to social relationships than random words; however, certain kinds of social 
relationships are probably harmful and decrease happiness (e.g., see how depressive 
symptoms spread person-to-person through social networks, Rosenquist, Fowler & 
Christakis, 2011). Hence as a follow up, future research should examine word-norms 
that are more detailed, such as ‘supportive social relationships’ versus ‘destructive 
social relationships’ in, for example, happiness versus unhappiness contexts. 

Furthermore, our new results also illustrate the strengths of using LSA in 
conjunction with our previous method investigating the frequency of words (Garcia 
& Sikström, 2013a). This approach is suitable in highlighting the Text-Norm specific 
interaction. That is, it can emulate the interplay between the one who made the text in 
the first place and how different groups of readers (e.g., students, laymen, or experts) 
might interpret it differently. It is important to point out that the collective picture of 
“what makes us happy” as represented in the online news (i.e., that relationships 
not money makes us happy) from our original study, is not necessarily what people 
actually use when networking. The results using the word-norms actually suggest that 
people might express happiness on the Internet by associating happiness to plain 
material things (e.g., computers, buy, fashion, cars, boats, diamonds, etc), positive 
emotion words (e.g. joy, satisfying, fun, and wonderful), identity and basic needs 
(e.g., life, need, choice availability, house, the home, identity, and fellowship).

1.5  Concluding Remarks

With regard to a collective picture of “what makes us happy”, there is a relatively 
coherent understanding among members of a society concerning what makes us 
happy: relationship, not money. Nevertheless, there is a more complex relationship 
when it comes to material things. From a methodological perspective, the different 
approaches used here seem to be able to quantify collective ideas in online news, 
blogs, and other type of Internet medium. These methods can be suggested to study 
how people express themselves through different social networks. Using word-norms 
can be a straightforward and sound way to complement keywords interpretations. 
Mainly because the research then becomes more distanced from the interpretation 
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processes, whilst at the same time it can reflect different interactions, such as between 
different texts (e.g., news articles, blogs, and twitter) and various readers (laypersons, 
students, or difference experts). Indeed, we believe it might be worth pointing out 
that this norm-based approach has the potential to constitute a sound complement 
in examining and interpreting keywords that are different between word texts, in 
particularly for analysis of large datasets. 

“I cannot think it unlikely that there is such a total book
 on some shelf in the universe. I pray to the unknown gods 
that some man--even a single man, tens of centuries ago--
has perused and read this book. If the honor and wisdom
and joy of such a reading are not to be my own, 
then let them be for others. Let heaven exist, 
though my own place may be in hell. 
Let me be tortured and battered and annihilated, 
but let there be one instant, one creature, 
wherein thy enormous Library may find its justification.”

In “The Library of Babel” by Jorge Luis Borges.
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Abstract: This chapter proposes the hypothesis that online therapeutic work may 
be relatively less arousing than face-to-face work. It focuses on a study in which the 
impact of exchanges of online therapy text exchanges were compared to previously 
published results in face-to-face therapy using both aggregate benchmarking and 
mixed effects modeling. Therapists (N = 30) and clients (N = 30) engaged in online 
therapy were recruited from private practitioner sites, e-clinics, online counseling 
centers, and mental health related discussion boards. In a naturalistic design, 
they each visited an online site weekly and completed the Session Evaluation 
Questionnaire, a standard impact measure, for at least six weeks. Results indicated 
that the impact of text therapy was similar to or even more positive than that of face-
to-face therapy. Of particular interest, online participants gave much lower SEQ 
Arousal ratings compared to their face-to-face counterparts, consistent with previous 
results. We call our hypothesis the online calming effect. This study’s small size and 
naturalistic design impose limitations on its sensitivity and generalizability, but its 
suggestion of an online calming effect is intriguing.
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With the advent of the Internet, online practitioners have used successively more 
sophisticated computer-mediated tools to provide psychotherapy. Currently, the most 
common modality for Internet psychotherapy is asynchronous text-based email, 
although synchronous text-based chat services are becoming more popular (Finn & 
Barak, 2010; the International Society for Mental Health Online, 2011). Typically such 
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services vary in cost, with asynchronous therapy conducted through email ranging 
from $25 to $125 per email exchange and text chat or webcams costing $1.75 to $4.99 
per minute (Grohol, 2011). Despite technological advances increasing the availability 
of modalities such as videoconferencing, these services are often viewed as costly and 
thus less attractive (e.g., Barak & Grohol, 2011; Heinlen, Welfel, Richmond, & Rak, 
2003).

Studies examining the characteristics of online therapists have found that 
online therapists are predominantly middle-aged, highly educated, competent, 
North American, cognitive-behavioral, and experienced (Chester & Glass, 2006). 
Furthermore, they have commonly developed online therapeutic skills through 
informal means such as textbooks, rather than formal training, and they are satisfied 
with their practice and believed it to be effective (Finn & Barak, 2010). Where the 
characteristics of online clients have been explored, clients have been predominately 
female (Chester & Glass; DuBois, 2004). They commonly thought that online 
counseling would be free of charge (DuBois) and sought short-term therapy mostly 
for ‘relationship issues,’ ‘family issues,’ ‘mood disorders,’ and ‘anxiety’ (Chester & 
Glass).

Some of the challenges of the online environment for therapy include the missing 
non-verbal communication, the increased opportunity for miscommunication, the 
time delay present when using e-mail, the computer skill deficiency of either the 
counselor or client, the inability to intervene when there is a crisis, the cultural 
clashes that may occur, the question of identity (are they really who they say they 
are?), and the vulnerability of sending sensitive material over the internet (Rochlen, 
Zack & Speyer, 2004). However, the distinctive opportunities of providing therapy 
in an online environment include that it is convenient and increases access for 
clients, the client may feel safer and thus disinhibited by the online environment, 
e-mail provides a meditative ‘zone of reflection’, writing is therapeutic, individuals 
report feeling close to others they meet online (this has been described by Lombard 
& Ditton [1997] as ‘Telepresence’), and it provides immediate access to internet-based 
resources (Rochlen et al.).

Studies examining the effectiveness of online therapy consistently demonstrate 
strong support for such practice (Barak & Grohol, 2011). A meta-analysis of the 
outcomes of 92 internet delivered therapy studies found such work to have a medium 
effect size (0.53) which is enduring in nature (Barak, Hen, Boniel-Nissim, & Shapira, 
2008). Additionally, this study found no significant differences between therapy 
delivered face-to-face and a web-based therapeutic intervention. Such compelling 
findings appear to have countered many of the early critical reports that questioned 
the therapeutic effectiveness or even the appropriateness of using e-mail as a 
therapeutic endeavor (e.g., Maheu & Gordon, 2000).

Online therapy is arguably less stimulus rich than conventional face-to-face 
therapy (i.e., it lacks the nonverbal cues), but it need not lead to a lesser quality of 
interaction (Grohol, 1999). Anecdotal reports have suggested that clients and therapists 
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perceive text therapy as similar to traditional therapy. For example, Fenichel and his 
colleagues (2002) remarked on the “similarity between a text-based transcript and a 
comparable office session,” noting “the expressiveness and depth of the text-based 
communication” (¶ 26). A systematic review of empirical investigations indicated 
that online therapy seems to be at least equivalent to face-to-face therapy in terms 
of therapeutic alliance and that there is a relation between the therapeutic alliance 
and online therapy outcome (Sucala et al., 2012). Thus, there is a need to examine 
differences in processes between online therapy and face-to-face therapy (Mallen, 
Vogel, Rochlen, & Day, 2005).

This chapter focuses on a hypothesis involving session impact. Session impact 
encompasses participants’ evaluations of their session and participants’ post-
session affective state (Stiles et  al., 1994). It may be distinguished from in-session 
behaviors (e.g., the therapists’ verbal interventions) and from long-term outcome (cf. 
Rosen & Proctor, 1981). Measures of session impact offer an immediate index of the 
interpersonal climate, sense of progress, affect following therapeutic encounters, and 
consumer satisfaction.

Our hypothesis suggests that online therapeutic work may be relatively less 
arousing than face-to-face work. We call this the online calming effect, manifested as 
lower post-session arousal among online therapy participants. We suggest that clients 
tend to experience the online environment as more comfortable and less threatening 
than the face-to-face milieu (Cohen & Kerr, 1998; Littell, Milliken, Stroup, & Wolfinger, 
1996). Preliminary analyses were consistent with these expectations (Reynolds, Stiles, 
& Grohol, 2006). Our study extended previous descriptive investigations, which 
have used cross-sectional designs (Cook & Doyle, 2002; Leibert, Archer, Munson, 
& York, 2006; Preschl, Maercker, & Wagner, 2011), by examining online processes 
longitudinally.

Psychotherapy centrally involves building a relationship, and doing therapy 
online by text is in some ways analogous to cultivating relationships in social 
networking. The online calming effect may be considered as an analogue of the 
social safety of interacting online in social networking. On the other hand, therapy 
and social relationships also have different norms that determine the commonly 
discussed content. Online therapy is private and intimate, and it provides clients with 
permission to unburden themselves, so the content is typically troubled. In contrast, 
social networking often involves large, public, and impersonal networks and tends 
to constrain members to positive self-presentations to secure desired social rewards; 
this tends to yield mainly untroubled content (Day, 2013; Forest &Wood, 2012).

Arousal represents a major dimension of mood states across a wide range of 
situations (Russell, 1978, 1979). In a practical sense, everything is arousing or calming 
to some degree. Although the arousing impact of face-to-face psychotherapy sessions 
has not yet been widely investigated, arousal is likely important in something as 
emotionally potent as confronting troubled content in face-to-face therapy. For 
example, it might be connected with tendencies to put therapeutic learnings into 
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practice or to act upon personal changes in the short term (Stiles et  al., 1994). A 
relatively calming influence of the online environment has been suggested by 
participants’ ratings in two studies of online psychotherapy.

In the first study, Cohen and Kerr (1998) measured participants’ anxiety before 
and after a single meeting of traditional face-to-face psychotherapy and synchronous 
text-based computer-mediated psychotherapy (chat therapy). Clients scored higher 
on post-session arousal after face-to-face sessions than after online sessions, but 
showed no differences on other impact scales. Conceivably, the exposure to the online 
environment during their therapy sessions may have accounted for clients decreased 
arousal ratings.

A second study further suggested the online calming effect by directly examining 
online psychotherapy. Using a naturalistic design, Reynolds, Stiles, Bailer, and 
Hughes (2013) investigated 30 therapists and 30 clients who each visited an online 
site weekly and reported on at least 6 weeks of either e-mail or text chat therapeutic 
exchanges. Both preliminary analyses based on a partial sample (Reynolds et  al., 
2006), and analysis of the full sample (Reynolds et  al., 2013) found modestly and 
substantially lower arousal ratings of online therapists and clients (respectively) 
relative to their face-to-face counterparts. The remainder of this chapter focuses on 
this second study.

2.1  How the Study Was Conducted

2.1.1  Participants

Participants were 30 therapists and 30 clients engaged in online therapy. Therapists 
each saw either 1 to 2 clients (mode = 1 client) for a total of 394 therapist-rated weeks of 
exchanges. Clients (N = 30) contributed a total of 475 client-rated weeks of exchanges. 
A subset of participants included both members of the therapeutic dyad: 10 online 
therapists and 13 clients; the other 20 therapists and 17 clients participated alone.

All therapists were English speaking and used e-mail (n = 17 therapists), text 
chat (n = 10 therapists), or both (n = 3 therapists) to communicate with their clients. 
They were licensed to practice in the United States (n = 20 therapists), completed 
post-secondary education, female (70%), Caucasian (90%), 28 to 62 years (Mdn = 
48), married/partnered (67%), and used a Cognitive/Behavioral (33%) or Eclectic/
Integrative (27%) theoretical orientation.

The 30 clients were 19 to 55 (Mdn = 43) years old with 83% female, 73% Caucasian, 
40% married/partnered or 30% divorced/separated, 97% completed high school, and 
depression (12 clients) was the most common self-reported presenting problem.



 How the Study Was Conducted   21

2.1.2  Measurement of Session Impact

Session impact was measured using the Session Evaluation Questionnaire (SEQ, Form 
5; Stiles, Gordon, & Lani, 2002). The SEQ consists of 21 seven point bipolar adjective 
items. The stem “The therapeutic exchanges this week were:” precede the first 11 session 
evaluation items which include five depth subscale items, five smoothness subscale 
items, and one global evaluation item. The stem “Based on the therapeutic exchanges 
this week, I feel:” precedes the second 10 post-session mood items which include five 
positivity subscale items and five arousal subscale items. The arousal subscale included 
the items moving-still, excited-calm, fast-slow, energetic-peaceful, and aroused-quiet.

2.1.3  Procedure

Participants were recruited online from private practitioner sites, e-clinics, online 
counseling centers, and mental health-related discussion boards. Interested 
therapists had the option to invite current clients to take part. However, either the 
therapists or the clients could participate alone. Many of the therapists chose to 
report on their therapeutic interactions without approaching their clients about their 
potential participation.

On their initial visit to the study’s online site, participants completed a consent 
form and then the demographic forms. They could then choose to enter their weekly 
data immediately or logout to complete their ratings later. At the status screen, 
therapists could request an e-mail invitation to register be sent to their clients.

A weekly e-mail with an embedded link to the log-in screen was sent to all 
participants who had yet to complete the forms for the previous week. When they 
logged in, participants were presented with links for the prior 2 weeks. For a completed 
week, participants entered either the number of weekly text-chat exchanges or the 
number of e-mails that they sent and received and completed the SEQ, along with 
other measures not considered in this chapter.

2.1.4  Data Analysis Strategy

To assess the similarity of online process with face-to-face process, we compared 
the distributions of online therapy scale scores with distributions of face-to-face 
therapy values obtained in previously published studies. This comparison represents 
an aggregate benchmarking strategy used previously in psychotherapy outcome 
studies (Barkham et al, 2001; Sperry, Brill, Howard, & Grissom, 1996). At its simplest, 
benchmarking refers to “the establishment of reference points that can be used to 
interpret data” being mindful of comparing similar sets of information (Sperry et al., 
p. 143).
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In addition to benchmarking, we employed linear mixed modeling analytic 
techniques (Littell et al., 1996) to estimate client-therapist text exchange trajectories. 
The use of a mixed effects modeling strategy has the advantages of accommodating 
the correlation of multiple measurements, estimating population relationship and 
participant-specific trajectories, and describing psychotherapy as a linear trend 
(Crits-Christoph et al., 1998). Separate analyses were performed on therapists’ ratings 
and clients’ ratings for each of the four impact subscales.

We estimated two parameters for the therapists’ and clients’ raw weekly ratings. 
The initial score (the SEQ subscale scores estimated for the participant reported start 
date of their online exchanges) and the slope (the estimated mean change in SEQ 
subscale scores per day) were averaged across therapists and then clients (i.e., one 
average for therapists and another average for clients). The estimated initial score 
and slope for the average client and average therapist provided the basis for the 
population-level effects.

2.2  Results

2.2.1  Session Impact Averages, Variability, and Reliability

2.2.1.1  Index means and standard deviations
The means of all subscales were above the midpoint (midpoint was 4.0 for all SEQ 
indexes; Tab.2.1). Standard deviations of the therapists clustered around 1.0 with 
clients’ standard deviations slightly higher.

2.2.1.2  Internal consistency of the subscales
The alpha coefficients showed that the 5 item SEQ indexes were in the .80s and .90s, 
except that arousal was .45 for therapists and .46 for clients (Tab.2.1).

2.2.2  Comparing Online Session Impact Averages with Face-to-Face Averages

Online therapist SEQ scores were greater than those of face-to-face therapists, with 
the notable exception of arousal scores. Similarly, online clients’ SEQ scores were 
comparable to or greater than those of their face-to-face counterparts (Tab.2.1).

2.2.3  Participant Form Completion Latency

Whereas participants in the face-to-face studies always completed the paper-
and-pencil forms immediately after their sessions (e.g., Stiles & Snow, 1984, p. 6), 
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participants in the current study completed their online forms from immediately to 
two weeks after their given week of online exchanges. However, comparisons between 
forms completed early (within two days following their exchanges) and late (more 
than two days following their exchanges) provided no evidence that the participants’ 
delay led to systematically higher or lower scores on the SEQ.

Table 2.1. Therapists’ and Clients’ Means, Standard Deviations, Internal Consistency Reliabilities 
(Coefficient Alpha), and Previous Studies’ Range of Means and Standard Deviations for Session 
Evaluation Questionnaire (SEQ) Indexes

Means of previous 
studiesa

Standard deviations of 
previous studiesa

Index
No. 
items Alpha M SD Median Range Median Range

Therapist
    SEQ
        Depth   5 0.88 5.31 0.96 4.80 4.25 – 5.10 1.01 0.41 – 1.08
        Smoothness   5 0.92 5.09 1.36 4.20 3.86 – 4.52 1.03 0.56 – 1.20
        Positivity   5 0.85 5.49 1.03 4.59 4.38 – 5.16 0.93 0.49 – 1.01
        Arousal   5 0.45 4.05 0.75 4.43 4.18 – 4.58 0.96 0.80 – 1.05
Client
    SEQ
        Depth   5 0.94 5.51 1.54 5.20 4.65 – 5.85 0.85 0.58 – 1.29
        Smoothness   5 0.92 4.83 1.69 4.35 4.13 – 5.28 1.30 0.76 – 1.47
        Positivity   5 0.92 5.03 1.72 4.62 4.38 – 4.88 0.86 0.70 – 1.44
        Arousal   5 0.46 4.20 0.96 4.22 4.12 – 4.40 0.92 0.64 – 1.28

Note. N = 394 weeks of exchanges for therapists and N = 475 weeks of exchanges for clients. Indexes 
were calculated as the mean of therapists’ and clients’ ratings on constituent items. SEQ items could 
range from 1 to 7. Alpha = internal consistency measured by coefficient alpha. 
aThe means are from prior studies employing the SEQ (Cummings, Slemon, & Hallberg, 1993; Dill-
Standiford, Stiles, & Rorer, 1988; Kivlighan, Angelone, & Swafford, 1991; Nocita & Stiles, 1986; 
Reynolds et al., 1996; Stiles et al., 1994; Stiles, Shapiro, & Firth-Cozens, 1988; Stiles and Snow, 1984; 
Tryon, 1990).

2.2.4  Population-level Participants’ Initial Scores and Slopes

Using the obtained scores and the reported session dates, we estimated an initial 
score for each participant on each scale at their reported treatment start date. These 
initial scores for therapist and client ratings on session impact subscales averaged 
near but mostly above the midpoint of each subscale. As a clear exception, therapists’ 
estimated population-level arousal initial scores were low and clients’ estimated 
population-level arousal initial scores were especially low (i.e., 4.30 and 3.92 
respectively) given that therapists and clients session evaluation subscales’ estimated 



24   The Online Calming Effect

intercepts were generally between 4.0 and 5.5. Average therapists’ and clients’ slope or 
rates of change per day ranged from -0.0002 to 0.0010 units of session impact per day 
with none significantly increasing or decreasing. Specifically, therapists’ population-
level arousal slopes were negative, indicating that their arousal tended to decrease 
across sessions.

2.3  Discussion

Online clients and therapists rated their session impacts as equally or more deep, 
smooth, and positive than therapists and clients in studies of face-to-face therapy 
(Tab.2.1). We hasten to acknowledge that these comparisons were not based on 
random assignment, and there were many potentially confounding differences.

The proposed online calming effect, manifested in the modestly and substantially 
lower arousal ratings of online therapists and clients (respectively) relative to their 
face-to-face counterparts, was potentially observed. Given the very low reliability 
of the arousal findings, readers are asked to consider the online calming effect as 
speculative. Nevertheless, the suggestion for such an online calming effect included 
the following observations. First, therapists’ arousal responses were numerically 
lower and clients’ arousal responses were in the lower range of previously published 
face-to-face study means (Tab.2.1). Second, therapists’ estimated population-level 
arousal initial scores were low, clients’ estimated population-level arousal initial 
scores were especially low. Third, therapists’ population-level arousal slopes were 
negative, indicating that their arousal tended to decrease across sessions. With these 
findings in mind, we consider several possible explanations consistent with the 
emerging empirical literature.

2.3.1  The Online Calming Effect Hypothesis

The online calming effect proposes that therapists and clients experience the online 
environment as more comfortable and less threatening than the face-to-face milieu. 
Cohen and Kerr’s (1998) online clients rated their mood “right now” as less aroused 
than their face-to-face clients. Likewise, in this chapter’s featured study (reported by 
Reynolds et al., 2013), online therapists and clients who were exposed to the online 
environment during their therapeutic exchanges, reported modestly (therapists) or 
substantially (clients) lower arousal ratings than clients in benchmark studies of face-
to-face therapy.

Anecdotally, some of our clients anonymously stated that they were able to tolerate 
online therapy better than face-to-face therapy consistent with the interpretation that 
clients’ experience a calming influence of the online environment.
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Clinically, if the our proposed hypothesis is supported by further research, it may 
suggest a basis for triage. Therapists might take advantage of the proposed online 
calming effect by addressing client problems that are relatively accessible with lower 
emotional arousal by adding online therapy into their repertoire of services (Carryer & 
Greenberg, 2010). The online calming effect may be accentuated for more experienced 
therapists given that they may employ more effective or time-tested techniques to 
remain emotionally grounded and centered during their sessions which attenuate 
their internal arousal (Hersoug et al., 2001). If online therapy is experienced as more 
comfortable, it may offer a less threatening alternative to face-to-face psychotherapy, 
especially for those new to online therapy who wrestle with anxiety disorders like 
social anxiety disorder (Suler, 2010).

This speculation dovetails with the social networking literature whereby people 
have evidenced a preference for online social interaction based on the belief that 
they are safer, more efficacious, more confident, and more comfortable in computer-
mediated communication than face-to-face interactions (Caplan, 2003). People with 
this preference for online social interaction often have psychosocial difficulties (such 
as social anxiety, shyness, and reduced self-esteem) and are drawn to interpersonal 
aspects of the Internet (Caplan & High, 2010).

An alternative explanation of online participants’ lower Aarousal ratings is the 
longer delay in reporting (Reynolds & Stiles, 2007). Most of the previous face-to-face 
participants completed the SEQ immediately after their sessions (e.g., Stiles & Snow, 
1984, p. 6 and Cummings et al., 1993, p. 159) whereas most of our online participants 
did so later. In principle, the activating influence of online participants’ therapeutic 
encounter could have decreased with the greater time from their online exchanges so 
that their scores underestimated their actual post-session degree of arousal. However, 
comparisons between forms completed early and late provided no evidence that 
reporting delay affected arousal levels (see Reynolds et al., 2013).

2.3.2  Limitations and Practice Implications

The proposed online calming effect hypothesis is very tentative, given the limited 
number of participants, their narrow demographics, the limited number of therapist 
orientations represented, the restricted presenting problem range of the clients, and 
the relatively low reliability of the crucial arousal index. Also, we cannot rule out 
possible self-selection biases because our participants volunteered to take part in this 
study and because clients self-selected to enter online rather than face-to-face therapy. 
Further, our lack of a randomized comparison group admits the possibility that other 
phenomenon (such as poor stimulus quality resulting from lack of nonverbal cues) 
rather than the online calming effect may be responsible for the lower arousal ratings 
we observed in online therapy. Finally, we note that some authors have suggested that 
arousal may be important to the therapeutic change process (Greenberg & Safran, 
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1989; Mahoney, 1991; Robins & Hayes, 1993), opening the possibility that an online 
calming effect might not necessarily be desirable for effective therapy.

On the other hand, our results offer qualified encouragement for future therapists 
and clients who are considering using online therapy. Finding that impacts of online 
therapy are at least as positive as those of face-to-face therapy support the argument 
that online text exchanges can be a legitimate manner of conducting psychotherapy.
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3  Feeling Anxious without It: Characteristics 
of People Prone to Facebook Addiction

Abstract: Previous research has found that Facebook can provide its users with a 
place for self-presentation and increase their perceived social support, self-esteem, 
and subjective well-being. It is argued in this research that the margin of gratification 
Facebook brings to its users is lower for those who are higher in subjective well-
being or self-esteem and higher for those feeling lonely, shy, or concerned with 
others’ perceptions of them. Therefore, those with low subjective well-being or low 
self-esteem, and those feeling lonely, shy, or concerned about how others perceive 
them, are hypothesized to feel more anxious than their counterparts if they cannot 
use Facebook for three days. Using a probability sample, undergraduate students at a 
state university in Utah were solicited to take an online survey in April and May 2012. 
The findings supported all of the hypotheses. The results indicated that those with 
high subjective well-being or high self-esteem are less likely to have the problem of 
Facebook addiction, while those people feeling lonely, shy, or concerned with others’ 
perceptions of them are more likely to have this problem. 

3.1  Introduction and Literature Review

Previous research has indicated that Facebook brings some benefits to its users, 
such as strengthening perceived social and emotional support (Ellison, Steinfield, & 
Lampe, 2007; Manago, Taylor, & Greenfield, 2012), boosting self-esteem (Gonzales & 
Hancock, 2011; Valkenburg, Peter, Schouten, 2006), and enhancing subjective well-
being (Kim & Lee, 2011). In addition, Facebook provides a place for self-presentation 
(Nadkarni & Hofmann, 2012) and entertainment (Special, Li-Barber, 2012). Because of 
the benefits Facebook provides to its users, some people gradually become addicted 
to it. For example, on June 19, 2014, when Facebook was down for a brief period of 
time, many people around the world experienced some anxiety. The purpose of this 
research is to identify the people who are prone to Facebook addiction; specifically, 
this study identifies the characteristics of individuals who would feel anxious if they 
could not use Facebook for three days. 

One reason why some people get addicted to Facebook is because of the rewards 
they receive when using it. As mentioned above, Facebook can increase individuals’ 
happiness or subjective well-being (Kim & Lee, 2011).  Individuals who already 
have a high level of subjective well-being, however, may experience less reward 
from Facebook than their counterparts of low subjective well-being. Put differently, 
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the margin of gratification Facebook contributes to the former is lower than that to 
the latter. Therefore, happy people are less likely to feel anxious if they cannot use 
Facebook. 

In the same way, if Facebook is used to boost self-esteem, those with low self-
esteem might find using Facebook more rewarding than those with high self-
esteem, since Facebook brings a larger margin of gratification to the former. As 
previous research has found, those low in self-esteem spend a greater amount of 
time on Facebook (Kalpidou, Costin, & Morris 2011; Mehdizadeh, 2010), have a 
higher frequency of logins or updates on their Facebook page (Mehdizadeh, 2010), 
accumulate a larger number of Facebook friends (Lee, et al. 2012), and include more 
strangers on their Facebook page than those with high self-esteem (Acar, 2008). 
Therefore, they are more likely to feel anxious if their access to Facebook is denied. 
Based on this argument, the first two hypotheses were formulated:

 Hypothesis 1. Those who are happy are less likely to feel anxious if they cannot 
use Facebook for three days.
 Hypothesis 2. Those who have high self-esteem are less likely to feel anxious if 
they cannot use Facebook for three days.

Another benefit Facebook brings to its users is perceived social and emotional 
support (Ellison, Steinfield, & Lampe, 2007; Manago, Taylor, & Greenfield, 2012).  
Following the logic of margin of gratification, those who feel lonely or shy might find 
Facebook more attractive. Previous research has found that those who feel lonely are 
more likely to use Facebook (Ryan & Xenos, 2011), and they also have more Facebook 
friends than their counterparts (Skues, Williams, & Wise); shy people spend more 
time on Facebook (Orr, et  al., 2009) and express more favorable attitudes toward 
Facebook (Orr, et al., 2009). Therefore, when Facebook access becomes unavailable, 
lonely or shy people are more likely to feel anxious than their counterparts. Based on 
the arguments above, the following two hypotheses were formulated: 

 Hypothesis 3. Those who feel lonely are more likely to feel anxious if they cannot 
use Facebook for three days.
 Hypothesis 4. Those who are shy are more likely to feel anxious if they cannot use 
Facebook for three days.

Facebook provides a place for self-presentation (Nadkarni & Hofmann, 2012). 
Previous research has identified various strategies that internet users employ to 
present themselves in a favorable way, such as presenting an ideal self (Ellison, 
Heino, & Gibbs, 2006), managing the styles of their languages (Adkins & Brashers, 
1995; Ellison, Heino, & Gibbs, 2006; Lea & Spears, 1992; Walther, 2007), carefully 
selecting pictures (Ellison, Heino, & Gibbs, 2006), highlighting positive attributes 
(Ellison, Heino, & Gibbs, 2006),  showing connections with certain people or symbols 
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(Dominick, 1999; Schau & Gilly, 1999; Walther, et  al., 2008), or having deeper self-
disclosures (Tidwell & Walther, 2002). For those who are concerned about others’ 
perceptions of them (high self-monitors), Facebook serves as a platform where they 
can present a desirable image as well as a channel through which they can receive 
others’ approval. A relevant study found that those with a need to feel popular disclose 
more information on Facebook (Christofides, Muise, & Desmarais, 2012).  Therefore, 
if they cannot use Facebook, they will lose one platform of self-presentation and one 
channel of social approval, which might make them anxious. Based on the argument 
above, the following hypothesis was formulated: 

 Hypothesis 5. Those who are concerned about how others perceive them are more 
likely to feel anxious if they cannot use Facebook for three days.

Previous research has found that the use of Facebook is related to certain 
demographic variables. For example, women have more Facebook friends than men 
(Acar, 2008), spend more time on Facebook than men (Acar, 2008), and are more likely 
than men to report losing sleep because of Facebook (Thompson & Lougheed, 2012), 
and feel addicted to Facebook (Thompson & Lougheed, 2012). Adolescents spend 
more time on Facebook than adults (Christofides, Muise, & Desmarais, 2012), and 
they also disclose more information on Facebook than adults (Christofides, Muise, & 
Desmarais, 2012). Therefore, gender and age, as well as marital status, were included 
in this research, and the frequency distribution of these demographic variables was 
mentioned previously in this chapter.

3.2  Method

3.2.1  Participants

An online questionnaire was sent to undergraduate students at a state university 
in Utah through the university’s Institutional Research Department in April and 
May 2012. A probability sample of 8,000 students enrolled in Fall 2011 was chosen 
for this research; 1,059 of them responded to the survey, and 830 completed all of 
the questions asked in the survey. Among these participants, 44% were men, and 
84.3% were White. The mean age was 27.71. About 10% of the respondents were single 
with a steady dating partner, and 31% were married at the time of the survey. The 
demographic information is presented in the Appendix.
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3.2.2  Measures

The dependent variable, Facebook addiction, was measured by this statement, “I 
would feel very anxious if I could not use Facebook for 3 days.” Strongly disagree was 
coded as 1; disagree was coded as 2; Don’t know was coded as 3; Agree was coded as 
4; and Strongly Agree was coded as 5. The independent variables were all measured 
by a 5-point Likert scale. Respondents were asked to rate their level of agreement with 
some statements, and 1 indicated strongly disagree; 2 indicated disagree; 3 indicated 
don’t know or no opinion; 4 indicated agree; and 5 indicated strongly agree. Happiness 
or subjective well-being was measured by the statement, “I am a very happy person” 
(mean = 4.15; standard deviation = .79); self-esteem was measured by the statement, 
“I believe I can succeed in everything I do” (mean = 4.00; standard deviation = .89); 
self-monitor was measured by the statement, “I am very concerned about how others 
perceive me” (mean = 2.9; standard deviation = 1.18); loneliness was measured by the 
statement, “I feel very lonely” (mean = 2.29, standard deviation = 1.16); and shyness 
was measured by the statement, “I am very shy” (mean = 2.48; standard deviation = 
1.20).

3.3  Results

Among the 830 respondents who answered all of the questions, the majority of them 
indicated that they strongly disagree (56.6%) or disagree (29%), while 61 (or 7.3%) 
indicated that they agree, and 9 (or 1.1%) indicated that they strongly agree with 
the statement, “I feel very anxious if I could not use Facebook for 3 days.” In other 
words, 70 (or 8.4%) of the respondents appear to have had the problem of Facebook 
addiction; that is, they would feel very anxious if they could not use Facebook for 3 
days. 

The bivariate correlation coefficients are presented in Table 1. As predicted in 
hypotheses 1 and 2, happy people (r = -.11; p < .01) and those with higher self-esteem 
(r = -.14; p < .001) were less likely to feel anxious if they could not use Facebook for 
3 days. Also, as predicted in hypotheses 3, 4, and 5, those feeling lonely (r = .21; p < 
.001), shy (r = .11; p < .01), or concerned about how others perceive them (r = .23; p < 
.001) were more addicted to Facebook. In addition, married, male, and older people 
were less likely to have the problem of Facebook addiction. A cross-tab analysis 
between gender and Facebook addiction revealed that women were twice as likely as 
men to experience Facebook addiction: About 11.3% of female participants and 4.6% 
of male participants would feel very anxious if they could not use Facebook for 3 days 
(t = 3.70, p < .001).
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Table 3.1. Bi-variate correlation coefficient matrix

Variables 1. 2. 3. 4. 5. 6. 7. 8. 9. 10.

1. Feeling anxious 
without 
    using Facebook 

1.00

2. Subjective well-
being

-.11** 1.00

3. Self-esteem -.14***  .43*** 1.00

4. Loneliness  .21*** -.42*** -.28*** 1.00

5. Shyness  .11** -.35*** -.23***  .46*** 1.00

6. Self-monitor  .23*** -.15*** -.12***  .41***  .26*** 1.00

7. Dating  .05 -.05 -.07* -.01  .02  .05 1.00

8. Married -.07*  .10**  .09* -.28*** -.14*** -.10** -.23*** 1.00

9. Gender (male) -.14*** -.04  .06 -.05 -.02 -.11** -.05  .03 1.00

10. Age -.10** -.04 -.00 -.07* -.08* -.10** -.15***  .32***  .03 1.00

* p<0.05; ** p<0.01; *** p<0.001

Since Facebook addiction was related to gender, age, and marital status, and was also 
related to some independent variables, these demographic variables were controlled 
in the multiple regression analysis. The results of the multiple regression analysis are 
presented in Table 2. After controlling for the demographic variables, the association 
between Facebook addiction and these independent variables remained significant. 
As predicted in hypotheses 1 and 2, those with higher subjective well-being (β = -.11; 
p < .01) or higher self-esteem (β = -.13; p < .001) were less likely to feel anxious if 
they could not use Facebook for 3 days. In addition, those feeling lonely (β = .21; p 
< .001), shy (β = .10; p < .05), or concerned about how others perceived them (β=.21; 
p<.001) were more likely to have the problem of Facebook addiction, as expected in 
hypotheses 3, 4, and 5. Men were less likely than women, and older people were less 
likely than younger people to be addicted to Facebook.
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Table 3.2. Multiple Regression Analysis of Facebook Addiction on Selected Independent Variables 
(Standardized Coefficients)

Independent variables

Subjective well-being -.11**

Self-esteem -.13***

Loneliness  .21***

Shyness  .10*

Self-monitor  .21***

Dating  .02  .02  .04  .02  .02

Married -.03 -.04  .02 -.04 -.03

Gender (male) -.13*** -.11** -.11** -.12** -.10**

Age -.09* -.08* -.07 -.07 -.06

F-value 5.84*** 6.45*** 9.70*** 5.45*** 10.91***

R2   .04   .04   .06   .04   .07

N  717  714  710  707  710

* p<0.05; ** p<0.01; *** p<0.001

3.4  Discussion and Conclusions

As previous research has found, Facebook can provide its users a place for self-
presentation and increase their perceived social support, self-esteem, and subjective 
well-being. Based on previous research, in this study it was anticipated that the 
margin of gratification Facebook brings to its users would be low for those who were 
high in subjective well-being or self-esteem, and high for those feeling lonely, shy, or 
concerned about others’ perceptions of them. The findings of this study supported 
these hypotheses. That is, people with high subjective well-being or high self-esteem 
were less likely to feel anxious if they could not use Facebook for three days, and 
people feeling lonely, shy, or concerned about how others perceived them were prone 
to Facebook addiction. In addition, women and younger people were more likely than 
men and older people to feel anxious if they could not use Facebook for three days, 
indicating that Facebook brought a higher margin of gratification to them than to 
their counterparts. 

The results of this research imply that Facebook outage might serve as an 
assessment for individuals’ psychological states. Compared with their counterparts, 
those who feel anxious without access to Facebook are less happy, have lower self-
esteem, tend to feel lonely or shy, and have concern about how others perceive them. 
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While using Facebook might satisfy their needs, they can also think about alternative 
activities that enrich their lives, as well as find out some causes of their psychological 
traits that are associated with Facebook addition. Either way, when Facebook is down, 
some alternatives rise up.

The current research has two major limitations. First, this research used a 
single question for each of the dependent and independent variables. Although this 
research did shed some light on the possible connections between personalities and 
Facebook addiction, future research could advance this study by using an established 
measurement of Facebook addiction, as well as some personality characteristics, 
such as happiness, self-esteem, loneliness, shyness, and self-monitoring. Second, 
although this research used a probability sample, recruiting undergraduate students 
taking classes from various academic disciplines, the participants’ homogeneity 
limits the generalization of the results. Therefore, future research should examine 
people of different age groups and ethnic backgrounds, and people living outside 
Utah, to see whether similar patterns appear. These two major limitations open up 
opportunities for future research. 
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Appendix:  
Operationalization of Variables, Mean, and Standard Deviation

Variables Survey items and coding Min. Max. Mean St.d.

1. Facebook addiction Please rate your level of agreement with 
this statement, “I feel very anxious if I 
could not use Facebook for 3 days.” 1. 
Strongly disagree; 2. Disagree; 3. Don’t 
know. 4. Agree; 5. Strongly agree.

1 5 1.67   .95

2. Subjective well-being Please rate your level of agreement 
with this statement, “I am a very happy 
person.” 1. Strongly disagree; 2. 
Disagree; 3. Don’t know. 4. Agree; 5. 
Strongly agree.

1 5 4.15   .79

3. Self-esteem Please rate your level of agreement with 
this statement, “I believe I can succeed 
in everything I do.” 1. Strongly disagree; 
2. Disagree; 3. Don’t know. 4. Agree; 5. 
Strongly agree.

1 5 4.00   .89

4. Loneliness Please rate your level of agreement with 
this statement, “I feel lonely” 1. Strongly 
disagree; 2. Disagree; 3. Don’t know. 4. 
Agree; 5. Strongly agree.

1 5 2.29 1.16

5. Shyness Please rate your level of agreement 
with this statement, “I am very shy.” 1. 
Strongly disagree; 2. Disagree; 3. Don’t 
know. 4. Agree; 5. Strongly agree.

1 5 2.48 1.20

6. Self-monitor Please rate your level of agreement with 
this statement, “I am very concerned 
about how others perceive me.” 1. 
Strongly disagree; 2. Disagree; 3. Don’t 
know. 4. Agree; 5. Strongly agree.

1 5 2.90 1.18

7. Dating What is your current marital status: single 
with a steady dating partner was coded 
as 1; others were coded as 0.

0 1   .10   .30

8. Married What is your current marital status: 
married was coded as 1; others were 
coded as 0.

0 1   .31   .46

9. Gender (male) What is your gender? 1. Male; 0. Female 0 1   .44   .50
10. Age What is your age? 18 73 27.71 9.14
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4  What Determinants Matter When Users 
Engage in Particular Collaborative Storytelling 
Websites? Exploring Attractive Gamification 
Features and Design Guidelines

Abstract: Gamification refers to the incorporation of game mechanics into non-
game settings, which aims to increase user’s engagement with the product or service 
and facilitate certain behaviors. Gamification receives considerable attention for 
various social networking services and product design. Specifically, gamification is 
considered as the predictor of the user’s engagement with collaborative storytelling 
websites. Although previous studies have mentioned a broad range of factors that may 
influence gamification, they neither depicted the actual design features nor relative 
attractiveness among them. In line with this, the present aims to identify attractive 
gamification features for collaborative storytelling websites. We first constructed a 
hierarchical system structure of gamification design for collaborative storytelling 
websites and conducted a focus group interview with eighteen frequent users to 
identify 35 gamification features. Following this, the relative attractiveness of these 
gamification features was determined by administrating an online survey to 6333 
collaborative storytelling websites users. The results indicated that the top 10 most 
attractive gamification features could account for more than 50% of attractiveness 
among these 35 gamification features. The feature of unpredictable time pressure is 
important to website users, yet was not revealed in previous studies. Based on these 
findings a number of design guidelines were created for gamification in collaborative 
storytelling websites.

4.1  Introduction

As a text based social networking service, a collaborative storytelling website allows 
users, without limitations of time and place, to collaborate on shared stories.1-3 
At present popular collaborative storytelling websites such as Protagonize.com, 
Storybird.com, and Flickspin.com always attract myriads of users to discuss and 
collaborate on stories online. In collaborative storytelling websites, users can not 
only work together in teams to create collaborative stories but also feed off of each 
other’s ideas, devising more creative stories together. Importantly, collaborative 
storytelling websites have educational potential by providing story materials 
and support to help users develop interpersonal and story-related skills through 
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organizing, communicating, evaluating, and transforming life experience into 
words.2 Moreover, collaborative storytelling websites provide connection with 
other social networking services such as instant messengers, Facebook, and 
Twitter, which not only amplify its social influence between users, but facilitate 
more user to user interactions and negotiations.4 Thus, collaborative storytelling 
websites have received considerable attention from both educators and internet 
researchers. 

Some studies have considered gamification design as one critical factor that 
contributes to the success of collaborative storytelling websites because of its fun 
and interactivity.5, 6 The definition of gamification refers to the incorporation of game 
mechanics into non-game settings, which aims to increase user’s engagement with the 
product or service and facilitate certain behaviors.7 Recently, gamification is widely 
used for increasing user’s interaction and engagement in a variety of domains such 
as business and marketing, 8 health and wellness,9 education and training,7corporate 
and vocational training,10  as well as public policy and the government.10 So far 
collaborative storytelling websites effectively attract and maintain users via various 
gamification designs, such as leaderboards and badges.7 Moreover, the gamification 
features attract uses by providing fun and flow experience as users create and 
collaborate on stories together, which result in more daily users and higher average 
time spent on sites.5 Gamification essentially functions as entertainment which makes 
collaborative storytelling website users enjoy actively participating and engaging with 
others. Consequently, gamification plays a critical role in the survival of collaborative 
storytelling sites.

Prior studies have been conducted to identify the influences of gamification. 
Many studies have examined the role of achievement aspects (such as goal setting and 
status) in facilitating gamification design through increasing user’s self-efficacy and 
recognition.5, 9-11 Some scholars have argued that the gamification design relies heavily 
on the support of interpersonal relationship aspects.12-16 Furthermore, other studies 
have examined how role-playing aspects foster user’s engagement with products or 
services through increasing self-identity and fun. 17-19 While aforementioned studies 
have mentioned a broad range of factors that may influence gamification, these 
studies depicted neither the actual design features (design guidelines) nor relative 
attractiveness of them. Identifying the attractive design features for gamification 
could establish significant milestones in how to make attractive collaborative 
storytelling websites.

This study aims to identify gamification features for collaborative storytelling 
websites. Following this, the relative attractiveness of these gamification features 
will be examined. Doing so would help website developers focus on those aspects 
with the greatest weight and identify the best design strategy for improving websites’ 
attractiveness through gamification. 
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4.2  Systematic framework of gamification design

In this study, we first attempted to construct a hierarchical model to represent the 
systematic structure of gamification design. After reviewing gamification factors from 
relevant literatures, we then conducted a discussion with four website designers 
on these factors and corresponding design mechanics for collaborative storytelling 
websites. Therefore, through this process, some factors may be excluded because 
they are lacking corresponding design mechanics for collaborative storytelling 
websites. All gamification factors discussed in this study can be divided into three 
main components: achievement, interpersonal relationship, and role-playing. 
Achievement means users are motivated by a need to achieve goals or accomplish 
something through difficult tasks and repeated efforts, including such design factors 
as rewards, goal setting, reputation, and status. 5, 9-11 Interpersonal relationship refers 
to the process that facilitates the formation of social networks that connects users 
with whom the user interacts, including instruction, competition, and altruism.12-16 

Role-playing refers user sees the world based on the viewpoint of their role, including 
such design factors as group identification, self-expression, and time pressure.17-19 The 
role and user are not only closely interconnected with each other but also allow users 
to accomplish their goals at the personal and social levels. Various sets of gamification 
features associated with each design factor in the second level are linked to the third 
level. The hierarchical framework of gamification design in this study is shown in 
Figure 4.1.

Figure 4.1 Hierarchical system structure of gamification of collaborative story telling websites
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4.2.1  Achievement

Rewards. Rewards refer to the gamification factors that satisfies users shared need and 
motivates them to implement certain behaviors. 10, 17 For example, users are motivated 
to create more stories with others in order to receive more and more rewards from 
websites. At present, gamification design mechanics of rewards includes tangible 
reward (i.e. points or virtual currency) and intangible rewards (praise or recognition 
from others) that users can see and use to benefit themselves.10 The rewards 
mechanism operates in terms of earning points or the equivalent (like frequent-flyer 
miles) and effectively forms a reward-behavior cycle.19 That is, the more time a user 
invests in the expected behaviors, the more rewards they will receive from websites. 

Goal setting. Goal setting is related to the most motivating goals that are just out 
of comfortable reach.20 Users always conduct certain behaviors toward a specified 
goal because the fun and interest of goal seeking is often the primary reward itself.21 In 
the context of collaborative storytelling websites, user’s goals may comprise personal 
level goals (i.e. individual achievement and learning) or group level goals (i.e. group 
achievement and belonging). So far the gamification design mechanics of goal setting 
mainly operates in two ways, explicit signs (i.e. trophies and badges) and progress 
towards goals (i.e. progress bars or percentage).10 

Reputation. Reputation refers to the system that facilitates user’s behaviors based 
on the estimation of recognition held by other users.21-23 The idea of a reputation has 
been widely adopted by online shopping websites, such as eBay and Amazon.com, to 
increase the reliability of systems, reduce risks between users, and help users decide 
whether to interact with other users based on the experiences of third-party users. 
In the setting of collaborative storytelling websites, reputation can be seen as an 
effective tool for determining the trustworthiness of users or the reliability of story. 
For the moment gamification design mechanics of reputation include special titles or 
highlighted personal profiles within the community.7 

Status. As users join a social group, status refers to the user’s need for recognition, 
fame, prestige, attention, and other user’s respect.10, 21 Status serves as user’s desire 
to be recognized and foster users to achieve goals enthusiastically. For collaborative 
storytelling websites, the status also represents user’s contribution on creating stories 
and participating in websites’ activities. A quantified approach is often used for 
representing design mechanics about user’s status, such as experience points and 
level-up.10

4.2.2  Interpersonal relationship

Instruction. As new users (also called newbies) enter into a system, some instructions 
are required to teach them the social norms.21, 24 Instruction not only functions as the 
social shaping of user activities but also assists users in mastering the whole system 
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in an efficient way. In the context of collaborative storytelling websites,instruction 
helps users to learn communication and teamwork skills as they collaborate with 
others. “Nonce helper” and billboard is usually used for representing the gamification 
mechanics of instruction in collaborative storytelling websites.3

Competition. Competition refers to the user’s desire to compete with others, 
including reaching high scores in order to defeat others, with the winning user 
receiving a prize or benefit.10, 11Thus, users enjoy the striving for the advantages of 
winning and will go on competing with others. The gamification design mechanics of 
competition is leaderboards, which lists winners among all competitors.10 

Altruism. Altruism is user’s desire to bridge and maintain relationships with 
others through conducting certain behaviors, such as gift-giving or ask for help 10, 21. 
Trivers 25 has suggested altruism to be the user’s desire to conduct reciprocal behaviors 
with others on the basis of trust. Altruists indirectly contribute to their fitness through 
reciprocation with others.10In the context of collaborative storytelling websites, 
support for gift-giving and charity are the most popular altruistic behaviours. 
Specifically, altruism is also considered as a strategy to attract new users.10, 21 For 
instance, users may receive a gift from someone that pulls them into the game, and 
then they’re incented to send gifts to friends, eventually creating a acquisition loop. 

4.2.3  Role-playing

Group identification. Group identification represents user’s affective and cognitive 
loyalty to the group as users participate together.10, 26-28 Users with higher group 
identification are often willing to remain in group permanently and to strive toward 
the goals, obey the guild managers’ commands, and devote themselves to group 
affairs.29 At present the gamification design mechanics of collaborative storytelling 
websites are self- organized quest teams or members’ family.

Self-expression. Self-expression refers to users’ desire to express their autonomy and 
originality, which shapes their unique personalities.10, 21 User’s self-expression involves the 
user’s feeling of social toleration, life satisfaction, public expression, and an aspiration to 
liberty. Gee 30 conducted a study on digital game based learning, also considered assisting 
users to build their self-identity in virtual world can facilitate user’ involvement. To show 
off user’s uniqueness on collaborative storytelling websites, the gamification design 
mechanics of self-expression are virtual goods, spaces, and avatars.10, 19 

Time pressure. Time pressure means giving users time limits to conduct certain 
behaviors in order to encourage them to interact heavily during this period 5, 21. For 
users, creating time pressure can produce more emotional feedback and encourage 
greater participation as the time pressure is connected to their goals. For example, 
some mobile applications set a 5 second time limit to find the targets, which 
encourages the user to interact with application heavily during this period.   As a 
player fails, a new game automatically starts 5 seconds later. The gamification design 
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mechanics of collaborative storytelling websites employed to create a sense of time 
pressure include countdown timers, time bars, and check points.10 

4.3  Identifying gamification features for collaborative storytelling 
websites

A focus group interview was conducted with the purpose of identifying the 
gamification features of collaborative storytelling websites. Materials, subjects, and 
results of interview are described below. 

4.3.1  Materials

Three websites including Protagonize.com, Storybird.com, and Flickspin.com were 
used in this study. These three websites are representative collaborative storytelling 
service providers, with a myriads of users worldwide. 

4.3.2  Participants and Procedures

The survey was advertised on several strorytelling forums to recruit volunteers to 
participate. Eighteen experts, consisting of nine male and nine female story website 
users, were selected for the interview. All of them are frequent story creators and have 
at least five years story writing experience.  All users were asked to identify and discuss 
gamification features based on the proposed systematic gamification framework..

4.3.3  Results 

To improve the features, three human-computer interaction experts were invited 
to examine the framework. These experts reviewed all features of the framework, 
considering the significance and rationality. Finally, thirty-five gamification features 
were developed following the in-depth interviews, as shown in Appendix 1.

4.4  Determining the relative attractiveness of gamification 
features

This study asked collaborative storytelling website users to identify the 35  proposed 
gamification features. Following this, a fuzzy-AHP methodology was applied to 
determine the relative attractiveness of the various gamfication features.
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4.4.1  Questionnaire design and data collection

A questionnaire was developed for the present study to gather collaborative 
storytelling website user’s assessments of the relative attractiveness of the different 
gamification features in a pair-wise comparison data input format based on the 
hierarchical structure (see Fig. 1) and gamification features described above. The 
questionnaire used a nine-point rating scale which assessed therelative attractiveness 
of each gamification feature, for example, as equally attractive, moderately attractive, 
strongly attractive, very strongly attractive and extremely attractive, as suggested by 
Saaty31 (see Appendix 2 for an example of the Fuzzy AHP questionnaire). To validate 
the instrument, the questionnaire was first pilot tested with thirty evaluators. All 
evaluators had more than 3 years’ experience using collaborative story telling 
websites. They were asked to comment on the relevance, clarity, and meaningfulness 
of the criteria. Therefore, the questionnaire has confirmed content validity. After this 
we administered the questionnaire through an internet survey and recruited 6333 
users who had used collaborative storytelling websites. After primary data analysis, 
we deleted incomplete questionnaires and outlier data, leaving us with 5566 valid 
samples (87.9 %) for use in this study. The gender distribution of participants was 2639 
(47.4%) males and 2927 (52.6%) females. The age range was included 21-30 (34.7%), 
31-40 (39.2%), 41-50 (10.6%), 51-60 (10.1%), 61 and above (5.4%). Additionally, 12.7% 
of the same had experience using collaborative storytelling websites for less than a 
year, 31.4% had experience for 1–2 years, and 55.9 % had experience of more than two 
years.

4.4.2   Data Analysis

There were seven steps in our proposed fuzzy-AHP approach. We first used triangular 
fuzzy numbers to construct the fuzzy comparison matrix. Second, we integrated 
the collected user’s assessments of each gamification features design factor and 
design components using the fuzzy average method proposed by Buckley32. Third, 
we computed the fuzzy weight of each gamification feature using the Approximation 
Method introduced by Buckley32. Fourth, the Center of Gravity Method, a defuzzifying 
method proposed by Tzeng and Teng 33, was performed to defuzzify the weight of 
each gamification feature. Fifth, we normalized the weights of all gamification 
features. Sixth, we aggregated each level of the proposed gamification framework and 
calculated the relative attractive value of the fuzzy weight for each feature at factor 
levels. Finally, we computed the consistency index (CI) and consistency ratio (CR) 
for each fuzzy comparison matrix. The detailed process of data collection and the 
proposed fuzzy-AHP model are described in Appendix 3.
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4.4.3  Results

Among the 35 fun gamification features, the top 10 most attractive features, listed in 
Table 1, account for more than 50% (57.47%) of gamification attractiveness.

Table 4.1. Top 10 attractive gamification features for collaborative storytelling websites

Gamification features Contribution 
(%)

Accumulative 
contribution (%)

GF2: The relationship between action and reward is clear.        9.30 9.30

GF35: The types of time pressure are unpredictable. 7.66 16.96

GF18: Instruction is easy to learn.  7.25 24.22

GF27: Building groups with other users to accomplish a story is 
helpful.  

6.00 30.22

GF8: Badges types are diverse and interesting. 5.81 36.02

GF20: Instructions presented within the websites are not too 
complex.

5.23 41.26

GF21: Types of Leaderboard are diverse.            4.95 46.21

GF1: Points can be accumulated easily. 4.17 50.38

GF33: Behaviors are quick and based on well-timed responses to 
changes in the situation  

3.64 54.01

GF24: Gifts are creative.        3.46 57.47

4.5  Discussion 

4.5.1  General Discussion

For the purpose of this chapter, the top five attractive gamification features are 
discussed below. 

The most attractive gamification feature is “the relationship between action 
and reward is clear”. It means the collaborative storytelling website users pay more 
attention to feedback after conducting certain behaviors. Users prefer to know the 
immediate consequences of his or her behavior. It also reflects the websites’ need to 
assist users map their behaviors with rewards intuitively. This finding is consistent 
with previous studies. Norman 34 considers that natural mapping provides users with 
immediate feedback on their controls because it reduces user’s effort and memory load. 
In addition, Ducheneaut and Moore18, conducted a survey on Massively Multiplayer 
Role-Playing Games (MMORPGs), finding that a clear relationship between action and 
rewards can foster user’s motivation, and drive users to engage in activities more.
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The second most attractive gamification feature is that “the types of time pressure 
are unpredictable”. This gamification feature makes users involved because they have 
to respond to various unexpected events within a collaborative storytelling website. 
The feature may be related to challenge, which is a basic intrinsic motivation of users. 
Users may be attracted by the challenges proposed by unpredictable time pressure. 
Surprisingly, this finding has not been revealed in the previous literature.

The third most attractive gamification feature is “instruction is easy to learn,” 
which means that users emphasize the learnability or usability of websites’ 
instructions. This finding is consistent with Crawford’s study, 35 which found that 
good instructions enable users to master the system effectively, which increases their 
involvement. 

“Building groups with other users to accomplish a story is helpful ” is the fourth 
most attractive gamification feature. This feature reflects users need to be socialized 
or affiliated with groups as they write stories online. This finding is consistent with 
Gee’s research, which stated that users constitute an “affinity group,” in which they 
work together under the same goals.30 Moreover, Hsu et al. (2009) also found that self-
organized groups will form experience social bonding effect, which increase user’s 
engagement with activities.

 Finally, “Badge types are diverse and interesting” is the fifth most attractive 
feature, which suggests that players are attracted by badges and enjoy attempting 
to collect all of them. This finding is also consistent with previous studies. Law 
and his colleagues36, conducted a study on the relationship between gamification 
and sustainability of mobile applications, and proposed that badge collection is an 
important enhancer of user’s involvement. As users enjoy collecting different kinds of 
badges, they are more likely to engage in using mobile applications. 

4.5.2  Design guideline for implementing gamification in collaborative story telling 
websites

The gamification features introduced in this study present some of the most 
attractiveness elements for users. Based on these features, the following guidelines 
were designed to enable website owners to attract more users.

Encourage social events and group activities
Websites could display information regarding upcoming social events or 

invitations to group activities as users log onto websites. Increased participation in 
social events translates into higher user engagement with the website.

Build rapid feedback cycles for users – 
To improve usability, providing immediate feedback facilitiates users progressing 

to new tasks and new skill levels. Especially for new comers, websites should give 
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users direct feedback as instructions in order to to assists  in improving their story 
writing skills.

Adjust in-website tasks to skill levels 
Like computer games always attract users since it allow users foreseen the success 

of game, website designers should design tasks with different levels adapted to user’s 
different skill levels. Challenging tasks increase user’s likelihood of stay longer, as 
opposed to frustrating tasks.

Assist users to improve their skills through social incentives 
Users can receive recognition for writing achievements by peers helping users 

to develop their identity on the website. Social recognition also motivates users to 
improve their skills.

Motivate users to give others’ reward or social recognition 
In the game World of Warcraft (WoW), player groups often use a special scoring 

system called Dragon Kill Point (DKP) for promoting collaboration among members. 
DKP provides transparent information of each member’s task allocation and 
involvement, which is the same as groupware in the real-world setting. In collaborative 
storytelling websites, users can get recognition and rewards for their participation 
with storytelling activities. Users also have to learn to reward other users in order to 
promote social bonding and a sense of belonging between user groups.

Enable website users to try as many new identities and roles as possible
In most online games, players can assume different identities and perform 

different roles. In collaborative storytelling websites, users can also be allowed to try 
different sides of themselves and gain a more immersive experience.

Encourage mutual competition among users to facilitate valuable behaviors
Website designers can design various challenges tailored to the user’s level of 

writing skill, increasing the difficulty of these challenges as the users acquires new 
skills. Challenging tasks are also more fun for users and increase their engagement 
with the website. 

4.6  Conclusion

This study aimed to identify attractive gamification features in the context of 
collaborative storytelling websites. Using an empirical method we propose 35 attractive 
gamification features of collaborative storytelling websites. Among these attractive 
gamification features, the feature of “the types of time pressure is unpredictable”, 
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was identified and was not yet revealed by previous studies. A reasonable explanation 
may be that users tend to enjoy something which is challenging and immerse. 

This research has both theoretical and practical contributions. From a theoretical 
standpoint, this study presented a systematic framework for studying gamification 
in collaborative storytelling websites or similar environments. This study not only 
confirms but also extends the current line of research on gamification. 

On the practical side, the findings can serve as a reference framework to assist in 
the design and development of collaborative storytelling. Also, the questionnaire used 
in the study can also be employed to evaluate attractiveness of specific gamification 
dimensions to improve their function and design.

Limitations of this research should be noted. We do not suggest that the factors 
we have discussed represent an exhaustive list, in that other possible gamification 
factors may not have been included in this study. 

4.7  Areas for Future Research

Future research may wish to use different methodologies, such as longitudinal 
studies, focus groups, and ethnography approachs to identify other gamification 
factors for collaborative storytelling websites.
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APPENDIX 1. 
GAMIFICATION FEATURES

Rewards
GF1: Points can be accumulated easily.                                                                                                     GF2: The 
relationship between act and rewards is clear.                                                                                   GF3: 
Rewards varies with events.                                                                                     GF4: Rewards is 
adequate.                                                                                                                        GF5: Rewards 
that are more deeply immersed in the situation.

Goal Setting
GF6: Publish writing awards on their personal profile.                                                                            GF7: 
Expose the progress bar of stories publicly.                                                                                  GF8: 
Badges types are diverse and interesting.                                                                                                GF9: 
Progress bar is clear.                                                                                                                                 GF10: 
An obvious over-riding goal of collaborative storytelling at the beginning.

Reputation
GF11: Reputation rule is clear.                                                                                                                        GF12: 
Reputation can be accumulated.                                                                                                GF13: 
Give users specific titles based on their reputation level.

Status
GF14: Automatic notification of other users’ level-up and comment.                                                                
GF15: Statistics about authors’ story progress and writing experience are retrievable.                                                                                      
GF16: Enable recognition of users’ progress by peers. 

Instruction
GF17: Provide instruction suits the event.                                                                                             GF18: 
Instruction is easy to learn.                                                                                                                                  GF19: 
All instructions are retrievable.                                                                                                         GF20: 
Instruction presented within the websites not too complex.

Competition
GF21: Types of Leaderboard are diverse.                                                                                                            GF22: 
High score user board can be viewed.                         

Altruism
GF23: Gifts are varying.                                                                                                                                       GF24: 
Gifts are creative.                                                                                                                             GF25: 
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Gifts are looking-real                                                                                                                   GF26: 
Charity types vary with events

Group identification
GF27: Building groups with other users to accomplish a story is helpful                                                                               
GF28: Inviting other users to perform a story chain is easy 

Self-expression  
GF29: Personalized user profile                                                                                                                GF30: 
Animated web page component and icons                                                                                           GF31: 
Virtual goods are diverse                                                                                                                    GF32: 
Style of space is similar to mine

Time pressure
GF33: Behaviors are quick and well-timed responses to changes in the situation                                                                                                                         
GF34: The types of time pressure are varying                                                                                                GF35: 
The types of time pressure are unpredictable
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APPENDIX 2.  
A FUZZY-AHP APPROACH FOR DETERMINING RELATIVE ATTRAC-
TIVENESS OF COLLABORATIVE STORYTELLING GAMIFICATION 
FEATURES

Step 1. Constructing the fuzzy comparison matrix

Triangular fuzzy numbers ijM~  from 1~ to 9~  were employed to represent the results of 
users’ assessments of the pair-wise comparisons between each of the design features 
(see Table 1) by constructing a fuzzy positive reciprocal matrix M. The proposed fuzzy 
comparison matrix was defined as follows: 

M = [ ijM~ ]
M: fuzzy positive reciprocal matrix 

Lij: the left value of the fuzzy membership function of the collected subject assessments 
of design feature j of decision element i 
Mij: the middle value of the fuzzy membership function of the collected subject 
assessments of design feature j of decision element i
Ri: the right value of the fuzzy membership function of the collected subject 
assessments of design feature j of decision element i

Table 1. Membership function and definitions of fuzzy numbers

Fuzzy Number Membership 
Function

Definition

1
~ (1,1,2) equally attractive

2
~ (1,2,3) between equally and moderately attractive

3
~ (2,3,4) moderately attractive

4
~ (3,4,5) between moderately and strongly attractive

5
~ (4,5,6) strongly attractive

6
~ (5,6,7) between strongly and very strongly attractive

7
~ (6,7,8) very strongly attractive

8
~ (7,8,9) between very strongly and extremely attractive

9
~ (8,9,10) extremely attractive
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Step 2. Integration of the collected subjects’ assessments of each decision element
There are many possible approaches to integrating subject assessments when 
calculating the triangular fuzzy number. In contrast to some studies that apply 
statistical parameters such as the minimum, maximum, mean, and mode to represent 
the fuzzy numbers, this study applied the geometric mean method proposed by 
Buckley [59]. The computing process is defined as follows:

: Integrated triangular fuzzy numbers  

: The value of the pair comparison of the collected subject assessments of design 
feature j of decision factor i
n: The number of subjects

Step 3. Computation of fuzzy weight
After integrating the collected data and calculating the corresponding triangular 
fuzzy numbers, we used the Approximation  Method proposed by Buckley [59] to 
compute the fuzzy weight. The formula of the Approximation Method for computing 
the fuzzy weights is defined as follows:

: The geometric mean value of the triangular fuzzy number

: The triangular fuzzy number of row i and column j in the fuzzy positive reciprocal 
matrix

: The fuzzy weight of each row of the fuzzy positive reciprocal matrix

Step 4. Defuzzification of decision elements
The weights of the decision elements were represented by fuzzy values. The 
defuzzification process assigned a distinct number to each of the decision elements. 
We then used the Center of Gravity Method of defuzzification to calculate the center of 
gravity of the triangular fuzzy number. Given a triangular fuzzy number and its three 
sides, denoted by Ã= (Lij, Mij, Rij), the defuzzified weight DFij was calculated using the 
following formula:
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Step 5. Normalization of defuzzified weights
To compare the importance of different decision elements at different levels, we first 
normalized the defuzzified weights. The definition of the normalized weights (NWi) of 
each decision dimension at each level can be defined as follows:

Step 6. Calculation of the synthesized weight for each element at each level
We calculated the normalized weights of each element at each level after step 5. 
However, to determine the priority of each feature, it was still necessary to synthesize 
weights for each decision element at each decision level. The larger the value of 
the synthesized weight, the higher the priority of the dimension. The definition of 
synthesized weights of each decision element at each level was defined as follows:

Step 7. Checking for consistency
Consistency Index (CI) was employed to designate overall inconsistency for the 
proposed hierarchy and for each decision dimension.  Consistency Ratio (CR) was also 
calculated to describe the consistency of the pair-wise comparisons. The equations 
for calculating CI and CR for each decision were:

where λmax is the maximum eigenvalue, and n the number of the decision component

RI is the average index for randomly generated weights obtained from a table of 
random consistency indices. To judge the consistency of the pair-wise outputs, if CR 
was ≤ 0.1, then the output of the pair-wise comparison was sufficiently consistent. 
On the other hand, if CR was > 0.1, then the results of the pair-wise comparison was 
inconsistent.
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5  Assessment Of Risk Behaviors Related 
To Substance Use, Bullying and Alterations 
in Body Image in Adolescents Through a 3D 
Simulation Program

Abstract: Currently, the expansion and use of new technologies has occured not only 
in the field of entertainment and communication, but also in applied professional 
contexts. In this sense, the development of virtual reality (VR) environments has 
proved to be a fruitful field for the development and implementation of various 
programs for the treatment of different psychopathological disorders. In this sense, 
it is not strange that diverse authors have recently pointed out the great impact that 
VR environments could have on human interaction and on their consciousness; this 
is why they have become a deeply appealing kind of technology for people nowadays. 
In this regard, Blaschovich & Bailenson (2011) in their book Infinite Reality brilliantly 
address the question of the affinity and attraction that VR environments produce in 
human beings. Thus, it is interesting to notice that as VR environments are more widely 
accepted and integrated into our daily lives, they will be used in some environments 
as a replacement for the natural or physical world. In such cases, as for example when 
using VR environments in psychotherapy, the question arises as to what is real and 
what is not, but the fact is that we do get immersed in such virtual environments, and 
react within them as though we were in the “real” world.

In this chapter, the importance and application of VR will be addressed in 
three areas of great relevance in Psychology for the study of risk behaviors in young 
people. In particular, drug use behaviors, bullying among pupils at school, and the 
alterations of body image commonly present in people with eating disorders. To begin 
with, in the first section we will discuss the distinctive characteristics of VR, such 
as its main definitions, the existing types of VR, and the main advantages that this 
sort of technology would present. Then, some of the most important developments 
of VR applied to the treatment and assessment of problematic behaviors appearing 
at school ages will be described. Lastly, we will discuss the features of a new desktop 
VR computer program named MySchool4web aimed at the detection of problematic 
behaviors in young people at school ages as well as its main outcomes. 
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5.1  Definition of virtual reality

There have been several attempts at defining VR over time, as such we will first  
present the most relevant characteristics. Virtual reality implies a new sort of human-
computer interaction, being that the users are not only external observers of images 
on a computer, but active participants in the frame of a three-dimensional computer-
generated world (Riva, 1997).  As can be deduced from this description, VR would 
imply the use of computers as much for its development as its application. At the same 
time, it is important to emphasize that VR would be a dynamic system of interaction 
between a computer and the person who uses it.  In this sense, VR systems wouldn’t 
be passive devices, such as TVs – they imply real interaction, allowing the person to 
participate in the simulated context.. Continuing with the characteristics of VR, this 
technology would fall somewhere between a TV and a computer, making it possible 
for us to watch, hear, and feel in a three-dimensional graphically created world and to 
interact with it, facilitating in the participant a surrounding experience, which would 
lead the person to feel and believe they are really there (Perpiñá, Botella, & Baños, 
2003).

In a similar way, other authors have defined VR as an advanced type of contact 
(interface) between a human being and a computer, which would allow the user to 
both interact and become immersed in a computer generated environment in a natural 
way (Adams, Finn, Moes, Flannery, & Rizzo 2009). For instance, this interaction could 
happen through the use of tracking devices that make it feasible to determine both the 
position and the orientation of the person’s head in space and to use this information 
in order to change the image that is being virtually presented. In addition, this sort of 
contact between the person and the virtual environment brings about a different way 
of showing information, generating the feeling of immersion, which is a perceptual 
and psychological sensation of being present in the digital environment. Being-
present and immersion experiences are the two main features that would distinguish 
virtual reality systems from other computer applications (McLellan, 2001).
In conclusion, VR systems would imply at least the following basic distinctive 
characteristics (Carmona, 2012):
i.  The use of computer systems for its development and application.
ii.  The simulation of environments (mainly three-dimensional) that would 

appropriately recreate both real life and imaginary situations. 
iii.  The possibility of interaction between the computer and the person who uses it.
iv.  The person as subject of the presence and immersion experiences generated by the 

virtual environments and the machine-person interaction.
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5.1.1  Types of virtual reality

Nowadays, several classifications of virtual reality exist. Brill (1993, 1994) differentiated 
seven categories or types of VR, these include: (i) Immersive first-person with HMD, 
(ii) desktop VR, (iii) mirror world, (iv) Waldo world, (v) CAVE o chamber world, (vi) cab 
simulator environment and (vii) cyberSpace. As McLellan (2001) pointed out, there 
would be three more types of VR, that is: (viii) augmented reality, (ix) VisionDome y 
(x) Experience Learning System. Next, a brief description of each of these VY types 
will be presented. 
i.  Immersive first-person with HMD. The most widely accepted VR, it would be mainly 

characterized by using devices such as VR glasses, best known as head-mounted 
display (HMD), fiber-optic-wired gloves, position-tracking devices, and audio 
systems providing 3-D (binaural) sound as well as olfactory stimuli. The HMD device 
mainly contains screens inside of the goggles through which virtual reality images 
are presented. At the same time, a sensor attached to the helmet and a movement-
tracker allow the participant to change the vision of the virtual world consistently 
with the motion of the head in the real world -  in such a way that movement made 
in real life would produce this same movement in the virtual world. 

ii.  Desktop VR. This form of VR introduces a three-dimensional world generated 
virtually that is watched through the screen of a conventional computer. As a 
consequence, the user interacts with such an environment through devices usually 
used in normal personal computers (PC), such as a keyboard, mouse, or a control 
pad similar to those used in videogames.  This type of VR is not considered as 
immersive as those with HMD. Nevertheless, desktop VR would have significantly 
fewer technical and economic requirements than immersive first-person VR using 
HMD systems.

iii.  Mirror world. This system provides a second-person experience projecting virtual 
realities by using a video camera.  However, the person is able to interact and 
communicate with objects and people, although this interaction is always done 
outside of the virtual world. At the same time, the image of the person who 
participates could be either superimposed on the simulated virtual image or mixed 
with the virtual world through the projected video image.  A digitizer is used with 
the purpose of processing the user’s images and features, such as the position, 
movement or number of fingers in the scene. 

iv.  Waldo world. Also known as virtual animation, this sort of VR device consists of 
real-time computer animation in which user’s motion is digitally detected using a 
electronic mask or body armor equipped with sensors. Therefore, it is possible to 
generate a real-time virtual animation of the person’s motion on a screen or in a 
robot. 

v.  CAVE or chamber world. This is actually a version of the immersive virtual reality 
with HMD. Nevertheless, the virtual simulation system called CAVE (cave automatic 
virtual environment) allows us to cause an even greater sensation of immersion in 
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the participant thanks to the possibility of projecting the virtual world using several 
computers that generate images which are then projected on a cubicle of 4 or 6 
walls. These images can be seen in three dimensions through the use of HMD. 

vi.  Cab simulator environment. Conceived as a way to realistically recreate the cab of 
a vehicle (a plane, car, etc.), this VR system manages to produce an experience of 
immersion though virtual environments that use additional components, such as 
visual elements that are bigger than the field of view and three-dimensional sound 
inputs.

vii.  Cyberspace. This term encompasses all those nets and databases generated and 
maintained by computers creating an artificial global reality. It can be visited 
simultaneously by many people through connected computers making up a net. 

viii.  Augmented reality. The main characteristic of this system is that it uses both 
virtual stimuli generated by a computer and real world stimuli. In this regard, 
augmented reality uses computer generated items that are superimposed over the 
real world to highlight certain features. VR items can be displayed by VR glasses 
such as HMD but also using a desktop monitor or a hand held display.

ix.  VisionDome. This is a VR system similar to CAVE, with the exception that it is not 
necessary to use any VR device (goggles, helmet, etc.) to watch the simulation. 
Here, the users are immersed in a VR system that generates three-dimensional 
models using a 180 degrees screen inside a hemispheric structure.  This results 
in a total experience of being immersed in 360 degrees by a 180 degrees virtual 
environment thanks to the synchronization of that structure with the motion of 
the participant. 

x.  Experience Learning System. This system has been designed in the context of 
the military industry in order to provide the Army with highly realistic training 
simulations that rely on advances in virtual reality, artificial intelligence, and other 
cutting-edge technologies.  At the same time, the developed systems are aimed 
to produce immersive environments for simulations, ranging from better head-
mounted displays and force-feedback devices to surround-sound audio systems 
and computer networks that allow the simultaneous participation of troops all over 
the world in real-time simulations. 

5.1.2  Advantages of virtual reality

As many other researchers in the field of Virtual Reality have mentioned, the use 
of this type of technology would have some advantages compared with traditional 
treatment and evaluation procedures. In this regard, some of the most relevant are 
(Scozzary & Gamberini, 2011; Botella, García-Palacios, Baños, & Quero, 2007; Adams 
et al., 2009; Perpiñá et al., 2003):
a)  Experiences similar to real life. The main characteristic of this technology is that 

it allows a person to experience something similar to what they might in the real 
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world if they were in that context. Thus, VR can cause the same emotions, thoughts, 
and behavioral responses as if the person were exposed to the real context. 

b)  Safety of the virtual world. VR are presented as a safe context where the person 
is not exposed to the risks that they would face in the real world. In this sense, 
the person immersed in the virtual world can experience emotions, thoughts, and 
react knowing that nothing in the virtual environment that really frightens them 
can cause any harm, which allows the context of therapy to be perceived by the 
person as a safe environment where they can behave freely and without any risk. 

c)  Simulation of real world situations. As we all know, the use of 3D simulation allows 
any situation in the real world to be realistically recreated. This characteristic is 
especially relevant in both evaluation and intervention, since it allows the person 
to be submerged in a virtual world with characteristics similar to those in the 
real world, where their responses in certain conflictive contexts can be studied, 
and which could, in turn, improve the ecological validity of measures using VR 
instruments over the usual procedures. 

d)  Control of scenes presented. The use of VR systems allows the therapist greater 
control over the presented stimuli . Certain parameters in the scene can be 
manipulated, for example the intensity of the stimuli. In fact it makes evaluation 
and treatment more flexible and adaptable to each person, as well as to the 
demands of the therapist or researcher.

e)  Presenting situations at any moment. Therapists often struggle with the fact that 
they cannot control what the patient experiences outside of therapy. Using VR as 
a supplement to existing therapy, however, helps to overcome this limitation, as it 
permits the therapist to present to the client, at any moment during the therapeutic 
process, key situations or stimuli as often as needed

f)  Confidentiality. The use of VR environments inside the office of the therapist 
safeguards the privacy and confidentiality of the client’s answers without it being 
necessary to expose the person to real contexts. 

5.2  Virtual reality applications in psychology: drug use, bullying 
and alterations in body image

This current paper is not aimed at making a detailed review of the existing VR 
developments, which is beyond the scope of this chapter Instead this section will show 
those elements that are associated with the contents of the different scenes included 
in the MySchool4web simulation program (which will be described in section 3). We 
will focus on the work carried out by the principal research groups that have studied 
the use of VR in three common phenomena in adolescence, that is: drug use, bullying 
and alterations in body image. Nevertheless, for a more comprehensive outlook on the 
multiple VR applications developed so far there are several books which have focused 
on this topic. In this regard, one which is very much recommended is the book entitled 
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Advanced Computational Intelligence Paradigms in Healthcare 6 (Brahnam & Jain, 
2011), which focuses on the use of VR in psychotherapy, rehabilitation and assessment. 
This book offers an extensive picture of the multiple applications developed so far in 
the field of psychological interventions, assessment, and healthcare rehabilitation. In 
addition to this, we think the book edited by Christiane Eichenberg (2012) can provide 
a wider perspective of the state-of-the-art technology in the field of VR applications, 
applied not only to psychotherapeutic contexts, but also to pedagogical and medical 
contexts.

5.2.1  Virtual reality and drug use

In the field of addictive behaviors, similar to exposure therapy in specific phobias, 
repeatedly showing cues of alcohol, tobacco, or other drugs not followed by substance-
administration should lead to the extinction of craving responses, therefore removing 
the motivation or desire to continue using drugs. Specifically, VR environments have 
focused on the recreation of situations related to the consumption of different drugs, 
mainly tobacco and alcoholic drinks, but also marihuana, cocaine, amphetamines, 
and opiates (Scozzari & Gamberini, 2011). Through this sort of procedure, the person 
is exposed to virtual contexts explicitly related to the consumption of different drugs 
in order to reduce or eliminate their craving responses by means of extinction. Thus, 
drugs and objects directly related to substance use (paraphernalia) are presented. 
At the same time, rituals of consumption are simulated; that is, people, behaviors, 
and common interactions that usually happen when consumers are in this sort of 
contexts. To sum up, we try to introduce through the use of VR those places related to 
consumption of drugs, along with all those stimuli which are usually present. 

The information obtained after the exposition to the contexts associated with 
drug consumption and the subsequent generation of craving responses, are then 
used in the treatment of addictions throughout the therapeutic process. This is used 
as a therapeutic technique aimed at the reduction or extinction of craving answers 
when these behaviors have been shown as a maladapted pattern. In the frame of 
interventions that use this sort of technology, VR scenes have been developed as valid 
exposition strategies inside the virtual reality exposure therapy (VRET). 

With regard to the efficacy of VR environments to generate craving, several studies 
have shown the effectiveness of this technology when provoking craving responses 
for all the drugs assessed. At this regard, there would be enough evidence to  support 
the use of VR environments as a therapeutic tool for the treatment of people with 
drug use problems (Bordnick, Graap, Copp, Brooks, Mirtha, & Ferrer, 2005; Bordnick 
et al., 2008; Bordnick et al., 2009; Lee et al., 2003, 2008; Saladin, Brady, Graap, & 
Rothbaum, 2006; Scozzari & Gamberini, 2011).
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5.2.2  Virtual reality and bullying

At present, as part of the efforts aimed at diminishing the problems related to the  
dynamics of bullying at schools, we found the ECircus European project (Education 
through Characters with emotional-Intelligence and Role-playing Capabilities that 
Understand Social interaction), which created a tool called “FearNot!” (Fun with 
Empathic Agents to Reach Novel Outcomes in Teaching). Developed to be applied 
on children at school ages. “FearNot!” is a software that simulates a virtual school 
in which several avatars (pupils) interact autonomously. The scene simulated in 
“FearNot!” shows a narrativesequence, in which bullying episodes follow a coherent 
and established structure similar to real life. Firstly, the participant is witness (from 
a distance, without getting involved) to a bullying situation between characters 
inside the school. Then, the victim moves on to ask the participant for advice as to 
the management of bullying situations. The participant then has to give the victim 
advice about in what manner to react in order to cope. In terms of this advice, the 
participant can choose among several coping answers predefined by the program. 
Next, the victim who is asking for help modifies his/her behavior depending on the 
advice given by the participant (Zoll, Enz, Schaub, Aylett, & Paiva, 2006). Lastly, 
depending on the advice given and its functionality, a final scene is simulated in 
which the participant would watch the consequences of their advice. At this point, 
the participant receives feedback on the appropriateness of his or her advice to solve 
the bullying problem appropriately. 

The purpose of involving the pupil in this sort of interaction is to move him or 
her to empathy; that is, that he or she gets to feel the emotional state of the victim, 
their feelings, emotions, and thoughts. As the program’s authors pointed out, the 
promotion of empathy with regard to victims of bullying through the interactions in 
“FearNot!” would result in a reduction of the probability of participants becoming 
bullies. However, this research group hasn’t published any results with regard to the 
efficacy or validity of this anti-bullying program so far. 

5.2.3  Virtual reality and eating disorders

Different research groups have shown interest in both the characteristics of the 
answers given by people with eating disorders immersed in VR contexts and the 
therapeutic possibilities of VR as an assessment and treatment tool. The real effect 
of exposure to meaningful stimuli in people with eating disorders has been recently 
evaluated in three experimental conditions: virtual, real world, and photos. People 
diagnosed with anorexia and bulimia, and people without any psychological disorder 
participated in this study (Gorini, Griez, Petrova, & Riva, 2010). Findings from the 
study found that virtual situations were able to generate anxiety. In particular, the 
main outcomes showed a significant principal effect in the interaction of groups 
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and the type of exposure in regard to anxiety. Post-hoc analysis revealed that both 
anorexia and bulimia groups showed significantly higher levels of anxiety than those 
shown by the group without any diagnostic (control group). Furthermore, the anxiety 
and bulimia groups showed high levels of anxiety when they were exposed to real 
and virtual food compared to these same stimuli in photos. In conclusion, this study 
demonstrates that exposure to virtual stimuli, such as different sorts of food, hotel 
trade situations, etc., would be as effective as the exposition to these stimuli in real 
life and more effective than in photos (Gorini et al., 2010). 

If we focus on the VR environments developed, Riva and collaborators created 
the Virtual Environment for Body Image Modification (VEBIM) (Riva, 1998), aimed at 
the treatment of body image distortions and dissatisfaction that is usually associated 
with eating disorders. With regard to the outcomes, the application of the VR program 
in conjunction with a cognitive-behavioral psychological intervention was useful in 
reducing body dissatisfaction increasing the body awareness in individuals with 
anorexia (Riva, Bacchetta, Baruffi, Rinaldi, & Molinari, 1999). At the same time, in 
people with obesity and binge-eating disorders, researchers not only found a reduction 
of the dissatisfaction with their own body, but also a positive change in their behavior. 
In particular, the quality of social relationships improved and the use of dresses to 
hide their body and their worries about social judgments decreased (Riva, Bacchetta, 
Baruffi, Rinaldi, Vincelli, & Molinari, 2000). Furthermore, the intervention with VR 
jointly applied with cognitive-behavioral therapy was more effective in the short term 
than this treatment alone without VR expositions with regard to the improvement in 
the satisfaction with their own bodies, the reduction of their anxiety levels and binges 
(Riva, Bacchetta, Baruffi, & Molinari, 2002). It is also important to emphasize the 
work done by Perpiñá and collaborators (Perpiñá, Botella, Baños, Marco, Alcañiz, & 
Quero, 1999; Perpiñá, Botella, & Baños, 2002), who, using similar VR environments to 
those used by Riva (1998), also demonstrated the efficacy of VR in treating alterations 
in body image. Once again, the intervention using VR and the usual treatment jointly 
proved to have the same effectiveness at least as the usual treatment alone (without 
VR). Nevertheless, those people exposed to VR environments showed a meaningful 
improvement in general psychopathology measures, specifically in anxiety, and 
a bigger satisfaction with their own bodies in social situations. In addition, they 
showed less negative thoughts and attitudes toward their own body, and less fear 
in increasing their weight to become healthier. Furthermore, the VR group showed 
less withdrawal rates than the cognitive-behavioral group (Perpiñá et al., 1999). In 
the follow-up, these positive outcomes even improved after one year (Perpiñá, Marco, 
Botella, & Baños, 2004). 

Finally, we think it is important to note that there are also VR environments 
developed to be used in conventional computers (desktop VR), without having to use 
any devices such as HMD, which would facilitate use through increased accessibility. 
Letosa-Porta, Ferrer-García, & Gutiérrez-Maldonado (2005) developed a program 
called The Body Image Assessment Software (BIAS). As these authors point out, 
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BIAS would permit the modeling of the avatar’s body proportions more freely than 
in previous programs. At the same time, BIAS would allow us to modify specific 
parts of the virtual body while keeping a holistic vision of the avatar. The program 
was valid in differentiating people at risk of having an eating disorder from those 
who are not and those who had a clinic history of such disorders (Ferrer-García & 
Gutiérrez-Maldonado, 2008). Subsequent studies showed the effectiveness of VR 
environments used in personal computers (desktop VR) which were able to produce 
emotional responses in people with a diagnosis of eating disorders and in people 
without any disorder diagnosed. The evaluation of people with or without an eating 
disorder diagnostic who were immersed in VR scenarios showed the existence of a 
significant effect on anxiety and depression (Ferrer-García, Gutiérrez-Maldonado, 
Caqueo-Urízar, & Moreno, 2009).

5.3  MySchool4web: Detection of drug use, bullying and altera-
tions in body image through a virtual reality desktop program

Designed to be used in personal computers, the recently developed program named 
MySchool4web recreates scenes related to drug use, bullying, and alterations in body 
image using three-dimensional environments. In particular, this would be the first 
program designed to detect these sorts of behaviors, which arecommonly present in 
school settings.. In fact, MySchool4web is the improved and up-to-date version of 
the Mii-School simulation program, which was previously developed by the same 
research team (Carmona, Espínola, Cangas, & Iribarne, 2010a).

In particular, MySchool4web consists of a total of 12 scenes in which situations 
regarding drug use, bullying, and social situations related to body image distortions 
are presented. The final objective of the computer program is to be used as a screening 
tool to detect pupils that were drug users or at risk of being implicated in bullying. In 
addition, the program is also aimed at the detection of young people at risk of having 
problems with their body image. Given the relationship between the alterations of 
body image and the presence of an eating disorder, such us anorexia and bulimia, the 
program allows for the early detection of these sorts of disorders. 

Generally speaking, MySchool4web consists of the 3D presentation of different 
close-to-real-life scenes in which the participant has to point out how they would 
react in the specific simulated situation. Once the scene is presented, the program 
also simulates the different answer options available for each specific scene. Then, a 
static screen is presented displaying the possible answers. Lastly, through the use of 
a mouse the participant chooses how they would react. 

With the intention of giving the reader a more specific idea as to the content 
assessed by MySchool4web, next we will describe the main characteristics of the 
different scenes in the program. In total, six scenes are aimed at assessing drug use 
in young people. Five of them allude to the consumption of drugs, and a sixth scene 
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is related to parental behavior with regard to the participant. In particular, the drug 
scenes assess the consumption of tobacco, alcoholic drinks, marihuana, cocaine 
(stimulants), and MDMA (ecstasy). If we have a look at the context in which drugs 
are used in MySchool4web, tobacco and marijuana simulations take place in a park. 
In this scene, two friends are sitting on a bench smoking. The interior of a house 
has been recreated for the alcoholic drinks scene. There, a group of young people 
are enjoying a party in which they are dancing and drinking while other are sitting 
down on couches speaking. For the MDMA (ecstasy) the interior of a pub has been 
simulated in which young people can be seen dancing excitedly while others offer the 
participant substances. On the other hand, the cocaine consumption scene occurs 
in the toilets of this same pub, where it is possible to observe how this substance 
is consumed. Finally, is also the situation in which the familiar dynamic with the 
parents of the participant is evaluated. In this scene the participant arrives home late 
at night; here it is the reaction of the parents to her son’s or daughter’s disobedience 
that is being assessed.  

Figure 5.1. Drug use scene of the MySchool4web program

In all the situations described before, the participant is offered  each one of the drugs. 
We think it is important to note that we have tried to assess the consumption of each 
drug by simulating the natural contexts in which the consumption of these drugs 
occur most commonly at young ages. Thus, in MySchool4web we emphasize the 
realism of the scenes simulated and the interaction among avatars.

With regard to bullying, three scenes were created. The courtyard of a high school 
was simulated in the first bullying situation. In particular, some bullies surround the 
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participant while aggressively insulting and threatening them. In the second bullying 
scene the participant is sitting down in the classroom. Again, some bullies surround 
him, threatening and even beating the participant  while they remain still. The last 
bullying scene assesses the participant’s social relationship with his or her peers. 
Thus, the character of the participant is shown different situations in order to assess 
if he or she is usually alone, in a group, or even if he or she feels different from others 
or is nervous and afraid when he or she is in a group.  

Figure 5.2. Bullying scene of the MySchool4web program

It is important to emphasize that in all bullying scenes we were especially careful 
about the animation of the avatars (aggressiveness, fear, bravery, etc.). In this sense, 
the aggressive and intimidating attitudes of the bullies are easy to perceive if we 
examine the facial and body gestures of the avatars involved. 

Last but not least, a group of three scenes are aimed at the detection of people 
with body image problems. One of the situations assesses the participant’s response 
to a social situation which takes place in a park. In this simulation a group of people 
can be seen chatting around a bench. The participant has to point out how he or she 
would act when they are looking at him or her. In a second scene, the interior of a 
room in a house is simulated. The participant is watching their own body reflected 
in a big mirror. Then, the attitude toward his or her own body is assessed. The last 
scene is related to eating disorders, and involves a situation in which the participant’s 
attitude toward an extremely thin person is assessed. In particular, in this scene the 
participant can be seen with a friend in the hall of a high school. They are observing 
an extremely thin person who is passing by. Then, the participant is asked about how 
they reacted after having seen this person. 
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Figure 5.3. Body image scene of the MySchool4web program

In essence, through the simulation of alterations in body image related scenes we aim 
at detecting people who could be at risk of developing an eating disorder.

The MySchool4web program has been designed to be applied online, without the 
handicap of using any sort of extra device, such as a CD or DVD. In this regard, a 
virtual platform has been created through which any person interested in the use of 
the program can make a request and get permission to use it by using the following 
link: http://www.myschool4web.com.

Furthermore, there are several versions of the MySchool4web program translated 
into different languages so far. As well as the Spanish version, the program has been 
translated into English, German, Italian, and a Spanish dialect spoken in Chile. 

5.4  Evaluation of the MySchool4web properties: preliminary 
results

Once virtual environments have been developed in order to be applied throughout 
assessment and treatment processes in psychology, it is of utmost importance to 
assess the validity of these VR environments when used as effective support tools 
for the treatment or assessment of different mental disorders. In other words, there is 
little point in creating attractive VR environments if they will not show their validity 
in the context of the psychological interventions for which they were created. 

For this reason, we carried out a number of studies in order to assess the 
MySchool4web program in detecting young people at risk of problematic behaviors. 
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As such, in this section we will show the psychometric properties related to the 
reliability and validity of the MySchool4web program when trying to detect drug use, 
bullying, and alterations in body image. In this regard, there have been two studies 
aimed at the evaluation of the validity and reliability of the MySchool4web program 
so far. 

In a first study (Cangas, Gallego, Aguilar-Parra, Salinas, Zárate, & Roith, 2013) 
the construct validity and internal reliability of the MySchool4web scenes were 
evaluated. Based on the outcomes obtained, with regard to the validity analysis of 
the program, an exploratory factorial analysis with the principal components method 
and VARIMAX rotation (with KAISER normalization) was carried out. The outcomes 
revealed the existence of a 4-factor structure, which explained the 64.07% of the 
total variance. In particular, these 4 factors would gather three clearly differentiated 
dimensions, that is: drug use, bullying, and body image. Specifically, as to drug 
use dimension, one of the factors would gather the situations of tobacco, alcoholic 
drinks, and marihuana consumption. That is, drugs with the highest frequency and 
prevalence compared to others (European Monitoring Centre for Drugs and Drugs 
Addiction, 2007); therefore, their use would be more disseminated and socially 
accepted than other drugs. The second factor would gather those situations in which 
drugs used are less disseminated in the general population, in particular cocaine and 
MDMA (ecstasy). The third factor would gather bullying situations, both as bully or 
victim in this context. Finally, a fourth factor would gather those situations related to 
the assessment of body image. 

The reliability analysis of this same study showed the internal consistency 
of the MySchool4web situations or items to have a Cronbach’s alpha index of .688 
for the drug use dimension and of .822 for the bullying dimension. The body image 
dimension was not analyzed due to the different nature of the scenes and as such the 
scoring of the different answer options wouldn’t be equivalent (Cangas et al., 2013). 
In conclusion, taking into account that Cronbach’s alpha is usually used as a sign of 
the global reliability of a tool (Busch, 2002), these results would show MySchool4web 
as a reliable instrument for the detection of those risk behaviors the program is aimed 
toward.

The second study was focused on analyzing  whether  the program was able 
to detect and differentiate between young people at risk of drug use, bullying, and 
alterations in body image and  those who are not (Cangas, Gallego, Aguilar, Carmona, 
& Langer, 2013). In other words, we tried to analyze the criterion validity of the 
program for the detection of these behaviors. With regard to the criterion validity 
statistical analysis, the answers that pupils gave to the different simulated scenes in 
MySchool4web were compared to the answers obtained from three paper-and-pencil 
questionnaires, which were used as external criterions of comparison.

First, it is important to emphasize that the total of 12 scenes included in 
MySchool4web have passed the specified significance value p < .05 as to its 
relationship with drug use, bullying, and alterations in body image. Thus, the total 
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of the simulated scenes in MySchool4web would be valid to detect these sort of risk 
behaviors. In addition, we found significant relationships between specific answers 
of the computer program and the use of drugs, being a bully or victim of bullying, 
and having problems in body image. These results are similar to those obtained in the 
previous version of the program (Carmona, Espínola, Cangas, & Iribarne, 2010b). To 
sum up, thanks to the analysis of the answers obtained through the MySchool4web 
program, specific answer profiles have been found that would differentiate between 
young people at risk and those who are not at risk of presenting these sorts of 
conflictive behaviors.

Thus, drug users answer in MySchool4web situations with use and trying the 
substances, whereas no-users react by rejecting the offer, giving advice about the 
risk of using the drug, and even leaving the place in which people are using drugs. 
In addition, as to the family situation, people who don’t comsume alcoholic drinks 
point out that they have parents who are not indifferent in the situation in which 
the youngster disobeys them by arriving late at night. Instead, they claim to have 
understanding parents who get angry when they disobey them in this situation. On 
the contrary, marihuana users point out that they have parents who remain indifferent 
to this sort of disobedience, whereas those who are not users of marihuana answers 
that they have understanding parents. 

With regard to the different bullying scenes of the MySchool4web program, 
bullies answered with indecision to threats, whereas those who are not bullies reacted 
with irony and insults. If we have a look at the profile of victims of bullying, these 
answered with shame, whereas those who are not victims would react aggressively, 
showing indecision when coping with threats. At the same time, victims stated that 
they usually remain alone when they are on a break at school and that they feel 
different from others. On the contrary, young people who are not victims of bullying 
point out that they usually stay in group. 

Finally, if we focus on those with body image problems, they answer in the 
MySchool4web scenes with leaving the place and hiding themselves as a way to 
avoid others staring or even seeing their own bodies. At the same time, they place 
importance on having an extremely thin body similar tothe characters displayed in 
the simulation. On the contrary, those who wouldn’t be at risk of having body image 
disorders answer in a manner that is accepting of their own body. In addition, they 
are indifferent to the presence of an extremely thin person and wouldn’t like to look 
like him or her. 

In conclusion, based on the results obtained in the two described studies, we 
could affirm that the MySchool4web computer program would not only be valid at 
detecting the presence of pupils at risk of being drug users, bullies, victims of bullying, 
and presenting body image problems, but also to demonstrate the specific coping 
answers that young people need when they are in conflictive situations. Therefore, 
MySchool4web allow us to obtain risk profiles associated with having these sorts of 
problematic behaviors. 
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5.5  Discussion

In the current chapter we have tried to demonstrate the relevance and importance 
that VR environments have in the field of applied psychology. Specifically, the 
MySchool4web program has been presented. In particular, this computer desktop 
program uses 3D simulation environments to detect pupils at risk of being involved 
in drug use, bullying, and problems with their own body image. As was described 
previously in this chapter, MySchool4web is the improved and up-to-date version of 
the Mii-School simulation program (Carmona et  al., 2010a), also developed by the 
same research team. In this regard, MySchool4web presents considerable upgrades 
compared with its predecessor. Mainly:
i.  The graphical environment has been notably improved in regard to the recreated 

scenes, the avatars interactions, and the physical and facial features of them - such 
as expressions, emotions, etc. Overall, the new desktop VR program simulates 
situations and interactions in a much more realistic way. 

ii.  The process to get permission and use the program has been simplified, with it now 
being possible to use it online on any PC and operative system  without the need to 
use any extra or external hardware or device. 

We think social networking within the educative system could take advantage of the 
utilities that this sort of program presents, particularly because of the importance 
and implications that drug use behaviors, bullying, and eating disorders can have 
when they appear at school ages. Furthermore, it is in school contexts that young 
people usually spend the most of their daily time, and that the problematic behaviors 
mentioned before appear. Therefore, the school context may become a powerful field 
from which to start working on both prevention and intervention in order to reduce 
the possible risks associated with these sorts of conflictive behaviors. 

In conclusion, the MySchool4web program would join the existing VR programs 
applied in psychology. In particular, this program has proved to be a valid and reliable 
screening tool to detect young people at risk of being drug users, bullies or victims of 
bullying, and having body image problems. However, it is important to emphasize 
that while the MySchool4web program is a valid procedure, it is not to be used in 
isolation, but as detection tool used in combination with other assessment tests 
that confirm or reject what is suggested by the program. In other words, the use of 
MySchool4web is conceived by its authors as a valid screening VR tool to be applied 
in large populations and aimed at the detection of the possible existence of pupils at 
risk. Therefore, once the program is used, other assessment procedures are needed in 
order to start a subsequent intervention. 

Overall the program also has a number of positive aspects. Initially one of the 
advantages that desktop VR programs would have in general, and MySchool4web in 
particular, is that they can be applied directly through the internet using a regular 
PC, without the need to acquire special high-cost equipment, something that would 
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complicate their use. At the same time, we think it is also important that a unique tool 
assesses all three of the most relevant types of problematic behaviors within school 
context, that is, drug use, bullying, and problems with body image that are associated 
with eating disorders. In this regard, MySchool4web is a tool that can be easily 
applied in the school environment, with the aim of the intervention and prevention of 
the problems associated with specific risk behaviors that appear during school ages. 
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6  Play With My Team— Modeling Online 
Game Players’ Teamwork Model in Massively 
Multiplier Online Role Playing Games 
(MMORPGs)

Abstract: The need for teamwork has grown significantly in today’s online 
community. Especially for online game players, teamwork is an important means of 
engagement because many difficult missions require players to play with teams. This 
study attempts to investigate the impacts of trust on players’ teamwork with affective 
commitment and normative commitment as mediators. Furthermore, this research 
includes team experience as a moderator to compare the difference between different 
player groups. A model was proposed and tested on 296 online game players’ data using 
structural equation modeling. Findings revealed that team experience moderated the 
relationship between trust and teamwork. The results indicated that trust promotes 
teamwork for players with high experience through affective commitment compared 
to  those with low experience. Following this, we conducted a focus group interview 
to develop several design recommendations that facilitate teamwork in MMORPGs. 
The proposed recommendations were organized as a honey comb which regards how 
online community should develop strategies for monitoring, understanding, and 
responding to different players’ teamwork situation.

6.1  Introduction

Teamwork, working collaboratively with a group of people in order to achieve a goal, 
is identified as an effective, system-based intervention that has broad implications 
for all organizations.1 Teamwork is the basis for the organization development today, 
since the increasing complexity of projects and has made them unachievable for 
individuals. Especially for online game communities, teamwork plays a critical role 
because prior studies have proposed that teamwork is highly correlated with players’ 
motivation to engage in game playing.2 Teamwork also brings numerous benefits for 
online game players, such as giving players more control and decision making power 
in groups, resolving member’s conflicts, providing greater opportunities to engage 
in interactive learning activities, and peer tutoring, which refers to allowing players 
to practice and clarify game skills through other’s assistance.3,4 More importantly, 
teamwork is proven to assist players in improving their playing performance compared 
to those who learn on his or her on. Consequently, these benefits attract more online 
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game players to input more time and contribute to the success of games.4, 5 Thus, to 
understand and cultivate teamwork is becoming more and more important for both 
game practitioners and scholars. 

Manser6 reviewing the literature on teamwork, summed up trust, shared 
mental models, coordination, communication, and leadership as factors affecting 
teamwork. Among these factors, prior study highlighted trust as the most important 
factor contributing to successful teamwork because trust leads to a set of behavioral 
expectations among player.6-8 Trust refers to the confidence that they will not be 
harmed or put at risk by the actions of the other party. 9 Trust allows player to manage 
the uncertainty or risk associated with the interaction, which leads players to jointly 
optimize the gains that will foster more teamwork behavior.10 

Despite the importance of trust in teamwork, previous research also reported that 
organizational teamwork is fragile for most online teams because of team dynamics.11 

The purpose of this work is to establish a stringent understanding as to the formation 
and mediators of teamwork, in order to  help understand the formation of teamwork 
in online game settings. Some of the emerging ideas in the literature that suggest that 
introducing online games in the workplace might improve employees’ teamwork.12 
For instance, a recent survey reported that IBM managers used lessons learned from 
online game to promote teamwork in their real jobs. 12 Compared to other types of 
online communities, learning teamwork in an online game is often essential and 
quite different from other forms of teamwork. Online games often have aguild system 
to teach users about interpersonal and intercultural communication skills. 12, 13Online 
games also provide an in-game shared space to alleviate the social isolation caused by 
lack of face-to-face interaction. 12, 14 Foremost, online games motivate users to engage 
in teamwork situations through an engagement cycle comprising motivating emotion, 
player re-engagement, social call to action, and visible progress/reward. 13 Therefore, 
along with the trend of gamification, studying teamwork in online game settings can 
bring some helpful ideas for both the researchers and practitioners.

This work differs from previous research in three important ways. First, this 
study aims to examine the effect of trust on teamwork in a gaming context. The issues 
related to the influence of trust on teamwork have been examined for real world teams 
in some previous research, 12-14 but in contrast, it is still uncertain whether the findings 
of previous research can be applied in various online teamwork environments.

Second, prior studies considered the influence of trust on teamwork to be mediated 
by several factors comprising of cognitive ability, emotional intelligence, mental 
model, and organizational commitment.15-18 Among these factors, organizational 
commitment comprising affective commitment and normative commitment is applied 
herein, because it helps explain various social relationships that are critical for 
collaboration and interactions among players.15Affective commitment refers to team 
member’s emotional attachment to, identification with, and involvement in a team, 
while normative commitment reflects member’s sense of obligation to remain in a 
team.15
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Team experience will also be assessed as a critical moderator during the 
formation of teamwork. Even though experience is an important variable in the 
context of consumer behavior (e.g. Yoon 20), and it has been rarely studied in the 
context of teamwork. Therefore, this research includes team experience as moderator 
to compare the differences between different player groups. 

6.2  Modeling the teamwork mechanism in game

The research model displayed in Figure 1 illustrates trust affect teamwork through the 
meditation of affective commitment and normative commitment. This study extends 
the commitment theory model proposed by Meyer and Allen, 15 and believes it can 
be utilized to explain the relationship between trust and teamwork in this study. 
More specifically, in the proposed model team experience operates as moderator to 
compare the difference between different groups. 

Figure 6.1. Proposed conceptual model

We consider the level of team experience as a potential moderating variable because 
a review of the literature reveals that players with a high level of experience are 
different from those with a low level of experience in terms of knowledge structure.21, 22 
Hernandez Maestro and colleagues23 indicated that differences in  knowledge structure 
are reflected in varying cognitive behaviors related to information processing, such as 
problem solving, reasoning and induction, forming   opinions, and  recalling   and  
recognizing information. Specifically, many studies have highlighted the importance 
of experience on players’ behavior and intention. For instance, Bennett et  al.24 
conducted a study on business-to-business brand commitment and found that use 
experience is the critical moderator for managers’ decision making. Yoon20 also 
investigated the antecedents of customer satisfaction with Internet banking service in 
China and explored how experience operates as the moderator on user’s  satisfaction 
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and commitment. He found that users with a high level of use experience perceived a 
different level of commitment compared with those with a low level of use experience.  
Many game studies have also suggested that use experience is critical to players’ 
social interaction behavior and intention.25–27  These observations imply that players 
may perceive teamwork differently depending on their team experience.

To optimize gaming achievement, online game players utilize a reciprocal 
relationship with other team members if they need items, weapons, and equipment. 
This reciprocal   relationship operates between players based on the foundation of 
mutual trust.28 Mutual trust provides a sense of belonging within a group and comfort 
in supporting team members, which facilitates team members’ affective attachment 
to organizations. Moreover, mutual trust is considered an important factor in the long-
term stability of the organization and the well-being of its members.29 Fukuyama30 
also found that higher levels of trust fulfill members’ social needs and sense of 
belonging, which drive experienced team members to implement organizational 
tasks and missions spontaneously. Steinauer et  al.31 surveyed organizational trust 
issues in an e-commerce environment and found that high levels oftrust not only 
motivated member’s organizational citizen behavior but also facilitated member’s 
sense of obligation. Thus, this study hypothesizes that trust will increase experienced 
members’ affective commitment and normative commitment to teams.  Two 
hypotheses of this study are as follows:

H1a: The relationship between trust and affective commitment is moderated by 
experience, and the relationship is stronger among college players with high levels of 
experience than among those with low levels of experience

H1b: The relationship between trust and normative commitment is moderated by 
experience, and the relationship is stronger among college players with high levels of 
experience than among those with low levels of experience

Adebanjo and Kehoe 17 conducted a study on employee teamwork in organizations, 
and found experienced employee’s affective commitment is highly correlated with 
group member’s teamwork. He found that affiliating needs within the workplace 
would increase members’ attitude to work with others.  Silos32   identified that the 
key to Japanese efficiency was teamwork and concluded that affective commitment 
is the predictor of experienced members’ teamwork. Moreover, teamwork increases 
overall organizational performance by enhancing synergy and coordinated efforts, 
which increases members’ sense of obligation within an organization.33, 34 Therefore, 
based on above literature we propose the following hypothesis:

H2a: The relationship between affective commitment and teamwork is moderated 
by experience, and the relationship is stronger among college players with high levels 
of experience than among those with low levels of experience

H2b: The relationship between normative commitment and teamwork is moderated 
by experience, and the relationship is stronger among college players with high levels 
of experience than among those with low levels of experience
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6.3  Investigate the impacts of trust on players’ teamwork

6.3.1  Subjects

To gain a clear understanding of player’s team experience in-game, a participative 
observation was first conducted with ten World of Warcraft (WOW) players (five 
male and five female). We observed and collected data from these players’ team 
play behaviors and player to player interaction. Based on the collected information, 
we found 20 teamplay-per-week is the median of team play frequency among all 
participants. The result was also supported by extensive reviews of reference artifacts 
such as documents, communication logs, news and development’s updates, and 
posts in WOW main forums. Therefore, we adopted 20 teamplay-per-week as the 
cut-off point for high and low experience groups.

An online survey was then advertised on course websites and bulletin board 
systems (BBS) to recruit WOW players to participate in the study. After excluding 
volunteers with incomplete data, 296 college student’s data was collected for the 
study. Table 1 summarizes the demographic data of all subjects. At this stage, we 
partitioned all subjects into two groups: 155 players with more than twenty team play 
per month (high-experience group), and all the rest (low-experience group). 

Table 6.1. Study Participants: High Experienced Players (N=155) and Low Experienced Players 
(N=141)

Participants(N=296) N % High (%) Low  (%)

College level First year 77 26.01% 51.95% 48.05%
Second year 62 20.95% 51.61% 48.39%
Third year 37 12.50% 54.05% 45.95%
Forth year 28 9.46% 42.86% 57.14%
Graduates 92 31.08% 55.43% 44.57%

Sex Male 231 78.04% 54.98% 45.02%
Female 65 21.96% 43.08% 56.92%

Guild participation 
experience

1-12Months 87 29.39% 49.43% 50.57%
12-36months 105 35.47% 56.19% 43.81%
>36 months 104 35.14% 50.96% 49.04%

No. of Friend list <10 54 18.24% 55.56% 44.44%
10-25 116 39.19% 50.86% 49.14%
25-40 91 30.74% 51.65% 48.35%
>40 35 11.82% 54.29% 45.71%

Team Experience  20 times team play per month 155 52.36%
< 20 times team play per month 141 47.64%

Average age 20.02 years old (Std. = 3.11).
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6.3.2  Measures

The questionnaire used for data collection contained scales to measure the various 
constructs of the research model. The measurements were adapted from studies by 
DeRosa et al.8, Hsu et al. 27, Bateman, et al. 35, Meyer and Allen, 15 and McCallum. 36 A pilot 
test was, therefore, conducted with university players to validate the measurement 
items. The wording of the survey items was modified based on the results of the pilot 
test and the advice of game study experts. Individuals indicated their agreement or 
disagreement with the survey items using a seven-point scale. Data analysis proceeded 
in two stages. First, a validity test on the research measurements was conducted by 
confirmatory factor analysis (CFA). Second, an analysis of the structural multi-group 
model was used to test the associations in the research model.

6.3.3  Reliability and validity of measurement items

As shown in Table 2, Cronbach’s α for all constructs was above 0.7. Accordingly, the 
questionnaire meets the requirement of inter reliability. 37 The factor loading value of 
all items was larger than 0.5, and the CRs of all constructs greater than the 0.7, which 
met the requirement of convergent validity 38, 39 (see Table 2). Discriminant validity 
was also very high because each construct’s square root value of the average variance 
extracted (AVE) was higher than the others in corresponding rows 38 (see Table 2).

Table 6.2. Square root of AVE, inter-construct correlations and composite reliability

Construct No. of 
items

Mean SD CR AVE  α 1 2 3 4

Trust 4 5.04 1.18 0.905 0.761 0.840 0.825 

Affective commitment 6 5.04 1.05 0.864 0.768 0.847 0.669 0.748 

Normative commitment 6 4.00 1.08 0.914 0.810 0.800 0.401 0.311 0.797 

Teamwork 3 5.15 1.07 0.881 0.776 0.839 0.519 0.474 0.217 0.831 

Note. Square root of AVE is on the diagonal in bold. 

6.3.4  Structural model testing

To build the teamwork model, we employed the partial least squares (PLS) approach to 
perform structural equation modeling (SEM) analysis. The analysis was implemented 
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using the PLS software—SmartPLS 2.0. Our research adopted one-tailed testing 
(t-value >1.645, p<0.05) 40 and sets the re-sampling number at 500. 

6.3.5  Result

To validate the hypothesized effects of the structural multi-group analysis, we 
examined the coefficients of the causal relationships between constructs. Figure 2 
illustrates the paths and their significance on the structural model. In high experience 
group, as shown in Figure 2, trust explains 51.7% variance of affective commitment 
(R2=0.517) and 46.7 % variance of normative commitment (R2=0.467), and finally 
explains 45.7% teamwork (R2=0.457). In low experience group, trust influences 
teamwork significantly with normative commitment as mediator, explain 45.5% 
normative commitment (R2=0.455), and explains 47.2% teamwork (R2=0.472).

Figure 6.2. SEM result

Based on the entire sample (see Table 3), two hypotheses are significant, withH1a and 
H2a being supported. Regarding the moderating effects of experience, the influence 
of trust on affective commitment is stronger for players with high experience than 
for those with low experience (H1a is supported); however, the influence of trust on 
normative commitment is not stronger for players with high experience than for those 
with low experience (H1b is not supported). Consequently, the influence of affective 
commitment on teamwork is stronger for players with high experience than for those 
with low experience (H2a is supported); while the influence of normative commitment 
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on teamwork is not stronger for players with high experience than for those with low 
experience (H2b is not supported).

Table 6.3. Comparison of the path coefficients in both samples

Hypothesis High 
Experience(n1=155)

Low 
Experience(n2=141)

t-Value 
comparing 

the two 
group

High experi-
ence V.S. Low 

experience

Conclusion

Coefficient stand 
error

Coefficient stand 
error

H1a TR->AC 0.28 0.096 0.081 0.076 19.64** H>L Supported
H1b TR->NC 0.274 0.041 0.292 0.055 -3.21* H<L Not supported
H2a AC->TW 0.477 0.115 0.3 0.074 15.58** H>L Supported
H2b NC->TW 0.329 0.123 0.633 0.071 -25.71** H<L Not supported

*p < 0.05 level. **p < 0.01 level*Significant at the 0.05 significance level.

**Significant at the 0.01 significance level.

= High Experience group
n2 = Low Experience group
TR= Trust
AC=Affective commitment
NC=Normative commitment
TW=Teamwork

Further analysis of indirect and direct effects was performed as shown in Table 4 
and Table 5. For high experience group, the decomposition first indicates that the 
mediated effect of trust on teamwork through affective commitment (50.54%) is 
substantially stronger than that through normative commitment (49.46%). 

Table 6.4. Analysis of indirect effects in high experience group 

Indirect path

Path Affective
Commitment

Normative
commitment

 Total Effects

Trust->Teamwork 0.280 50.54% 0.274 49.46% 0.554

For low experience group, the decomposition in Table 5 also indicates that the 
mediated effect of trust on teamwork is through normative commitment (100%) rather 
than that on affective commitment (0%). 
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Table 6.5. Analysis of indirect effects in low experience group

Indirect path

Path Affective  Commitment Normative  commitment  Total Effects

Trust->Teamwork – 0.292 100% 0.292

Finally, in order to compare the path coefficients of hypothesis testing as well as the 
moderating effect, hypotheses were examined by comparing the path coefficients 
referencing Chin.38  Therefore, this study performs standard error estimates from 
each re-sampling in a parametric sense via t-tests. All t-values comparing the two 
groups are significant above the 0.05 level and are showed in Table 3. As shown as 
Figure 3, the slope means the affective commitment varies more for players with high 
experience group, while Figure 4 means the normative commitment varies more for 
players with low experience group.

Figure 6.3. Interaction between teamwork and affective commitment.

Figure 6.4. Interaction between teamwork and normative commitment.
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6.4  Developing several design recommendations that facilitate 
teamwork in MMORPGs

6.4.1  Subjects and Procedures.

Five male and five female MMORPG guild leaders, participated in the interview. All of 
them are frequent team leaders and have at least five years team-play experience, with 
the size of their guilds ranging from 330 to 500. All users were asked to identify and 
discuss teamwork recommendations based on their prior experience in-game. Finally, 
several teamwork recommendations were developed following the interviews.

6.4.2  Results

Design recommendations that facilitate teamwork in MMORPGs are as follows:
 – Shared space called guild territory.
 – Mentor system to promote social learning. 
 – Off-world communication system to improve negotiation and communication.
 – Player-guild recommendation mechanisms. 
 – Guild uniforms to increase guild members’ sense of belonging.
 – Reward distribution mechanisms to promote teamwork behaviors. 
 – Guild forums to increase the guilds’ sociability and social capital.

6.5  Discussion and Implication

To our best knowledge, this study is the first study to theoretically specify or 
empirically test the impacts of trust on online game player’s teamwork with affective 
commitment and normative commitment as mediators. The results indicated that 
trust only promotes more teamwork for players with high experience through affective 
commitment in comparison to those with low experience. This finding is partially 
consistent with the previous research indicating that team experience offers a possible 
basis for effective teams. 1, 12-14, 34   For example, Antin and Churchill 34 proposed the 
gamification design for social media users and also suggested that design elements 
such as badges can actively increase user’s  sense of trust, which results in more 
teamwork.

Based on the results of this study, it turns out that low teamwork is likely attributed 
to a lack of trust based on affective commitment or normative commitment. Thus, we 
may discover a few theoretical, managerial, educational implications as follows.

From the theoretical perspective, this article contributes to the literature on 
commitment and teamwork in several ways. First, it extends research of Meyer and 
Allen’s 15 organizational commitment theory by examining trust and teamwork 
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for players. Previous research considering attachment from a multidimensional 
perspective used commitment to organizational entities as independent variables and 
examined their relationships with various teamwork outcomes. This research focused 
on evaluating the influence of trust on teamwork, with affective commitment and 
normative commitment serving as mediators. By doing so, we identified relationships 
that could help explain how members with different level of experience employ 
teamwork in organizations. Also, this study found team experience is valuable in 
constructing theory about the nature of team structures and coordinative mechanisms 
that are needed to support interpersonal social systems in the online environment.

From managerial standpoint, prior study 12, 14, 36 has considered MMORPGs as 
effective tools to support group formation, maintenance, and coordination. The 
significant influence of affective commitment and normative commitment (i.e., 
mediators) on user’s perception of teamwork suggests that both mediators should be 
taken as checking points for monitoring how trust affects teamwork in the virtual 
work environment. Business managers should know that employees are very 
sensitive to any confusion about business activities in which their affective and 
normative commitment is weakened. As managers detect employees’ low trust in 
the organization, they should further fortify affective and normative commitment 
by transcribing business activities and verifying such activities as corporate culture 
to the employees in order to win their trust. Also, when forming different project 
teams, managers can use prior team experience for selecting employees to promote 
teamwork and reduce potential conflicts.

In terms of education, this study explored the role of affective commitment 
and normative commitment in strengthening participants’ teamwork. This result 
represents the development of effective social bonds, which may promote the 
emergence of an online community of practice. Through this community of practice, 
all members can form a joint team with a mutual engagement to develop a shared 
repertoire of knowledge and competences together. Also, this result may increase the 
understanding of learner-to-learner interaction in the situated learning context. For 
instance, the result implied that participants with high experience are more sensitive 
to such an influence, and they will display greater willingness to conduct teamwork 
with other team participants. Instructors may accordingly assist learners to maintain 
long term affective relationships, such as online learning families, to enhance 
teamwork. 

Some limitations of this research should be noted. First, the research design 
was non-experimental. Regardless of the sophistication of the statistical techniques, 
causal inferences must be treated with extreme caution when using non-experimental 
designs. Although the results are consistent with prior research and the hypothesized 
model, causal inferences should be withheld. Second, the respondents were mostly 
male (78%). Differences in how men and women are socialized may affect the team 
environment experiences and the willingness to commit to teams or organizations. 
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6.6  Conclusion 

The need for teamwork has grown significantly in today’s organizations. Based on 
the theoretical framework of teamwork and organizational commitment theory, 
a conceptual model was proposed in this study to examine the impacts of trust on 
players’ teamwork via affective commitment and normative commitment. Results 
showed trust only facilitates more teamwork for players with high experience through 
affective commitment compared to those with low experience. To increase personal 
commitment, the community leader should provide high-level emotional support to 
each member, such as encouraging reciprocal behaviors, care culture, and mentor 
systems. This finding implies that organizations should check and redesign their 
community-environment components (e.g., sense of belonging, team-tasks design, 
and communication system) to facilitate members’ teamwork. Todays’ organizations 
should identify and overcome potential situational constraints in organizational 
learning processes that may be decrease members’ teamwork efficacy. 

6.7  Areas for Future Research

Future studies may examine the influence of regional and national cultures on 
players’ teamwork behaviors, because online game players can be found throughout 
the world. Finally, further studies should address the broad applicability of these 
findings and should test the effect of the teamwork design recommended herein.
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7  Virtual Environments With Chroma-Keying 
Video Capture In Psychological Therapy

Abstract: A novel system of virtual environments (VEs) was developed and 
evaluated in the context of cognitive behaviour therapy (CBT) for socially anxious 
patients recovering from psychosis. The system uses chroma-keying video-capture to 
allow the person to see a life-size projection of their self interacting with specially-
scripted and digitally-edited filmed environments played in real time on a screen in 
front of them. Two feasibility studies collected self-reported ratings of anxiety and 
paranoia along with narrative feedback from 32 patients before and after using three 
non-interactive VEs. Six patients also used a variety of interactive VEs to carry out 
exposure-type behavioural experiments during a single therapy session. About two-
thirds of patients found that the VEs variably evoked responses that were similar to 
real life. These types of VEs can potentially be used as a therapy tool to help patients 
understand psychological processes, practise social skills, and gain the impetus to 
carry out real life behavioural experiments. Patients experience VEs in different ways 
- albeit as surreal, strange, or weird - depending on what is relevant and meaningful 
to them, what extraneous factors they find stressful or distracting (e.g. the presence 
of the researcher in the room or using the equipment), whether they perceive the VEs 
as realistic or immersive, and whether they use safety behaviours and avoidance 
strategies while in the VEs to control anxiety or paranoia.

7.1  Introduction

Effective psychological therapies, particularly cognitive behaviour therapy (CBT) for 
anxiety disorders, require that patients carry out repeated and prolonged exposure to 
anxiety-provoking situations either in real-life (in-vivo exposure) or in imagination 
(imaginal exposure) (Scholing & Emmelkamp, 1993; Feske & Chambless, 1995). 
In-vivo exposure is very effective but can be time-consuming or impractical to do 
due to logistical or safety issues in finding appropriate situations. Also, it may be 
difficult to contain or control live exposure situations to suit patient needs because 
real life is unpredictable. Using imaginal exposure, such as going over a script or 
running images in one’s mind, lacks realism and intensity because most people are 
not able to hold-on to images for long enough and can easily disengage from them 
when they become distressed. Also, patients often find it difficult to progress from 
practising exposure in imagination to doing exposure tasks in real life. To overcome 
some of these limitations, virtual environments which simulate appropriate exposure 
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conditions (in virtuo exposure) have been used effectively as part of CBT (reviews by 
Powers & Emmelkamp, 2008; Marks, Cavanagh & Gega, 2007).

Virtual environments (VEs) are artificially generated scenes or objects which 
are presented or conveyed through visual, tactile, motion, and/or auditory media. 
One type of VE is Virtual Reality (VR) which uses a head-mounted display system 
(like a pair of goggles) to present three-dimensional computer-generated graphics 
including virtual characters (avatars). VR systems have been used as part of CBT for 
post-traumatic stress disorder by simulating exposure conditions such as helicopter 
flying and jungle clearing in Vietnam (Rothbaum, Hodges, Ready, Graap & Alarcon, 
2001), earthquakes (Salcioglu & Basoglu, 2010), and the World Trade Centre attack 
(Difede & Hoffman, 2002). VR has also been used in the treatment of the fear of flying 
(Rothbaum et al, 2000) and social phobia (Klinger, Bouchard, Légeron, Roy, Lauer, 
Chemin & Nugues, 2005).

Another use of VR has been to influence psychological processes, such as the 
perception of pain, rather than as a means to deliver therapy for mental health 
problems. An example is “Snow World”, a VR system which is reported to act as a non-
pharmacological analgesic during burns wound-dressing. Patients are immersed into 
scenes of flying through an icy canyon filled with rivers and waterfalls, as snowflakes 
drift down, and shoot snowballs into the scene and hear them splash into the river 
(Hoffman, Chambers, Meyer, Arceneaux, Russell, Seibel et al 2011). The VR works by 
distracting patients and by creating a stimulus which evokes the opposite sensation 
(cold) to the trigger of pain (fire). 

In the field of psychosis, a VR system showed promise for understanding 
delusional beliefs such as paranoia (Freeman, 2008; Fornells-Ambrojo, Barker, 
Swapp, Slater, Antley & Freeman, 2008). Researchers used this VE system to compare 
paranoid beliefs across people with low paranoia, high non-clinical paranoia, 
and delusional beliefs (Freeman, Pugh, Vorontsova, Antley & Slater, 2010). The 
assessment of paranoia is an inherently difficult process because both interview and 
questionnaire-based measures rely on retrospective recall of events and cannot rule 
out the possibility of paranoid thoughts being based in reality. VR allows access to 
live thinking processes and ensures strict experimental control but has not yet been 
used in the delivery of psychological therapy for psychosis.

Another type of VE which has lent itself well to CBT can be described as visual 
display (VD) systems. These systems use two-dimensional computer-generated scenes 
similar to computer games. The person who uses the VD system guides an on-screen 
character through the virtual environment. VD systems have been used in the context 
of psychological therapy for agoraphobia (Chandler, Burck & Sampson, 1986) and 
obsessive-compulsive disorder (Clark, Kirkby, Daniels & Marks, 1998). These systems 
lack the immersive qualities of VR but are still engaging because of their interactivity 
and the users’ identification with a character on the screen. 

By definition, all different types of VEs comprise two elements: first, the 
technological media and equipment which convey the artificial scene or object, 



90   Virtual Environments With Chroma-Keying Video Capture In Psychological Therapy

and second, the experience of the scene or object itself. The use of VEs requires the 
user to interpret the artificial world as real and respond to it in a manner true to real 
life. One way of conceptualising the quality of this experience is through the idea of 
“virtualisation”. Virtualisation refers to an individual’s conviction that the artificial 
environment is real. This is important on the basis that the more realistic the artificial 
environment feels, the more natural the individual’s reactions to that environment 
would be. 

A marker of virtualisation is having a sense of ‘presence’ in the VE; this could 
be either a “physical presence”, when the individual feels that they are physically 
“there” in the VE, or a “functional presence”, which refers to the individual’s ability 
to respond to the VE in the same way as they would have done in real life. Presence, 
whether physical or functional, can be influenced by factors either external or internal 
to the individual who uses the VE. External factors include the immersive qualities of 
the VE equipment, its ability to match the conditions of the real life environment, 
and its interactivity, vividness, and reproduction of accurate and quick feedback 
information to the user. Internal factors which may influence presence in the VE 
relate to the user’s idiosyncratic interpretations, feelings, and reactions because of 
their personal experiences, personality traits, or mental state.

Presence in virtual reality has been suggested as a necessary ingredient for 
successful exposure therapy (Price & Andersson, 2007; Wiederhold & Wiederhold, 
2005), though not all studies have supported this (Krijn, Emmelkamp, Biemond et 
al, 2004). This comes back to distinguishing physical from functional presence and 
identifying which of these two types makes more sense to evaluate in the context 
of psychological therapy.  The literature seems to suggest that the value of VEs in 
a therapeutic context lies in their ability to induce the feelings, thoughts, and 
behaviours that an individual would have if they encountered the real-life alternative 
(e.g. Difede & Hoffman, 2002; Klinger et al., 2005). 

7.2  Virtual Environments With Chroma-Keying Video Capture

7.2.1  System Description

To use the system, the person goes into a 1.5 x 1.5 meter portable booth within which 
are enclosed a video-processing unit with a camera linked to a computer and video-
recorder, a screen-monitor, and an adjustable sitting stool. The user sits in the booth 
facing the screen with the camera pointing to them at a half-profile angle. There is a 
grey screen (illuminated by a green light) in the booth which provides a background 
to the user. Real-time chromo-keying technology is used to separate the image of the 
participant from the background and to combine the person’s image with the pre-
filmed scene and then display it on a video- screen in front of them. This chromo-
keying technology allows users to simultaneously observe the scene and view 
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themselves interacting with the characters of the film. The system automatically 
creates digital recordings of the person’s interactions in the VEs which the person can 
take away with them and watch retrospectively.

Users can experience scenes selected from a library of specially scripted video-
clips that last 2-10 minutes. Non-interactive scenes depict familiar environments, such 
as a city centre, a bus route, and local cafes. Interactive scenes include characters 
who could be hostile (e.g. a fellow customer at a bar who insists to be served first), 
rude (e.g. a medical secretary with a condescending tone of voice who speaks on the 
phone and ignores the patient), neutral (e.g. a waitress taking an order), or friendly 
(e.g. a helpful bus driver). Some characters ask innocuous questions (e.g. at a job 
interview or a street survey) and other ask personal or intrusive questions (e.g. during 
speed-dating or a medical survey). In some environments, the patients have to initiate 
conversations which could vary from “safe” to highly embarrassing (e.g. asking 
the shopkeeper of a local shop for products such as washing powder, toilet roll, or 
condoms). 

7.2.2  Use of video clips and chroma keying video-capture in VEs

The VE system discussed here has two main differences from conventional VR or VD 
systems. First, it does not use a head-mounted display or computer-generated graphics 
with avatars but uses custom-scripted and digitally-edited filmed environments 
played onto a screen. Second, it uses chroma-keying technology to capture the 
person’s image and superimpose it onto the virtual scene. The person sees a life-size 
projection of themselves (an inverse and not a mirror image) observing and verbally 
interacting with people in the environments played in real time on a screen in front 
of them.

Video-clips or photographs rather than computer-generated graphics have 
been used in other VR or VD systems, for example to recreate virtual audiences to 
help with fear of public speaking (Anderson, Rothbaum & Hodges, 2003; Lee, Ku, 
Jang, Kim, Choi, Kim & Kim, 2002).; however, these systems did not include the user 
within the scene. Video-capture and motion-capture systems have also been used 
to treat phantom-limb pain (Cole, Crowle, Austwick & Henderson, 2009) and in the 
rehabilitation of stroke patients (Jack et al., 2001; Merians et al, 2002); however, these 
systems involved either artificially re-created parts of the body or avatars rather than 
real-time capture and projection of the user themselves.  

7.2.3  An “Out-of-Body” Experience? 

The VE system described here offers a “self-observation” view, similar to an out-
of-body experience, because the person sees a life-size projection of themselves 
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interacting with an on-screen environment (third-person perspective). This is neither 
the first person perspective of conventional VR systems (watching the environment 
through goggles) nor the vicarious experience of computer games (identifying with 
a small avatar on the screen). It is also different from a mirror image because the 
person sees an inversed image of their back in an over-the-shoulder shot rather than 
a face-on picture (fig 1). Researchers in the field of psychology have previously used 
this projected image to create an “out-of-body” experience, like the “rubber hand 
illusion” (Botvinick & Cohen, 1998) but not within a therapeutic context and without 
placing the person in an interactive environment. 

Figure 7.1. Representation of Virtual Environment with Chroma-Keying Video-Capture

7.3  Feasibility Studies With Social Anxiety & Paranoia

7.3.1  Design

Two feasibility case series explored the use of this novel VE system as part of CBT with 
patients who had been recovering from psychosis and also had social anxiety.  This 
is a particularly complex, vulnerable, and socially disabled group of patients who 
is usually difficult to engage in therapy and has received little attention in research. 
The first study used three non-interactive standardised VEs at baseline (before the 
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patients began CBT). The second study used several VEs tailored to the patients’ 
specific feared triggers as part of a single therapy session half-way through a 12-week 
CBT programme (Gega, White, Clarke, Turner & Fowler, 2013).

The reason for using non-interactive standardised VEs in the first study was to 
exercise caution and prevent our patients from becoming overwhelmed at baseline (we 
had assumed that the more interactive and tailored the VEs had been, the stronger the 
emotional responses they would have evoked). Interactive and tailored VEs were used 
as part of therapy in the second study because the patients had already experienced 
the non-interactive VEs at baseline and developed a trusting relationship with their 
therapists. 

7.3.2  Objectives

The two feasibility studies aimed to generate hypotheses about the potential value 
of VEs with chroma-keying video-capture as a psychological therapy tool. They also 
explored patient experiences of these VEs specific to a clinical population with social 
anxiety and paranoia. The studies addressed four questions:
1. Can the VEs evoke emotional, cognitive, and behavioural responses which are 

similar to their “real-life” alternatives?
2. What factors may influence patients’ emotional, cognitive, and behavioural 

responses to the VEs?
3. What do patients “learn” while using VEs in the context of psychological therapy? 
4. How do patients feel about seeing themselves projected and interacting live on a 

screen?

7.3.3  Participants 

Patients who had received treatment for an acute psychotic episode and reported 
symptoms of social anxiety were assessed for eligibility for the study at a community 
psychiatric service where they routinely received follow-up care. Patients were eligible 
to participate in the study if: a) they scored a minimum of 30 on the Social Interaction 
Anxiety Scale (SIAS; Mattick & Clarke, 1998) denoting the presence of clinical social 
anxiety and b) their residual positive psychotic symptoms were mild-to-moderate (not 
scoring more than 4 on the positive symptoms sub-scale of the Positive and Negative 
Syndrome Scale (PANSS; Kay, Oplar, & Lindenmayer, 1987). A distinctive feature 
of social anxiety in patients with a history of psychosis is their self-perception of 
being vulnerable and their view of the world as threatening, partly due to the stigma 
and social disability associated with psychosis, and partly due to residual positive 
psychotic symptoms such as paranoia (Birchwood, 2006; Fowler, 2006). 
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7.3.4  Intervention

Three standardised non-interactive VEs were used at baseline before patients started 
therapy: a) a street scene which featured a crowded cityscape with the point of view as 
if you were sat outside a shop on the main road, b) a drinks party, which was recorded 
at a local college during a display of artwork with people engaging one another in 
conversation in small groups; and c) a bus trip in which the vantage point was from 
the top floor of the bus having a view of the seats opposite as well as outside. 

As part of a therapy session, several interactive VEs were used including travelling 
on the bus where a young woman sits opposite the patient and makes friendly 
conversation, sitting at a bar and having to order a drink while another customer 
gives his turn to order, being at a drinks party where two different people initiate 
small talk and ask personal questions, and others.

Therapy was based on a CBT approach for social anxiety (Butler et al, 2007) and 
the VE system was used as part of a behavioural experiment to: explore patients’ 
thoughts and feared outcomes in social situations; demonstrate the role of their safety 
behaviours in maintaining anxiety; modify unhelpful responses to other people 
during social interactions. A researcher (assistant psychologist) was in the room but 
did not interact with the patient whilst using the VE. 

7.3.5  Data Collection 

Patients were assessed at baseline using a structured clinical interview and a battery 
of psychometric tests, including the Social Interaction Anxiety Scale (SIAS; Mattick 
& Clarke, 1998) and the Green et  al. Paranoid Thought Scales (GPTS, Green et al, 
2008). The SIAS is a 20-item scale assessing symptoms of anxiety in a range of social 
situations on a five-point (0-4) scale; the total score range is 0-80 with higher scores 
indicating higher levels of social anxiety. The GPTS comprises 2 x 16-item sub-scales 
assessing ideas of social reference and persecution, each rated on five-point scale 
from 1 (not at all) to 5 (totally). The aggregate range of scores for both sub-scales is 
32-160 with higher scores denoting higher levels of paranoia.

Before and immediately after participants used each of the three VEs at baseline, 
they self-rated their situational anxiety and paranoia on a visual analogue scale 
presented to them with two questions: “on a scale of 0-100, how anxious do you 
currently feel?” and “on a scale of 0-100, how paranoid do you currently feel (having 
thoughts or worries that others are trying to harm you)?”. When the VEs were used 
as part of the therapy session, narrative and numerical data were collected via 
behavioural experiment forms and from therapist field notes detailing which VE 
scenes were used, how they were used within the context of CBT, and what patients 
said during their VE therapy session.
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7.3.6  Analysis 

We tabulated qualitative and quantitative data into a template that included the 
patients’ narrative feedback on the use of each VE and of the equipment overall, along 
with their paranoia and anxiety scores before and after using each VE. No personal 
identifiers (apart from gender and age) have been used in order to protect patient 
identities. Thematic analysis of patients’ narrative feedback  looked for evidence of 
virtualisation, e.g. if patients described the VEs by using words such as “immersive” 
and “realistic”, if they demonstrated or expressed strong emotional responses to the 
VEs, etc. Visual inspection of individual anxiety and paranoia scores in the context 
of the received narrative feedback explored how virtualisation and other factors 
influenced patients’ emotional, cognitive, and behavioural responses to the VEs.

7.3.7  Findings

7.3.7.1  Sample characteristics
Thirty two patients gave informed consent to use the VE system at baseline. Of those, 
five patients consented to also use the system half-way through therapy and an 
additional sixth patient, who was too nervous to try it at baseline, gave consent to 
use it as part of therapy. The sample of 32 participants who used the VEs at baseline 
included 21 men and 11 women. They were all White British with a mean age of 25 
years (sd=6, range=17-36). A few participants were in full-time education (n=3) or 
employment (n=7), while the rest spent their days at home doing activities such as 
watching television, browsing the internet, or reading. Mean SIAS and GPTS scores 
at baseline were 51 (sd=13) and 85 (sd=32) respectively, which denoted high levels of 
social anxiety and moderate levels of paranoia in our sample. 

7.3.7.2  Can the VEs evoke emotional, cognitive and behavioural responses which 
are similar to their “real-life” alternatives? 
Out of the 32 participants, 4 gave no feedback about the system and 8 thought that the 
system was “not very interesting”, “did not feel real”, and “was more like watching 
TV”.  Participant no. 39 commented: “The drinks party felt like watching a YouTube 
video clip. I was expecting something to happen, like something to jump into view 
like in a horror movie…”. 

About two-thirds of the participants (n=20) showed or reported strong responses 
of either anxiety or paranoia to at least some of the environments: “I started to 
breathe heavily like when I get anxious in real life” (no. 35); “There were young people 
laughing, were they laughing about me?” (no. 34); “I thought other people were 
talking about me and saying negative things” (no. 54); “I felt anxious and paranoid 
in the scene and thought ‘who is behind me? What are my escape routes?’”(no. 17).  
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Interestingly, some participants did not report anxiety or paranoia in response 
to the virtual environments or reported a reduction in their symptoms; this was 
representative of their “real” life responses: “I found [the street scene] relaxing, it is 
something I would do normally” (no. 43), “I don’t get anxious on the bus in real life…I 
was looking at the scenery” (no. 53).

Figure 7.2. Factors influencing responses to virtual enviroments (VEs) in therapy

7.3.7.3   What factors may influence patients’ emotional responses to the VEs? 
Figure 2 illustrates the four main factors that we observed influencing anxiety and 
paranoia ratings of different patients about the same VE and of each patient about 
different VEs: relevance and meaning of the VE, using or refraining from safety 
behaviours and avoidance strategies while in the VE, patients’ perceived presence 
in and realism of the VE, and extraneous factors relating to the use of the VE but not 
the VE per 

The first factor, relevance and meaning of the VEs, is associated with the fact 
that an individual’s anxiety or paranoia may be triggered by different situations and 
driven by different fears; therefore, the more relevant and meaningful a specific VE is 
in terms of an individual’s fears and circumstances, the more likely the individual is 
to have an emotional response to that VE. Indicative quotes are: “The bus felt horrible 
as I hate using the bus” (no. 9); “I was less anxious on the bus but felt a bit more 
paranoid because I wasn’t able to see the people that were talking in the background. 
It was a bit like the voices I sometimes hear due to my illness” (no. 48). 

The second factor relates to the safety behaviours and avoidance strategies that 
participants may instinctively use while in the VEs such as reassuring themselves that 
the environments were not real, or looking away from the screen. The use of safety 
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behaviours and avoidance strategies may dampen the level of anxiety or paranoia 
evoked by the VE experience: “The [street scene] was easier as I was thinking ‘it’s not 
real life… you know the people aren’t real’” (no.21). “I would look away when I started 
to feel anxious” (no. 9). On occasions when the VEs made it impossible for patients to 
use avoidance strategies, anxiety increased: “On the bus I felt anxious… I didn’t feel 
that I had control… in real life I could get off” (no. 44); “[Street scene] I felt anxious, I 
watched people to see if I recognised any of them. In real life I would have been with 
someone or rolling a cigarette which would lessen my anxiety” (no. 53).  

The third factor of perceived presence in and realism of the VEs meant that the 
more realistic a VE felt the stronger the resemblance of an individual’s emotional 
response to real life, or the greater the magnitude of emotional change pre-post VE. 
Participant no. 35 showed an increase in anxiety and paranoia scores from 0 to 30% at 
the drinks party scene: “[it] felt a lot like being there. I started to breathe heavily like 
when I get anxious in real life”. Participant no. 34 showed high levels of both anxiety 
(pre-post VE: 80-90%) and paranoia (pre-post VE: 60-70%) while experiencing the 
street scene: “[the street] was unnerving – I didn’t like the idea of people walking 
behind me. It felt very realistic and I am familiar with [the street]”. On the contrary, 
no 47, whose anxiety and paranoia scores pre-post VE were 0-10% commented on 
the lack of perceived realism and presence: “It didn’t feel like any of the scenes were 
realistic, it was like watching myself on TV”.

Finally, several extraneous factors influenced anxiety in anticipation of, or 
in response to, using the VE, including the presence of the researcher in the room, 
the technological equipment per se, or seeing oneself on screen. The influence 
of extraneous factors tended to wear off with time:  “The equipment made me 
feel anxious… I was worried what you [researcher] were thinking” (no. 22); “The 
equipment was initially daunting but I didn’t notice it by the third clip” (no. 39); 
“Watching myself on a camera made me feel self-conscious and was not pleasant… it 
was easier after the start (no. 32); “The equipment was ok but a bit weird at first” (no. 
35). Some patients’ also reported a reduction in anxiety at the end of a clip because of 
their task finishing rather than because of the VE per se. 

7.3.7.4  What do patients “learn” while using VEs in the context of psychological 
therapy?
 Patients’ feedback about using the VEs as part of their therapy was that the system 
offered a safe stage for them to correct unhelpful safety behaviours, such as looking 
at the floor or looking out for trouble, and to practise helpful social skills, such as 
making eye contact and small talk. Patients also reported that using the system helped 
them gain impetus to go to crowded public places and engage in social interactions 
in real life. The VEs were conducive to challenging patients’ anxiety/paranoia-
driven misperceptions about themselves and others, for example by realising that 
they looked/spoke better than they thought or expected, and that they could feel 
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threatened without actual threat being there. Repeated rehearsal of social skills while 
in the VEs (e.g. making small talk) made the point of ‘practice makes perfect’ and 
that anxiety subsides with time. Case examples under each key learning point are 
outlined on table 1.

Table 7.1. Key learning points from using VEs in psychological therapy

Key learning point Participant Use of the VE system

“Even if someone 
or something feels 
threatening, it does 
not mean that it is 
actually threatening”

No.17
male 
30 years 
SIAS=63 
GPTS=83

The participant had the strong feeling that someone on the 
screen was “looking at him funny”, which made him feel 
anxious and scared. Talking about the virtual experience 
afterwards, he said that, as he knew it was artificial, the person 
on the screen could not have been looking at him with bad 
intentions, so it must have been his own mind creating the 
threat or blowing things out of proportion.

“Having rehearsed 
something in the 
virtual world, makes 
it easier to do it in the 
real world”.

No.15 
Male
30 years
SIAS=66
GPTS=121

The participant used a virtual environment to engage in polite 
conversation and make eye contact with a young woman, whom 
he perceived was flirting with him, whilst both were travelling 
on a bus. Encouraged by his achievement of facing up to his 
two worst fears in a virtual environment (public transport and 
young women), the patient decided to go into “real-life” social 
situations that he would otherwise have avoided: he used 
public transport and he waited at the job centre despite feeling 
nervous and uncomfortable when a young woman sat opposite 
him.

Things are better than 
expected and get 
easier with time and 
practice

No. 13 
Male
27 years
SIAS=60
GPTS=32

The participant used four virtual environments (talking with a 
young woman while travelling on the bus, ordering at a bar and 
interacting with a fellow-customer, making small talk at a drinks 
party) to test his belief that he might stutter or not know what 
to say. The participant’s anxiety response, a ‘stomach feeling’, 
was at its worse at the beginning of his first virtual small-talk, 
but it improved the longer he spent in the each environment 
and having rehearsed what to say to the characters on the 
screen. Even when he felt at his worst, the participant said that 
he did not do as bad as he thought he would.  

Safety behaviours 
make anxiety about 
social situations 
worse

No. 18
Male
31 years, 
SIAS=76
GPTS=95

To demonstrate that the safety behaviour of looking at the 
floor rather than at eye-level when meeting people maintained 
social anxiety, we conducted a behavioural experiment with a 
participant alternating between looking at the ground and then 
deliberately making eye contact in three virtual environments 
(standing in a supermarket, at an arts exhibition, and at a busy 
street in the middle of the city). The participant reported that 
he surprisingly felt less anxious when he was looking up and 
making eye contact rather than when he was looking at the 
floor; he also said that he wouldn’t have dared test this in real 
life.
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7.3.7.5  How do patients feel about seeing themselves projected and interacting live 
on a screen? 
Several patients commended that the system felt “weird” and “surreal”: “I thought 
the angle I was sat at on the bus was unusual. It was weird to watch myself” (no. 
32). Other patients found that seeing themselves on screen helped them shift their 
attention focus from themselves to the environment: “Because I could see myself I 
was thinking more about what other people were doing” (no. 39).

7.4   Discussion

A novel VE system, which uses specially-scripted and digitally-edited video clips and 
real-time chroma-keying video-capture of the patient’s image, was evaluated in two 
feasibility case series as part of a CBT intervention for patients with social anxiety and 
paranoia. The VEs evoked the same responses as the real life alternatives for at least 
for two-thirds of the patients who used them. The case series suggest that everyone 
experiences the system in a different way and that several factors may influence users’ 
responses to it. Researchers and clinicians who may use and evaluate the system in 
different clinical settings or with different clinical populations need to:

 – Select VEs that are tailored to each patient’s fears and triggers by asking patients 
how anxious/paranoid they would have felt if they had to experience similar 
scenarios in real life.

 – Monitor patients’ safety behaviours and avoidance strategies while in the VE by 
asking them what they do, or avoid doing, or say to themselves to feel better or 
less anxious/paranoid about using the VE. 

 – Control for extraneous factors, such as technological anxiety, by helping patients 
get used to the equipment through non-threatening or relaxing VEs at first.

 – Use standardised measures of presence and immersion to assess whether the VE 
system feels real and absorbing to patients.

Our case series also suggests that a simple way of evaluating the VE system is to ask 
patients whether they felt in the VE the same as, or better/worse than (e.g. as anxious 
as or less/more anxious than), they would have felt in a similar situation in real life. 
This is more helpful than simply measuring state anxiety or paranoia in the VE because 
of all the different confounding factors that may influence emotional responses to the 
VE. Any discrepancies between the VE and real life could be further explored, e.g. 
feeling less anxious in the VE than would be expected in the real life alternative may 
be because the system was not perceived as realistic/immersive enough or because 
patients used safety behaviours while in the VE. 

Some patients in our studies perceived the virtual environments as “not real” 
but this was not necessarily a disadvantage. Given that an artificial environment still 
evoked anxiety or paranoia, maintaining a certain degree of control in the knowledge 
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that the situation was indeed artificial proved helpful for some patients for two 
reasons. First, it made patients more willing to take “risks”, i.e. face up to the worse 
case scenario and drop safety behaviours. Second, it helped patients challenge their 
paranoid or anxious interpretations of social situations, e.g. realising that an artificial 
character cannot possibly intend to harm the patient or think badly of them, so there 
must be an alternative explanation as to why the patient felt threatened. 

A major difference between VEs and real life is that VEs are standardised and 
constant, whereas real life is unpredictable and varied. These case series have not 
explored whether the repetitive and standardised interactions of the VEs helped 
reduce anxiety because patients knew what the characters would say. Although this 
is helpful for social skills training, having slight variations in the virtual characters’ 
reactions may be more helpful as a transferable “relationship” skill that would lend 
itself better to the unpredictability of real life. An interesting question is how patients 
relate to the virtual characters and whether they can develop a relationship with them 
as they would do with real people. 

A pertinent question for future research is whether having a “self-observation” 
view by watching a full-sized image of oneself interact live on-screen may resemble 
an out-of-body experience. The projection of self in the VEs can be confused with 
depersonalisation (Sierra, 2009) which in itself can be a symptom of anxiety or 
psychosis; however, in depersonalisation one feels detached from themselves, 
whereas in the VE one identifies with their projected image. We do not know whether, 
in the context of CBT with patients who have both conditions, inducing such as feeling 
could be helpful in the context of exposure therapy. 

An additional research question following from this is whether it is important that 
the patient sees himself or herself in real-time (chroma-keying) or whether a recording 
of the scenario played back to them (retrospective feedback) is sufficient to achieve 
the same results. Some studies support the use of video in the treatment of social 
anxiety, though others have demonstrated that video-feedback has an added value to 
CBT only if it is combined with cognitive preparation (patients make predictions prior 
to using the video) (Harvey et al, 2000) and cognitive review (therapists follow up the 
video with restructuring of patients’ unhelpful beliefs) (Orr & Moscovitch, 2010). An 
interesting objective for future research is to compare patients’ emotional responses 
when they see themselves on screen versus when they interact with the VE without 
being present in the scene versus when they see only part of their body (e.g. an arm 
or a leg). 

Future research needs to test whether the added value of the VEs, over and 
above real life or imagination, is in engaging difficult-to-reach or difficult-to-treat 
populations, in speeding up therapy because of opportunities for mass practice, or 
in there being less need for therapist-assisted in-vivo exposure and quicker transition 
between a clinical setting and “real life”. Completion of self-efficacy measures and 
standardised real-life behavioural tests is necessary to test whether patients feel more 
confident to confront their feared social situations “in-vivo” after doing it “in-virtuo”.
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7.5  Conclusion

Virtual environments (VEs) using video clips and chroma-keying video-capture can 
evoke emotional, behavioural, and cognitive responses that are similar to those of 
real life. VEs can potentially be used as a therapy tool to help patients understand 
psychological process, practise social skills, and gain the impetus to carry out real 
life behavioural experiments. Patients experience VEs in different ways - albeit as 
surreal, strange or weird - depending on what is relevant and meaningful to them, 
what extraneous factors they find stressful or distracting (e.g. the presence of the 
researcher in the room or using the equipment), whether they perceive the VEs as 
realistic or immersive, and whether they use safety behaviours and avoidance 
strategies while in the VEs to control anxiety or paranoia.
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Elizabeth Sillence 

8  Sharing personal experiences and offering 
advice within online health-based social 
networks

Abstract: Online personal experiences (PEx) are becoming increasingly available to 
patients and provide an important resource for people to learn more about different 
aspects of a disease or treatment. Despite the availability of such patient stories, 
questions remain about whether or not they are beneficial to health decision making.  
Access to experiential information and advice can empower people to take control 
of their own health but can also leave patients feeling overwhelmed or isolated. One 
consequence of this rise in peer-to-peer healthcare is an increase in online advice 
exchange (i.e. asking for and offering advice to fellow patients). The process of advice 
exchange within online social networks is interesting, not least because it raises 
issues associated with trust, expertise, and disclosure. In practical terms clinicians 
have queried the usefulness of peer support in offline settings and raised concerns 
that health information exchanged online might be incomplete or inaccurate. In 
this chapter we review some of the key issues associated with online PEx and advice 
exchange. Drawing on the social and psychological literature we explore notions 
surrounding experience, expertise, and advice and provide illustrations from our own 
research. Using detailed online analyses we present findings from a study exploring 
advice exchange within an online breast cancer support group and in particular 
highlight the importance of personal experience as a form of advice giving. The 
implications for using online advice in health care decision making are considered 
along with a discussion of the issues surrounding this research method. 

8.1  Introduction

Access to other peoples’ online accounts of their health and wellbeing now provides 
patients and carers with a major resource for health information and advice (Ziebland 
& Wyke, 2012).Whilst studies have documented the social and emotional support 
these websites offer through their exchanges, there has been little attention given to 
the way in which people use these sites to exchange advice. How do people decide to 
trust one person’s advice over another? What types of advice are people offered online 
and how does the advice translate into behaviour? This chapter aims to explore the 
notion of advice exchange within online forums and is organised as follows: In the 
next section we discuss the role of the Internet in the context of health information 
and advice, focussing on the role of personal accounts or narratives as a resource for 
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health information. In Section 3 we examine the context of advice within narratives 
and illustrate the concepts of expertise and experience with examples from our own 
research. Section 4 presents findings from a detailed study exploring advice exchange 
with an online breast cancer community. This section details the way in which advice 
exchange can be embedded within personal experiences. Section 5 draws together the 
literature and the results of the work to present some conclusions and considerations 
for future research. 

8.2  Online Health Information 

The Internet offers access to experiential information for people across a wide 
range of health issues including HIV/AIDS (Mo & Coulson, 2008), asthma (Sillence, 
Hardy, Briggs & Harris, 2012); antenatal diagnostic testing (France, Wyke, Ziebland, 
Entwistle, & Hunt, 2011) and informal caregiving (Hughes, Locock & Ziebland, 2013). 
Patients are increasingly the first source of information and advice for other patients 
in a new peer-to-peer process where patients are turning to others like themselves for 
advice and support and where detailed patient experiences (PEx) are offered online 
and used to inform health decisions (France et al, 2011;  Entwistle, France, Wyke, 
Jepson, Hunt, Ziebland, & Thompson, 2011).  This process of sharing information 
and advice appears to vary across different social networks according to, amongst 
other things, the types and frequency of the peer-to-peer exchanges they contain. 
Some social networks exchange more instrumental messages whilst others may 
contain more messages of social and emotional support (Mo, Malik & Coulson, 2009). 
These differences may reflect the nature of the health condition, the gender of the 
contributing members (see Mo et al., 2009 for a review) or the underlying ethos of the 
community (Lamerichs, 2003; Sillence, 2010).  

The process of advice exchange also varies across different online settings, 
with some studies indicating that it forms a key constituent of a particular online 
social network (Kouper, 2010) and others reporting that advice exchange is not 
seen as central to the community’s functioning (Lamerichs, 2003). At a practical 
level advice exchange has the potential to influence treatment decisions. Because 
of this potential influence, clinicians have queried the usefulness of peer support in 
offline settings (Steginga, Smith, Pinnock, Gardiner & Dunn, 2007), and with there 
being little control over the accuracy of information and feedback provided on the 
web there have been concerns that health information exchanged online might be 
incomplete or inaccurate. The picture here is mixed (Braithwaite, Waldron & Finn, 
1999; Esquivel Meric-Bernstam & Bernstam, 2006; Hoch, Norris, Lester, & Marcus, 
1999; Sillence & Mo, 2012) suggesting that the notion of how information and advice 
is exchanged within such settings may be more complex than first thought. Narratives 
or personal stories are one way in which people convey information about their health 
and wellbeing and are readily available on the Internet, on social media sites, and 
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in patient decision support tools. Narratives can be seen as consisting of different 
content types as people, for example, share the outcome of a treatment, explain the 
process behind their decision making, or provide details of their experiences (Shaffer 
& Zikmund-Fisher, 2013). Work on narratives within patient decision support tools 
settings has highlighted the fact that different narrative content types differentially 
affect outcomes and responses in terms of decision making (Shaffer, Hulsey & 
Zikmund-Fisher, 2013) so narratives containing process content (i.e. explanations of 
how the patient made his or her decision) appear to guide information search whereas 
narratives containing experiences, for example of treatments or side effects, improve 
evaluations of the decision process in an experimental setting. This suggests that 
the framing of the advice exchange (i.e. the way in which advice is both sought and 
subsequently offered) may affect readers subsequent search behaviour and decision 
making around the area, although this remains to be seen in more realistic settings.

8.3  Advice Exchange 

The process of advice exchange within online social networks is interesting not least 
because it raises issues associated with trust, expertise, and disclosure.  Expertise is 
not straightforward within peer settings (Lamerichs, 2003), unlike traditional health 
settings in which there is one expert advisor (i.e. the medic and one lay advice seeker, 
the patient), online support groups are by their nature a community of supposedly 
equal peers and so issues of expertise and credibility in such settings may prove 
more difficult. Advice has been defined as ‘opinions or counsel given by people who 
perceive themselves as knowledgeable, and/or who the advice seeker may think are 
credible, trustworthy, and reliable’ DeCapua & Dunham, 1993, p519). This definition 
highlights the difficulties involved for both parties in managing the interaction. 
For the advice seeker, asking for advice is in a way undermining their identity as a 
competent person, playing down their own knowledge and abilities, whilst the advice 
giver has to demonstrate they are worthy of offering advice. Advice givers also have 
to pay attention to the cues of the advice seeker. They have to be sensitive to their 
needs, even recognising that advice is being sought. The way in which that advice is 
presented is crucial if the giver is to succeed in passing on his or her way of thinking 
on the topic. The context may require that the advice giving is mitigated. Locher & 
Hoffman (2006) suggest that such mitigation occurs in the form of humour or through 
the use of lexical hedges such as ‘maybe’ or perhaps’.

The literature on expert advice giving has mainly concentrated on face-to-face 
settings or written expert advice, often in the form of personal problem pages in 
newspapers, magazines, or online (e.g. Locher & Hoffman, 2006; Silverman, 1997), 
however the structural and pragmatic features of the advice exchange process are one 
indicator of its value within the online community (Kouper, 2010). These features can 
include the ways in which advice is solicited and the degree of directness of advice 
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mapping onto the look and feel of the community – its ethos.  Kouper (2010), for 
example, notes that advice requests can be embedded within narrative structures 
which typically include long elaborations on the background and advice seekers tend 
to justify their requests. In replying to the messages, Kouper (2010) notes contributors 
dealt with the potentially difficult issue of ‘being an expert’ by using personal 
experiences to encapsulate advice rather than using direct advice messages such as 
“You should do x”. Richardson (2003) noted that members who respond to requests 
for advice use a number of warranting strategies to indicate their credibility and 
suitability for the task. These include presenting their own history and experiences 
through their profiles and their message posts, presenting their own key statistics and 
making reference to other websites and sources of information.

Our own work has shown how expertise in online health forums is managed 
through the adoption of quasi-medical conventions in which more senior posters 
display the technicalities of their conditions in medical short hand. They also request 
this form of patient notation from each new patient asking for advice before they 
offer any advice response (Sillence, 2010). Other studies within a health context have 
noted the importance of politeness strategies (e.g. mitigated suggestions in the form 
of questions and stories or the use of positioning statements) which allow the advice 
seekers to set the parameters by which they wish to receive advice (Harrison & Barlow, 
2009; Sillence, 2010). 

8.4  A study of advice exchange within an online breast cancer 
forum 

Breast cancer patients make use of online health resources in a number of ways 
including increasing their sense of social support, (Fogel, Albert, Schnabel, Ditkoff & 
Neugut, 2002) gathering information and helping them make sense of the experience 
of cancer (Rozmovits & Ziebland, 2004).  Advice exchange within breast cancer forums 
may not be restricted to treatment options and side effects but may also encompass 
advice about day-to-day living with breast cancer or interactions with doctors, friends, 
and family (Setoyama, Yamazaki, Nakayama, 2011).

8.4.1  Method

Data for the study were collected between January and February 2011 and consisted of 
one month’s posts and comments to a breast cancer support site. The site was chosen 
because it was publically accessible (i.e. the messages on the site were publicly posted 
with no membership or password required for access) and because it appeared to be 
active (i.e. the site contained at least 100 members with at least 50 messages posted 
within the last 30 days). 
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8.4.1.1  Analysis
The data analysis consisted of three stages: Assessment of posting activity; analysis of 
advice solicitations and analysis of advice giving. The general assessment of posting 
activity consisted of producing descriptive statistics such as numbers of posts with 
and without advice and number of comments. A qualitative examination of the 
messages in terms of advice solicitations was carried out using a modified version 
of Goldsmith’s (2000) typology. The typology consists of four advice solicitation 
types which vary in their directness and transparency: request for advice, request 
for opinion or information, announcement of a plan of action. The fifth advice 
pattern (Same boat) was added to Goldsmith’s typology (Table 1) after a preliminary 
examination of the messages.  As increasing numbers of appeals to ‘people in the 
same boat as me’ were identified it became apparent that this could be considered a 
distinctive type of advice solicitation. 

Table 8.1. Types of advice solicitation

No. Advice pattern Description

1 Request for advice Explicit solicitation of advice using the following phrases:  
a) “I need your advice”; b) What should I do?”; c) “ Should I do X?”

2 Request for opinion or 
information

Questions such as “What do you think?” or What do you think of 
X?” that can often generate advice responses even though they 
may be ambiguous about whether the posters wants to solve a 
problem or get emotional support. 

3 Problem disclosure Also potentially ambiguous as it can be interpreted as a request 
for advice, sympathy, solidarity etc.

4 Announcement of a plan of 
action

The poster may receive advice after announcing their intentions.

5 Anyone in the same boat? The poster asks specifically to hear from anyone in the same boat 
as themselves or who is going through the same experience.

To address the issue of reliably differentiating among the categories, a small 
subsample (10%) of messages were coded again by the author two weeks after the 
original coding exercise. The coding produced identical results for both sessions 
indicating that the categories in Tables 1 and 2 could reliably be differentiated by the 
researcher. Pieces of advice posted in comments in response to the original advice 
solicitation were examined for their degree of directness. The degree of directness is 
interesting to examine because of the tension that exists between showing support 
and appearing to impose. Advice seekers and givers have to make choices about the 
way in which they exchange advice and this impacts upon the ethos of the community. 
In this respect the following categories were used in the analysis. These categories 
(see Table 2) are based on those reported by Kouper (2010).
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Table 8.2. Levels of directness of advice

No. Type of advice Description

1 Direct advice Any comment that included imperatives or the modal verb 
should.

2 Hedged advice Any comment that contained explicit hedges or hedging 
devices e.g. “I think,” “it seems,” or “why don’t you?”

3 Indirect advice Any comment that lacked explicit or hedged advice but had 
enough information to act upon it e.g. ‘here’s one possibility’ 
or ‘there are a number of options’.

4 Description of personal 
experience

An account of how the personal dealt with the situation the 
advice seeker had described.

8.4.1.2  Findings
During January and February 2011, 425 original messages were posted (for more 
details on the message corpus see (Sillence, 2013). The analysis of the advice messages 
focused on both the ways in which advice was sought and the ways in which advice 
was offered. In this chapter we focus on two main findings: the search for advice from 
someone in the same boat and the offering of advice within the structure of a personal 
narrative.

Asking for advice
Members asked for advice under a number of different headings including treatment 
topics, after treatment has finished, living with breast cancer, and employment issues. 
The frequency of different types of advice solicitation is presented in Table 3. Looking 
at the pattern of advice solicitations it is clear that few messages contained direct 
requests for advice. The majority of advice solicitations took the form of opinion/
information requests or problem disclosures.  

Table 8.3. Frequency of advice solicitation types within the forum 

Type of advice solicitation Frequency (%)

Breast Cancer forum
Request for advice 26 (9%)
Request for opinion or information 103 (34%)
Problem disclosure 106 (35%)
Announcement of a plan of action 3 (1%)
Same boat 61 (20%)
Total 299
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Very few posters sought direct advice from other posters. Members of the social 
network typically welcomed ‘any comments or advice’ from readers without including 
a specific invitation to provide counsel. As such messages containing the word 
‘advice’ were more often coded as requests for opinion or information. In cases where 
advice was sought directly it was typically accompanied by two possible options for 
the advice giver to comment upon rather than leaving it more open ended. In this way 
online peers may act as conversational ‘sounding boards’. 

My step-daughter to be has a family history of bc. So far, she herself and her 
father brush it under the carpet and do not want to discuss it at all. Should I back off 
or should I try to encourage them to do something?

Within the social network a typical advice solicitation took the form of a narrative 
containing a number of different structures. In addition to the advice solicitations, 
narratives contained background and justification structures as well. The message 
below typifies this kind of narrative form and highlights the period of orientation to 
the circumstances of the poster.  

Was treated for triple negative BC in 2003 and next month will reach the magic 
eight years post diagnosis so have much to celebrate and am very grateful to still be 
here. However for the past few months I have felt so tired and generally unwell that I 
am finding life a real struggle at the moment. My energy levels never returned to their 
previous levels following treatment but I have managed to continue working full time 
and get on with life pretty well until fairly recently.  I’m just wondering if anybody has 
any tips on how to deal with this horrendous lack of energy - any advice would be very 
gratefully received.

Within the narrative structure a new type of advice solicitation was seen. This 
typically contained a problem disclosure followed by a call “is there anyone in the 
same boat as me?” in order to reach a specific set of people within the community. 
20% of messages in the forum contained an advice solicitation which was built upon 
the specific desire to hear from people in the same position as themselves or from 
people who had experienced the same issues. 

 
I’ve been given the usual advice, one big op better than two and better cosmetic 

outcome, but the nearer this gets the more panicky I get as I can’t imagine what it will 
be like having both front and back operated on. So would love to hear from anyone 
who’s had this done.

Interestingly the types of messages containing the ‘same boat’ advice solicitation were 
more frequently those under the treatment headings on the website. Where treatment 
decisions are being considered it appears that women are drilling down through the 
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resources on offer within the community to find advice from very specific people, 
namely those that match their own medical experience as closely as possible. 

Offering advice
Advice was offered through comments posted in response to the original message. 
Most comments contained one piece of advice but others contained more. Members 
used all four strategies for providing advice with direct advice and descriptions of 
personal experience being the most popular forms (see Table 4).

Table 8.4. Frequency of advice directness responses within the forum 

Directness of advice in comments Frequency (%)

Breast Cancer forum
Direct 133 (21%)
Hedged 128 (21%)
Indirect 58 (9%)
Personal experience 303 (49%)
Total 622

The direct advice in the forum typically called for posters to seek medical assistance 
or to start or stop a behaviour immediately. Posters were told, for example, “you 
should go to see your doctor”. Nearly half of the advice comments posted under the 
sub heading ‘have I got breast cancer’ were examples of direct advice. 

 Of course you should mention anything that is worrying you when you go to your 
appt. They’ll ask anyway but don’t keep schtum.
It is interesting to note that nearly half of the advice offered on this forum was 

offered through personal experiences. This kind of advice giving was particularly 
noticeable when members were responding to advice requests concerning breast 
reconstruction, living with breast cancer, and treatment options and less so when the 
advice pertained to, for example, employment rights. The use of personal experience 
allows the poster to emphasize the importance of making one’s own decision whilst 
recognising these kinds of messages can be useful to readers “hope this helps”. 

I had LD Flap immediate recon last November. ….I have to say, I am delighted with 
the results. It was the right decision for me to go to sleep with 2 breasts and wake up 
with 2 and I was amazed at how it looked immediately after surgery. The surgery itself 
was a long op and I spent 6 days in hospital and I did feel like I’d been run over for the 
first few days. I’d say I was feeling good 4 weeks later and off the painkillers….Hope 
this helps a bit. Take your time in making your decision though, don’t feel rushed. 

Personal experience messages offer the advice seeker an insight into the choices 
and thought processes of a ‘similar’ person. The reader can then evaluate the 
experience in terms of their own preferences and biases and decide whether or not to 
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use the experience as advice. As a further step we examined the extent to which these 
personal experiences contained a variety of content types (see Shaffer & Zikmund-
Fisher, 2013). To explore this we took those advice messages given in response to 
queries under the forum sub-heading ‘reconstructive surgery’. There were a total of 
31 responses containing personal experiences as a vehicle for offering advice. These 
responses were broken down into Outcome (5) Process (3) Experience (7) Outcome 
and Experience (7) Outcome and Process (4) and finally Outcome, Process and 
Experience (5).   Responses that related more directly to decision making contained 
more process content (i.e. explanations of the process by which people had arrived 
at their decisions). This was in comparison to advice, for example, about how long 
to wear a particular piece of supportive clothing or what to take into hospital. Overall 
the narrative content type of ‘experience’ was the most prevalent with more than half 
the messages containing an experience narrative.

8.5  Discussion

The findings from the study presented here add to our knowledge about the prevalence 
and characteristics of advice exchange within an online breast cancer support group 
but also point to the wider issues concerning advice exchange within online social 
networks. Using this form of research methodallows the subtleties and complexities 
of advice exchange to be examined in more detail. In terms of this specific forum 
it is apparent that advice exchange is a key function of the social network. People 
expect to be able to ask for and receive advice. Advice solicitations appear to be 
recognised as such and dealt with appropriately. This exchange involves effort on 
the part of community members but involvement in this form is important both on 
the individual level in terms of relationship development (Parks & Floyd, 1996) and 
to the community’s maintenance as a whole. As is common in online communities 
there are different levels of contribution. Many members take the time to respond 
to advice requests with some members playing particularly central roles or adopting 
a ‘caretaker’ participatory stance (Jones et al, 2011). Advice exchange may seem 
an obvious function within a community in which people ‘new’ to the subject are 
struggling to deal with unfamiliar terminology, but in other domains the attitude 
towards newcomers asking often basic and repetitious questions can be very different 
(Raymond, 1991). Likewise this forum goes beyond what is often referred to as 
social Q&As (Shah, Oh & Oh, 2012) in that it offers a safe space for advice exchange, 
discussion, and social and emotional support. 

The subtle range of ways in which members sought advice highlights the struggle 
they face in terms of mitigating potential power issues and displaying expertise 
against the backdrop of reduced cues, identity, and time flexibility (Suler, 2004). In 
addition this network (as seen in other health communities (e.g. Sillence, 2010) plays 
to the notion of active decision making and individual choice within the health forum. 
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Our work in the lab has established similar patterns of advice exchange within other 
health communities including prostate cancer (PCa) although subtle variations exist 
between social networks, with PCa forums demonstrating a preference for more direct 
advice exchange. 

The study reported in section 4 identifies a novel type of advice solicitation 
- that of ‘being in the same boat’.  This format makes clear the kind of person 
someone wants to hear from. Advice responses are limited to those with very similar 
experiences (Sillence, 2010) and we know that people are more likely to adopt the 
advice offered when the source is more homophilous (i.e. when there is a high 
degree of perceived similarity between receiver and message source) (Wang, Walther, 
Pingree & Hawkins, 2008). Entwistle et al., (2011) also note that participants only find 
experiential information relevant if it is derived from people with whom they share 
other key characteristics such as age, gender, or health experiences, or if they have 
other reasons to identify with the account.

In keeping with previous research (e.g. Klemm, Hurst, Dearholt & Trone, 1999) 
sharing personal experiences was evident on the site. People often act as scientists 
testing out their own experiences and attitudes against the information they read 
online (Sillence, Briggs, Fishwick & Harris, 2007). Having an active community with 
multiple members posting their personal experiences ensures readers are exposed to 
a range of advice perspectives. Although people report that they do not automatically 
rely on any single personal experience they read online (Entwistle et al, 2011), indeed, 
they are selective in the advice and experiences they choose to engage with (DeCapua 
& Dunham, 1993). By seeking out people in the ‘same boat’ readers are trying to 
encourage and select the most appropriate people to offer them advice.  

Lab based studies (e.g. Shaffer et al., 2013) have indicated that the type of content 
within personal stories may affect the readers’ subsequent search behaviour and 
decision making. Our own work, focussing on more realistic settings, also suggests 
that the framing of advice exchanges is important. However, in such settings, the 
advice seeker appears to play a more active role in determining the type of content 
they receive.  People faced with real health concerns and questions ‘position 
themselves’ for different types of advice (Sillence, 2010), making it clear which kinds 
of advice they are open to receiving. Offering personal experiences, typically in the 
form of narratives, allows posters to present enough information for the reader to 
assess how applicable the advice is in terms of its clinical compatibility and also its 
match for the reader’s own point of view and biases. Within social networks these 
narratives often contain multiple content types with stories detailing outcomes, 
decision making processes, and experiential information. The results presented in 
section 4 do suggest that different types of message content are used in response to 
different types of advice requests, with experience content being prevalent. Other 
studies have indicated that people do provide more ‘process’ content (i.e. providing 
an explanation of their decision making reasoning if asked to by advice requesters) 
(Sillence &  Mo, 2012). The proportion of content types within personal experiences 
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may well vary depending on the nature of the community itself or be specific to a 
health domain, and these differences warrant further investigation. These findings 
suggest that the link between online advice and decision making behaviour is both 
subtle and complex and unpacking this relationship lies at the centre of our current 
research agenda. 

8.6  Conclusions and implications

This chapter highlights that for some online social networks advice exchange remains 
an important function. Managing the process of advice is subtle and complex with 
members using a range of strategies both to ask for and present advice in an acceptable 
manner. In practice terms health care professionals should be aware that patients are 
using these forums in addition to offline sources of advice. As patients try to narrow 
down the advice they receive clinicians could support this process by ensuring that 
patients are given sufficient medical advice to be aware of which treatment options 
are suitable for them. This should assist in their selection of appropriate and useful 
advice from peer support groups. Using this form of research method allows some 
of the nuances of advice exchanges within social networks to be explored. Going 
forward we are keen to explore the mechanisms of decision making in more detail 
and investigate the factors that make personal experiences such a powerful resource 
for people in social networks. 
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9  The Digital Rage: How Anger is Expressed 
Online

Abstract: Anger is expressed online through all sorts of different venues (e.g., 
Facebook, Twitter, discussion forums, email).  Although such angry expressions are 
common, they also have potential to become highly problematic.  It is not uncommon 
for people to indicate that they have behaved aggressively online through name-
calling, rumor spreading, creating angry pages or events on Facebook, or even hacking 
into someone else’s account to make inappropriate comments.  Not surprisingly, 
such behavior can result in damaged relationships, regret, or other sorts of negative 
consequences. 

Despite knowing that online anger is common and there can be serious consequences 
of such anger, relatively little research has been conducted on the subject.  This is 
unfortunate as the few research projects there are point to online anger being an 
important phenomenon.  For instance, Rui Fan and colleagues (2013) found that anger 
was shared more frequently on Weibo (a Twitter-like website in China) than other 
emotion.  In fact, it was shared by both close connections and distant connections 
whereas an emotion like joy was shared mainly by close connections.  Likewise, 
Martin and colleagues (2013) found that those who express their anger online via 
rant-sites (e.g., justrage.com) are more likely to experience maladaptive anger in other 
areas of their life.  

The current chapter explores the limited research on online anger along with 
identifying psychological phenomena which makes online anger more likely 
(e.g., anonymity, impulsivity).  Likewise, the chapter offers suggestions on how to 
minimize the frequency of expressing anger online, thus leading to fewer negative 
consequences.  

9.1  The Digital Rage: How Anger is Expressed Online

Anger is expressed online through a variety of venues (e.g., Facebook, Twitter, 
discussion forums, email).  Not only are such angry expressions common, they 
also have potential to become highly problematic.  It is not uncommon for people 
to indicate that they have let their anger get the best of them and had it lead to 
them calling people names online, spreading rumors about people, creating angry 
pages or events on Facebook, or even hacking into someone else’s account to make 
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inappropriate comments.  Not surprisingly, such behavior can result in damaged 
relationships, regret, or other sorts of negative consequences. 

Despite knowing that online anger is common and there can be serious 
consequences of such anger, relatively little research has been conducted on the 
subject.  In this chapter, we will explore the limited research on online anger along with 
identifying psychological phenomena which makes online anger more likely (e.g., 
anonymity, impulsivity).  Likewise, we will offer suggestions on how to minimize the 
frequency of expressing anger online, thus leading to fewer negative consequences. 

9.2  Challenges Surrounding Online Anger Research

As we said earlier, there is relatively little research on the subject of online anger.  
There are likely several reasons for this.  For instance, because it is a relatively new 
phenomenon, researchers have likely not had time to begin studying it in depth.  
There are also fewer journal outlets available for such research, so authors may have 
difficulty finding a place to publish such research.  However, what is likely the most 
significant reason for the slowness in publishing research on the topic has to do with 
the challenges associated with conducting such research.  

There are three main obstacles to conducting research on online anger 
expression.  First, the online community is a difficult population to assess.  Unlike 
research conducted at universities or medical centers, there is no captured audience 
for a researcher to study.   For the most part, we must try to gain access to willing 
participants through the websites they frequent (Twitter, discussion forums, YouTube, 
etc.).  There is, not surprisingly, reluctance to be surveyed from such participants.  
They are posting online, often in an anonymous or semi-anonymous format, for a 
reason, and they are less likely to complete surveys because of their desire to remain 
anonymous.  For instance, in one study that we tried to conduct, where we contacted 
randomly selected participants from Twitter and asked them to complete a survey for 
the potential to win a gift certificate, not only did we have almost no Twitter users elect 
to participate, we had a few of the selected users write us back with fierce criticism of 
our even contacting them in the first place.  

There are a few potential solutions to this problem.  However, none of them 
will address it fully.  First, researchers could offer greater reward for participation 
(e.g., instead of a chance at a gift certificate, they could offer a gift certificate to 
each participant).  One example of this might be to use Amazon Mechanical Turk, 
where participants would be paid a small fee for completing the survey.  They could 
also utilize captured audiences who are active on social media and offer rewards to 
participants (e.g., students enrolled in a course who use Twitter could receive course 
credit for participation in the study).  Finally, researchers could partner up with social 
media outlets to share data (e.g., researchers could work with Twitter/Facebook to 
exchange data on users).  
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A second hindrance is that it is sometimes difficult to infer emotional intent 
from written comments like tweets or Facebook posts.  For instance, if someone 
were to tweet, “I can’t believe this is happening,” one could interpret them as angry, 
excited, devastated, overwhelmed, etc.  Because tone of voice is so important to 
understanding emotional expressions, there can be a lack of clarity when trying to 
interpret the emotional intent of a post.  This is particularly true when sarcasm may 
be involved.  On the night of the 2012 United States Presidential Election, one of the 
tweets I came across read, “So Obama is the president for another 4 years.  Good for 
you, America.”  You could easily interpret that as excitement or joy over the election 
results.  However, when I looked at the user’s other posts, what I found was a host of 
tweets in opposition to President Obama’s policies, suggesting the real intent of the 
election night post was frustration being expressed through sarcasm.  

One method people use to convey their emotions online is, of course, the 
emoticon, which people often use to mimic the nonverbal behavior they would use 
in an offline conversation (e.g., a smiley face instead of smiling, a sad face instead of 
frowning; Derks, Bos, & von Grumbkow, 2008a).  Research on the use of emoticons 
reveals that people often use them to make the emotional display more clear or to 
demonstrate sarcasm (Derks, Bos, & von Grumbkow, 2008b).  

While research on online anger could use emoticons as a means of classifying 
emotions, there are still problems with such an approach.  First, people are unlikely to 
use them consistently (i.e., even frequent emoticon users are likely to post something 
sad without a sad face from time to time).  For example, research has shown that 
males are more likely to use emoticons when interacting with females, particularly for 
teasing or sarcasm, and females are more likely to use emoticons when making a joke 
(Wolf, 2000).  Consequently, while emoticons are one method for inferring emotion 
from written content, researchers cannot rely on them completely.  

Related to emoticon usage in research, Fan and colleagues (2013) had an 
interesting solution to the problem of inferring emotions from written content by 
using a computer program to code emotions based on key words, emoticons, etc. 
While that does not eliminate the potential for error due to sarcasm or unclear intent, 
it does offer some consistency with regard to coding. 

A final problem is that the technology associated with social networking changes 
very quickly and, sometimes it can make the research that has been conducted 
obsolete before it has been published.  Facebook, for example, has been known to 
change its format often.  Such changes likely influence how people express their 
emotions on the given website.  Most notable, is that in January of 2013 Facebook 
added an option where you can explicitly indicate how you are feeling when you post 
a status update.  Though many people do not use the “feeling…” option when they 
update their statuses, the fact that it exists allows for a different means of expressing 
yourself and changes the nature of online anger research.  Another more recent 
example is that in November of 2013, Google announced a change in how comments 
would be displayed on YouTube and how they would no longer allow for anonymous 
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comments.  This was done as a direct result of anger and harassment online.  It will 
likely have the effect of reducing anger and aggression online, as anonymity is one 
of the driving forces involved in internet anger, aggression, and bullying.  There is no 
easy solution to this problem but for researchers and research outlets to work quickly 
in publishing results of studies.  

9.3  Online Anger or Online Aggression

It is important to clarify the difference between online anger and online aggression.  
The two concepts are related, to be sure, but different enough as to warrant discussion.  
Anger is an emotion.  It ranges from mild frustration someone might feel when they 
cannot find their car keys to the intense rage treated terribly by a friend or coworker 
(Spielberger, 1999).   Aggression, meanwhile, is a behavior that can be expressed 
physically and verbally.   Specifically, it is a behavior where the individual has the 
intent to harm someone or something (Graham et  al., 2006).  Hitting, kicking, or 
insulting someone are all examples of aggression.  Although anger and aggression 
are related, they are separate,  one obviously can be angry without being aggressive 
(e.g., anger control, anger suppression) and, though it is less common, one can be 
aggressive without being angry (hunting, boxing, etc.).  

In the online environment, we see many examples of both anger and aggression.  
With regard to anger, it is not uncommon for people to vent online purely for the sake 
of venting.  People will often use Twitter or Facebook to simply tell the world that 
they are angry about something.  This is particularly true following nationally shared 
events like an election, a sporting event, or other controversial public experiences.  
In the wake of the Super Bowl, for example, it’s common for people to tweet angrily 
about their team losing, perceived bad calls, or even their dislike of the halftime show.  

People will also use social media as a means of aggressing against an individual 
or a group they dislike or want revenge against.  Online aggression can take many 
forms; anything from name-calling, threatening, rumor spreading, or even hacking 
into social media accounts to disrupt social networks.  Like most aggression, online 
aggression is typically motivated, in part, by anger.  It is fair to say that online 
aggression is more problematic than online anger in the sense that it is likely to have 
more severe consequences.  However, that does not diminish the seriousness of the 
potential consequences associated with online anger, like arguments, damaged 
relationships, or other common costs.  It should also be noted that much, though 
not all, of online aggression is rooted in anger, so identifying ways to manage online 
anger will likely lead to a decrease in both anger and aggression.  

A related topic that has gotten a lot of attention in the media is online bullying. 
Online bullying, or cyber-bullying, is an increasingly common form of aggression 
primarily associated with, but not limited to, social media use amongst school-age 
children and adolescents. Cyber-bullying, like online anger, is appealing to some for 



 Research on Online Anger   121

the social distance or even anonymity it allows; one can aggress and elicit harm without 
facing his or her targets or allowing them a chance to respond. Online bullying often 
has detrimental effects on the bully and the victim but is extremely difficult to curtail.  
Not surprisingly, online aggression and online bullying have received considerably 
more attention in the literature than online anger (Badaly, Kelly, Schwartz, & Dabney-
Lieras, 2013; Runions, 2013)

9.4  Research on Online Anger

Given the difficulties associated with researching online anger, it is not surprising that 
there is scant literature in the area.  There has been research exploring perceptions of 
those who express their anger online, especially in an aggressive way (Badaly et al., 
2013; Teng, Tseng, Chen, & Wu, 2012).  There has also been research exploring the 
emotions people have to shared events. For example, Lee (2012) looked at online 
emotional expressions following the death of Michael Jackson.  Though the study 
looked at all emotional responses, and not just anger, Lee found that anger was the 
second most common emotion expressed online.  However, very little research has 
explored anger directly rather than aggression or bullying.   

Despite this, we have seen some research in the last few years that demonstrates 
the importance of understanding online anger and finding ways to minimize it.  For 
instance, a recent study found that anger spread faster online than joy, disgust, or 
sadness (Fan, Zhao, Chen, & Xu, 2013).  In other words, anger was more likely to be 
retweeted or favorited and was, therefore, more viral, than the other emotions they 
studied.  The authors classified the emotions of more than 70 million tweets on Weibo 
(a social-networking site in China, similar to Twitter).  They then looked to see which 
tweets were more likely to be retweeted or shared with others.  They found that, while 
sad and disgusted tweets were not shared by many people, and joyful tweets were 
shared by those you were close to, angry tweets were shared by both close and distant 
relationships.  The implication of this research is that anger is the most “viral” of all 
emotions.  

Similar findings come from a previous study that looked at the “virality” of 
online stories and news (Berger & Milkman, 2012).  It was found that how quickly a 
story spread, depended on both the content and the emotional foundation of what is 
shared.  Although stories positive in nature were more likely to be shared than those 
negative in nature, stories with high arousal (e.g., angering) were more likely to be 
shared than those with low arousal (e.g., sadness). 

Anger is not just quick to spread online,  it is also problematic.  In another recent 
study we explored the use of rant-sites (Martin, Coyier, Van Sistine, & Schroeder, 
2013).  Rant-sites are websites that provide people with an online space to rant, 
anonymously, on any topic they are angry about.  Visitors post rants about politics, 
family members, coworkers, or even just situations that annoy them (e.g., being 
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asked to install toolbars on their web browsers).  There are rant sites for people to 
rant on general topics (e.g., http://www.justrage.com) whereas others are designed 
for rants on specific types of topics (e.g., offering service providers a place to vent 
about customers).  Although clearly not as popular as social networking sites like 
Facebook or Twitter, they definitely see their share of internet traffic.  Just one of these 
sites, Justrage, had more than 6,500 rants posted with more than 90,000 comments.  

Our study surveyed rant site users to better understand why they visited rant-
sites, why they posted on them, and how they felt after posting.  We found that 
100% of participants reported feeling calm and relaxed after posting and that the 
majority (66%) was hoping for comments from others on their posts.  Some wanted 
validation or advice, and some were hoping for debate.  We also surveyed participants 
on their general anger levels using the State-Trait Anger Expression Inventory-2 
(STAXI-2; Spielberger, 1999) so we could compare them to the average as reported 
in the manual.  We found that rant-site users were angrier than the average person 
and expressed their anger in more maladaptive ways.  Finally, rant-site users reported 
many consequences as a result of their anger, including frequently feeling other 
negative emotions like sadness or fear, getting in physical or verbal fights, damaging 
property, or even having harmed themselves physically. 

9.5  Problems With Expressing Anger Online

One of the most widespread misunderstandings involving anger expression is the 
catharsis myth; many people believe that releasing anger via venting, physical 
actions, or writing is a healthy coping mechanism, despite a wide array of research 
stating otherwise (Lohr, Olatunji, Baumeister, & Bushman, 2007; Bushman, 
Baumeister, & Phillips, 2001). Bushman (2002) showed that venting was actually 
counterproductive, as it caused people to further ruminate about their anger rather 
than move on. Similarly, one study showed that anger actually increased when 
those listening reinforced participants’ venting behaviors, and decreased when the 
angering situation was reinterpreted by others (Parlamis, 2012). Additional research 
has shown that venting can be a healthy coping skill, but it must be used in a way 
that allows someone to release his or her anger and take a problem-solving approach 
to finding a solution for the cause of the anger. Nils & Rimé (2012) found that venting 
was only an effective coping method for dealing with anger when the person on the 
receiving end engaged in cognitive reframing directing the angered person toward 
problem-focused solutions. 

The study on rant-sites described earlier (Martin et  al., 2013) helps elucidate 
how online ranting reinforces the catharsis myth.  All participants in the study 
reported feeling calm and relaxed after ranting.  Although it may seem to the ranting 
person that their anger-reduction strategy has worked, that may not be the case.  
As pointed out by Olatuni and colleagues (2007), it is common for people to feel 
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relaxed immediately after venting, which is why participants feel that venting their 
anger is worthwhile; they are immediately reinforced with feelings of calmness and 
relaxation.  However, and consistent with the literature on catharsis outlined earlier, 
Olatunji and colleagues go on to argue that over the long term, people who vent in this 
way are angrier and suffer more maladaptive consequences as a result of their anger.  
This is consistent with Martin and colleagues (2013) finding that those who frequent 
rant-sites were angrier and expressed their anger in more maladaptive ways than the 
norm.  

The fact that it makes one’s anger worse is not the only problem with ranting 
online.  There can be interpersonal consequences as well.  This is especially true 
given the fact that much online aggression is rooted in online anger.  In fact, recent 
research (Martin) surveyed participants on how often they become angry, how they 
express their anger, and what sorts of consequences they experience as a result of 
their anger.  Regarding this last piece, anger consequences, we asked specifically 
about behaviors and consequences in online environments over the last month and 
found that a striking number of participants had behaved in angry and aggressive 
ways online and had experienced negative consequences as a result.  For instance, 
12% of participants had posted angry or aggressive comments on a social networking 
site in the last month.  Eleven percent had posted something negative about someone 
online in the hopes that he or she would see it and 3% had actually threatened 
someone via a social networking site.  Nine percent had gotten into an argument that 
they later regretted and three percent had lost a friend or damaged a relationship 
because of something they posted online.  The types of angry behaviors were broader 
than you might think as well.  Some participants reported “hacking” into someone’s 
social networking account and saying things as if they were them (6%), intentionally 
posting an unflattering picture of someone (4%), or even creating an angry page or 
event online (4%).

Not surprisingly, there is no published research on the treatment of chronic 
online anger problems.  Social networking is relatively new and there are enough 
challenges associated with online anger research so that we have not yet seen any sort 
of intervention research related to online anger.  That said, it is reasonable to assume 
that the basic cognitive-behavioral treatments associated with anger would be useful 
and appropriate in treating those with online anger problems as well.  Specifically, 
relaxation approaches and replacing maladaptive angry thoughts with more positive 
thoughts will likely be valuable in treating online anger problems. 

9.6  Why Does Online Anger Happen?

To understand online anger, one needs to understand why people get angry in 
general.  Deffenbacher (1996) argues that anger results from a combination of a 
precipitating event, the angered individual’s preanger state, and the individual’s 
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appraisal of the precipitating event.  The precipitating event is the event that served 
as the trigger (e.g., a long line at the grocery store, someone posting something you 
find offensive on Facebook).  People often think of it as the cause of their anger 
but, ultimately, that is not entirely true. It is ultimately only one piece of the cause, 
contributing to the preanger state and the appraisal.  Our preanger state is how we are 
feeling immediately before the precipitating event (e.g., stressed, tired, hungry, in a 
hurry).  These feeling states can have the effect of exacerbating our angry response by 
affecting how we appraise the precipitant.  For example, being tired is associated with 
poorer impulse control that may lead to a more intense angry response when faced 
with a provocation.  

The final piece of Deffenbacher’s model is appraisal, or how we interpret the 
precipitating event.   Deffenbacher argues that we become angry because we appraise 
situations as blameworthy, unjustified, punishable, etc.  So, if you are on Facebook 
one night and see a political post from a friend (the precipitating event) that you 
disagree with, you are likely to get angry if you interpret that post as blameworthy 
(e.g., “he should know better than that”), unjustified (e.g., “I should not have to read 
this sort of thing from him”), and/or punishable (e.g., “I am going to let him have it).  
If you interpret the situation a little differently, (e.g., “that is a foolish post, but people 
are allowed to believe whatever they want”), you are less likely to become angry.  

It is important to note that when it comes to cognitive appraisal, anger-inducing 
interpretations or appraisals of a situation are not necessarily inaccurate.  Sometimes 
people are absolutely correct in their interpretation of an event and anger is a perfectly 
reasonable emotion to feel.  For instance, if an acquaintance posts something negative 
and hurtful about you, it would see totally reasonable to become angry in response.  
The next step, though, it figuring out how to handle your anger.  Is it wise to respond 
with your own angry comment, call him or her to talk about it in person, decide the 
relationship is not worth it and block/unfriend the person?  Each of those responses 
might be reasonable, depending on a host of contextual factors (e.g., the type of 
relationship you have with the person already, other mutual friends who might be 
involved in the discussion, the consequences of ending the relatationship).   

Although anger online occurs just like anger anywhere else, there are a few 
elements of the online environment that make angry interactions more common or 
more problematic online.  First, in those online settings that allow for truly anonymous 
posting (e.g., 4chan.org, Justrage.com), there is an increased likelihood of angry 
and aggressive posts.  Ultimately, anonymity leads to what feels like consequence 
free emotional expressions and people become less afraid of expressing their anger. 
People may be more open to actively expressing their anger online when they know it 
cannot be tied back to them.

Although true anonymity is somewhat rare online, there is a related phenomenon 
that is relevant in most online environments.  Online interactions through Facebook, 
Twitter, and even email, allow for greater social distance than in person interactions.  
What this means is that they feel somewhat anonymous to people even though 
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they are not truly anonymous.  The distance between you and the person you are 
interacting with may stop you from censoring yourself.  As you type the post, you 
are not looking the person in the eye or seeing their facial expressions.  In a face-to-
face conversation, you might notice that he or she is really reflecting on or is hurt by 
what you are saying  and you may back off before things get too heated.  None of that 
happens in an online interaction so things can escalate quickly.  

The online environment also has a tendency to exacerbate impulsivity problems.  
Posting on Facebook, Twitter, email, etc. are a little too quick and easy sometimes.  
You can respond to a provocation immediately, and when you are most angry, rather 
than giving yourself time to emotionally calm down you become less rational and 
less likely to think through the consequences of what you are writing.  What you post 
might actually capture how you are feeling very well, but it is probably not expressing 
that frustration in the most effective way or, worse yet, may come off in a way that 
damages a relationship.  

Finally, the online environment can also lead to misunderstandings.  Because it is 
written, it can be somewhat difficult to understand the intent of other people’s posts 
or emails.  Similar to the difficulty in researching online anger that was addressed 
earlier, sarcasm, hyperboles, irony, etc. can often be hard to identify when written.  
For example, the day after President Obama won the Noble Peace Prize, I saw a friend 
post an article about it on Facebook with the following: “About time a Kenyan won!”  
Though I knew my friend well enough to know she was making a joke about the 
birther movement, another of her friends did not and responded with a lengthy, and 
somewhat cruel, angry response.  The exchange, which escalated from there, was the 
result of a simple misunderstanding.    

9.7  Avoiding the Anger Online Trap

Given the finding reported earlier, that almost one in ten report having an argument 
online in the last month that they later regretted, it seems clear that online anger is 
getting the best of many people.  While it is completely reasonable that people want 
to voice their frustration in an online venue, it is also important to avoid becoming so 
angry that it leads to negative consequences.  Here are some strategies people can use 
to avoid experiencing those consequences.  
1.  Don’t respond electronically.  Go talk to the person if you can.  Email, Facebook, 

Twitter, etc. are sometimes the easy way out.  They are what people do when they do 
not want to have an uncomfortable face-to-face conversation with someone.  There 
are times when an online response is understandable, but if it is possible to avoid 
it, it might make sense to do so. 

2.  Wait.  Emotions are usually short-lived.  If you can wait it out until your anger starts 
to dissipate, your response might be better for it.  If you really feel you need to do 
something in response to the provocation, go ahead and start writing but do not 
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post or send it until you have had a chance to cool off.  Then, reread what you wrote, 
think it through, probably rewrite some parts, and post the new version.   

3.  Have it read.  You may want to ask a friend you trust to read it before you post it.  
That person, who is ideally removed from the situation, might be able to offer some 
much needed perspective, tell you if it sounds rude, or if it is unclear. 

4.  Remember that being angry is not the same thing as being cruel.  There are infinite 
ways to voice your anger and it is quite possible to do so respectfully.  If you are 
angered by an article you just read and want to respond in the discussion forum, 
go for it.  But avoid name-calling and other insults.  Instead, focus on the ways 
you disagree with the article.  Be responsible and respectful in your response and 
things are less likely to escalate.   

5.  Ask yourself why you are sending it. Make sure you are aware of the end result you 
are hoping for.  Are you trying to change your friends’ opinions or get an apology 
from someone?  Regardless, make sure you think about why you are writing it and 
that you can obtain whatever the desired outcome is.  If the point is just to vent, it’s 
probably better not to send it at all and find some other way to deal with your anger.

9.8  In Conclusion

In summary, online anger is a very real and common problem that seems to be 
becoming even more common as more and more people take to social networking 
venues to vent about their concerns.  Despite the frequent and severe consequences, 
there has been little research on online anger or online aggression.  Likewise, there are 
few resources designed to provide guidance on how to manage or limit the expression 
of anger online.  This chapter provided a framework for understanding online anger 
within the context of anger in general, provided solutions to some of the problems 
associated with researching online anger, and provided hands-on tips for managing 
online anger.    
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10  College Students’ Use of Communication 
Technology with Parents: Influences of 
Distance, Gender, and Social Presence

Abstract: Information and communication technology (ICT) has significantly 
affected the way people maintain relationships despite spatial and other social and 
economic barriers. In the case of college students and their parents, ICT is a means 
of maintaining this parent-child relationship when students travel far from home to 
attend school. However, little research has examined college students’ use of various 
types of technology for communicating with their parents and how it may affect 
their relationship with their parents. This chapter analyzes the socio-spatial aspects 
of how college students use a variety of communication channels (cell phones, 
text messaging, email, and social networking sites) to connect with their parents 
using both quantitative and qualitative methods. Specifically, the study addresses: 
1) the impact of geographical distance between a college student and their parent 
on their use of communication technology and the qualities of their relationship,  
2) how the gender of both the students and their parents influences the amount and 
type of communication technology students use with their parents, and 3) whether 
or not students’ social presence mediates the association between using particular 
technologies to communicate with their parents and their relationship with their 
parents. Overall, this chapter contributes to our understanding of the social and spatial 
aspects of communication technologies within the parent-child relationship and has 
important implications for universities and families with students transitioning to 
college. 

10.1  College Students’ Use of Communication Technology with 
Parents: Influences of Distance, Gender, and Social Presence

The widespread use of information and communication technology (ICT) in society 
impacts how we maintain relationships and connections with others (Kim, Kim, 
Park, & Rice, 2007). This is important for college students and their parents, as 
college students may travel far from home to attend school. However, relatively 
little research has analyzed the use of ICT among college students and parents. 
Given the importance of these communication technologies for college students, 
this research aims to understand how particular factors influence students’ use of 
these technologies to maintain relationships. This chapter examines the effect of 
geographical distance between college students and their parents on their use of 
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ICT and relationships, how ICT use may vary by gender of both the college students 
and their parents, and how students’ social presence, or their perceived salience or 
presence of the other person, felt during ICT use influences their relationships with 
their parents. 

10.2  Parent-Child Relationships and ICT Use

Studies on the impact of the internet and mobile communication on social 
relations tend to find that increased online social communities often complement 
offline social interaction (Crang, Crosbie, & Graham, 2007). It seems that this 
may especially be the case for parents and students who live long distances from 
each other, as they may rely on ICT more heavily to maintain their relationship 
if frequent face-to-face contact is not practical or possible. In support of this, 
research indicates that students communicate with their parents quite frequently, 
averaging 13 times a week when looking across multiple types of ICT (Hofer, 2008). 
Additionally, our research indicates that almost 100% of students use the phone to 
communicate with their parents, and that rates of student-parent communication 
by text and SNS are increasing (to 85% and 45% in 2011, respectively). However, 
e-mail communication with parents is declining (Ramsey, Gentzler, Morey, 
Oberhauser, & Westerman, 2013). 

Our previous research has also revealed that the type of ICT that students use with 
their parents is related to unique relationship qualities. For instance, early research 
indicated that students who used a SNS with their parents were lonelier, more 
anxiously attached, and had more conflict with their parents (Gentzler, Oberhauser, 
Westerman, & Nadorff, 2011), but more recent research indicates that using an SNS 
with parents is no longer associated with poor outcomes (Ramsey et  al., 2013). In 
addition, students’ frequent telephone communication with parents is consistently 
associated with positive relationship qualities (Chen & Katz, 2009; Gentzler et  al., 
2011; Ramsey et al., 2013; Wei & Lo, 2006). Overall, communication between parents 
and college students (particularly using certain ICT channels) may enable students 
to maintain close, positive relationships with parents, which research suggests may 
help students more smoothly transition to college (Mattanah, Lopez, & Govern, 2011; 
Wintre & Yaffe, 2000). Although, an opposing concern noted by Hofer and Moore 
(2010) is that ICT could result in students’ overreliance on parents. Thus it may be 
useful for colleges and universities to also be mindful that ICT could actually inhibit 
students’ developing independence. The following sections outline how distance, 
gender, and social presence influence students’ and parents’ ICT use and relationship 
qualities. 
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10.3  Distance

The increased mobility of ICT allows students and parents to accomplish relational 
goals (e.g., keeping in contact) better than past technologies, as the increased 
mobility allows people to interact anywhere, and thus, reduces the time necessary 
for relational maintenance (e.g., engaging in activities that help preserve connections 
with close social partners) to take place (Castells, 2010). This mobility of today’s ICT 
has clear significance for those trying to connect across large distances, including 
many college students and their parents. Recent research suggests that students who 
live very far from their parents choose different forms of ICT (e.g., Skype, email) to 
maintain the relationship (Yang, Brown, & Braun, 2013). Thus, we expected that 
distance will similarly influence the amount and type of ICT use that college students 
use with their parents. Additionally, we explored whether or not distance was related 
to students’ relationships with their parents. 

10.4  Gender

Many studies examine how socially constructed gender roles impact the use 
of communication technologies (e.g., Castells, Fernandez-Ardevol, Qiu, & Sey, 
2007). Specifically, rates of ICT use differ by gender, as women tend to use online 
communication more than men (Hartsell, 2005), and tend to use the phone to contact 
their family more often as well (Chen & Katz, 2009; Wei & Lo, 2006). Thus students’ 
ICT use is related to gender roles in society. Moreover, research suggests that it is 
important to consider the gender of the parent in addition to that of the student. For 
example, adolescents’ SNS use with their family is related to their reported warmth and 
support with their fathers but not their mothers (Coyne, Padilla-Walker, Day, Harper, 
& Stockdale, 2013). In addition, college students are more likely to report wanting 
more communication with fathers than they currently have compared to their desired 
contact with mothers (Hofer, 2008). Therefore, it is necessary to take both student 
and parent gender into account when examining the influences of gender on ICT use.

10.5  Social Presence

Social presence, which refers to how salient or physically present the other person 
seems during the communication process (Biocca, Harms, & Burgoon, 2003; Short, 
Williams, & Christie, 1976), is another factor that may play a role in students’ ICT use 
and relationships with their parents. Many factors may affect the amount of social 
presence a person feels during a particular interaction such as the features of the 
particular technology used, the relationship, the distance between the individuals, 
and type of communication used (Biocca et al., 2003; Gooch & Watts, 2013). We expect 
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that social presence may be one reason that college students’ use of ICT is related 
to their relationship quality with that parent. In other words, students who more 
frequently use ICT with their parent may report higher-quality relationships with them 
in part because they can feel connected and present during their communications. In 
our study we examine the role of social presence across multiple types of ICT, which 
is important because different types of communication may naturally elicit more 
presence (Biocca et al., 2003; Gooch & Watts, 2013). 

10.6  Current Study

In the current study, we used mixed methods to examine how socio-spatial dimensions 
influence college students’ use of phones, text messaging, email, and SNS to maintain 
relationships with their parents. The combination of quantitative and qualitative 
data from the surveys and focus groups gave us insight to the broad patterns and 
relationships, as well as the personal experiences that individual students shared 
with us about their use of ICT. The findings from both of these methods inform the 
results and the discussion of our research throughout this paper. We had three major 
research questions: 1) does the geographical distance between a college student and 
their parent influence their use of ICT or the qualities of their relationship?; 2) is the 
amount and type of ICT students use with their parents impacted by the gender of 
both the students and their parents?; and 3) does students’ social presence mediate 
the association between using particular technologies to communicate with their 
parents and their relationship with their parents? 

10.7  Method

10.7.1  Participants and Procedure

Focus group. Twenty-three students (5 females, 18 males) participated in the focus 
group portion of this study in 2009. An average of 7 students participated in each of 
the three focus group discussions. Nearly half of the participants were freshmen and 
were recruited from an introductory human geography class. The discussions were 
organized into the following three topics: 1) students’ backgrounds such as year in 
college, major, and hometown; 2) the type, frequency of, and reason for their use 
of ICT, including family members with whom they communicate; and 3) students’ 
opinions about and effectiveness of ICT in their relationships. Data from the focus 
groups were recorded, transcribed, and analyzed using QSR NVivo software. The 
analysis included the development of themes that corresponded with the research 
questions outlined above and provided a structure to identify the social relationships 
and impact of ICT. 
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Online survey. Two hundred and sixteen college students (171 females, 
45 males) ages 18 to 22 (M = 19.52, SD = 1.08) participated in the online portion 
of this study in 2011. The racial-ethnic distribution of the final sample was 93% 
Caucasian, 3% African-American, 1% Native American, 1% Hispanic, 1% Asian, and 
1% other. Participants were recruited from general psychology classes and received 
extra credit for participating. Participants first identified the family member they 
were closest to (180 mothers, 36 fathers) and then answered questions about their 
communication and relationship with this family member. These 216 students came 
from a larger sample of 302 participants. We excluded 22 participants ages 22 and 
older because we expected that they may have different patterns of ICT use with 
their parents, and 64 students for identifying a different family member (other than 
their parent) as closest.

10.7.2  Online Survey Measures

Use of ICT. Participants rated their frequency of using phone, e-mail, text messaging, 
and SNS to communicate with their parent on an 8-point scale ranging from 0 (never) 
to 7 (several hours a day).

Distance. Participants reported the location of their parent’s home and this was 
then coded as miles to the town from where the university is located. Two extreme 
outliers that were more than three standard deviations away from the mean distance 
(1,203 and 4,231 miles) were recoded to the next highest amount (888 miles). 

Social presence. Participants reported on two items that assessed social presence 
for each type of ICT. Participants rated each item on a 7-point Likert scale ranging 
from 1 (not at all) to 7 (very much). The items were, “When you interact with your 
closest family member using [ICT], to what extent do you feel like you are actually 
with your closest family member?” and “When you interact with your closest family 
member using [ICT], to what extent do you imagine being with your closest family 
member face-to-face?” The two items were highly correlated for each type of ICT 
(phone (r = .78, p < .001), text (r = .85, p < .001), e-mail (r = .88, p < .001), and SNS (r = 
.88, p < .001)) and were averaged to create one social presence subscale for each form 
of communication.

Relationship with parents. Participants completed five scales (3 items per scale) 
of the Network of Relationships Inventory (Furman & Buhrmester, 1985) which 
assessed participants’ relationship satisfaction, intimacy, support, instrumental 
aid, and conflict with their parent. Participants rated all 15 items on a 5-point Likert 
scale ranging from 1 (little to none) to 5 (the most). Examples include: “How satisfied 
are you with your relationship with your closest family member?” (satisfaction, α = 
0.93); “How much do you share your secrets and private feelings with your closest 
family member?” (intimacy, α = 0.88); “How much do you turn to your closest family 
member for support with personal problems?” (support, α = 0.87); “How much 
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does your closest family member help you when you need to get something done?” 
(instrumental aid, α = 0.84); and “How much do you and your closest family member 
disagree and quarrel?” (conflict, α = 0.88).

10.8  Results

10.8.1  Focus Group Themes

Several themes emerged from the focus groups that relate to our questions about 
types of ICT communication, distance, and social presence in their interactions 
with their parents. First, several students commented on the use of various forms 
of ICT in communicating with their parents. Specifically, they are more apt to text 
about logistics or appointments, but use phone calls for more in-depth or personal 
conversations. For example, one student reported:  

I won’t sit there and text them all day in class, but they know how, and if they want to send me 
something that’s imperative, ya know, every once in awhile I’ll get a text message from my mom 
that says “You have a doctor’s appointment this day” or “You need to get to the dentist” or “you 
need to call me about something important later.”  

In this case, the student’s mother communicates with her son to remind him about 
various things. However, several students also mentioned the lower level of access 
to and use of particular forms of ICT among their parent’s generation. “It’s like my 
parents and technology, they have no idea how to text, so I’ve lucked out so far.” 
“Like, I don’t text my parents, I just call them at home. They don’t really like if I text 
them at all.” “My mom doesn’t know how to text, so I always have to call her.”

Geographical issues were also mentioned among students in the focus groups in 
that some of their parents lived in areas that made communication with them difficult. 
Specifically, one student said, “Where I come from, my hometown, I don’t have cell 
phone service.” This geographical barrier may affect students’ communication with 
their parents and indicates that distance may not be the only geographical factor in 
college students’ use of ICT with their parents. 

Although students did not use the term social presence, they also highlighted 
key issues pertaining to this construct. Some students lamented the lack of “personal 
immediacy between people” through texting and other forms of social media. As one 
student stated:

There’s nothing that compares with sitting down and talking to her (student’s mother) face to 
face or getting a hug from her. Ya know, there’s nothing that can replace that. … But, I do feel 
that Facebooking and texting … and all that; I think it’s almost kind of desensitizing us a little 
bit to like human emotion.
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10.8.2  Influence of Distance

Using the online survey data, we first examined if the geographical distance between 
a college student and their parent influences their use of ICT. Bivariate correlations 
revealed that distance was associated with phone use between parents and students, 
but not with use of text, SNS, or email (see Table 1). Specifically, students living 
farther from their parents reported less phone use with them. We also examined if the 
geographical distance between a college student and their parent was related to the 
qualities of their relationship. However, bivariate correlations revealed that distance 
was not associated with parent-child relationship qualities. 

Table 10.1. Correlations among key variables

1 2 3 4 5 6 7 8 9 10 11 12 13

1. Distance -

2. Phone Use -.18** -

3. Text Use .02 .21** -

4. SNS Use .13 -.01 .18** -

5. Email Use .08 -.01 -.07 .08 -

6. Phone SP -.03 .16* -.03 .04 .12 -

7. Text SP -.03 .14 .26*** .22** .18* .71*** -

8. SNS SP .04 .01 .01 .58*** .19* .47*** .70*** -

9. Email SP .02 -.10 -.04 .37*** .55*** .38*** .57*** .70*** -

10. Satisfaction -.02 .35*** .19** -.02 -.05 .15* .13 .00 -.05 -

11. Intimacy -.02 .45*** .13 .06 .03 .21** .17* .06 .03 .55*** -

12. Support -.08 .50*** .13 .02 .04 .14* .14 .02 -.02 .70*** .78*** -

13. Aid -.01 .44*** .11 -.07 .13 .18* .17* .01 .03 .61*** .64*** .80*** -

14. Conflict -.03 -.07 -.05 .04 .05 -.07 -.03 .08 .15 -.30*** -.01 -.16* -.10

Note. SP = Social presence. *p < .05, **p < .01, ***p < .001.

10.8.3  Influence of Student and Parent Gender

To examine effects of parent and student gender on the use of the various types of 
communication technology, a 2 (parent gender) by 2 (student gender) MANOVA was 
conducted. There was a significant main effect of parent gender (Wilks’ Lambda  
(4, 203) = .95, F = 2.60, p = .038, ηp

2 = .049). This effect was qualified by a significant 
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interaction between parent and student gender (Wilks’ Lambda (4, 203) = .94, F = 3.21, 
p = .014, ηp

2 = .060). Follow up ANOVAs using Bonferroni corrected alphas revealed 
that females were more likely to text their fathers than males (F(1, 206) = 5.71, p = .018, 
ηp

2 = .027). Additionally, males were more likely to use text messaging (F(1, 206) = 5.62, 
p = .019, ηp

2 = ..027) and SNS (F(1, 206) = 9.10, p = .003, ηp
2 = .042) to communicate with 

their mothers than with their fathers (see Figure 10.1).  

Figure 10.1. Amount of using each type of communication technology by student and parent gender. 
*p < .05

10.8.4  Influence of Social Presence

To examine if students’ social presence mediated the association between using 
particular technologies to communicate with their parents and their relationship with 
their parents, we used PROCESS with SPSS (Hayes, 2013) to assess indirect effects. 
Separate regressions were conducted for each type of ICT (phone, text, SNS, email) and 
for each type of relationship outcome (satisfaction, intimacy, support, aid, conflict). For 
each regression, the amount of a particular type of ICT was the predictor, the social 
presence students felt for that particular ICT was the mediator, and a quality of the 
parent-child relationship was the outcome. Although increased phone use with parents 
was directly associated with greater satisfaction, intimacy, support, and, aid, and more 
frequent text communication was directly associated with satisfaction  and support, 
only two significant indirect effects of social presence emerged (as evidenced by the 95% 
confidence intervals associated with the bootstrapped estimates (5,000 samples) that 
did not contain zero). First, there was an indirect effect of phone-related social presence 
on the association between amount of phone use and intimacy with parents (b = .025, SE 
= .018, 95% CI: .001-.074). There was also an indirect effect of text-related social presence 
on the association between students’ amount of text communication with their parents 
and instrumental aid from parents (b = .022, SE = .014, 95% CI: .000-.058).  
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10.9  Discussion

This analysis of the social and spatial dynamics of ICT provides a more thorough 
understanding of the factors that influence ICT use among college students and their 
parents in contemporary society. This study advances the literature on the effects of 
geographical distance, parents’ and students’ gender, and feelings of social presence 
on students’ use of ICT to connect with their parents and students’ relationships 
with parents. Studies such as these are an important step toward understanding the 
role of parental communication in students’ transition to and satisfaction in college. 
College students’ adjustment is predicted by having supportive relationships with 
parents but also developing healthy levels of individuation from them (Mattanah, 
Hancock, & Brand, 2004; Mattanah et  al. 2011). Moreover, students’ social and 
emotional adjustment predicts college retention (Gerdes & Mallinckrodt, 1994). Thus, 
gaining a better understanding of how students use ICT to maintain healthy levels 
of communication and closeness with parents may allow us to better predict their 
success and retention in college. 

10.9.1  Distance and Students’ and Parents’ ICT Use and Relationships

The spatial dimensions of ICT are important in young adults’ use of this form of 
communication in order to maintain relationships with their parents. Specifically, we 
found that students whose parents lived closer to the university reported talking with 
their parent more on the phone. This finding is in line with other research indicating 
that students tend to communicate more with local relatives than with distant 
relatives using the phone and other forms of ICT (Baym, Zhang, & Lin, 2004; Quan-
Haase, 2007). There may be several explanations for this finding. First, it is possible 
that young adults who move far from home to attend college are different than 
students who choose to stay closer to their family (Mattern & Wyatt, 2009). However, 
in opposition to past research (Flanagan, Schulenberg, & Fuligni, 1993), we found 
that distance was not associated with better or worse parent-student relationship 
qualities. It is also plausible that students who live closer to their parents call them 
more often for practical reasons (e.g., to ask when dinner is ready, to let them know 
they are coming home) than students living far from their parents. The issue raised 
in the focus groups regarding lack of cell phone service highlights a plausible reason 
for this finding. It is possible that some students’ parents live in an area where cell 
phone service is lacking, and that cell phone accessibility is impeding students’ 
communication with family members. The lack of reliable cell phone and Internet 
service is not uncommon in rural parts of West Virginia where a significant portion of 
the student who participated in this research live. 

It is also surprising that distance did not influence usage rates of other types 
of ICT (email, text, SNS). Perhaps these online forms of communication technology 
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have widespread use regardless of distance, or perhaps other factors are more critical 
determinants of students’ use of particular types of ICT with parents (Agosto, Abbas, 
& Naughton, 2012). For instance, in our focus groups, several students mentioned 
the lower level of access to and use of particular forms of ICT among their parent’s 
generation. These comments illustrate the generational differences in use of ICT, as 
well as some of the distance factors that relate to use of ICT discussed above (Castells 
et al., 2007). 

10.9.2  Gender and Students’ and Parents’ ICT Use

This research also examined parent-student relationships as being related to gender 
identities and norms, and indicated that it is important to take this system into 
consideration when assessing how students and parents use ICT. Specifically, female 
students were more likely to use text messaging to communicate with their fathers 
than male students. This finding is similar to other relevant literature that girls use 
more SNS to communicate with family in general (Coyne et  al., 2013), although it 
is unclear why this result only emerged for text messaging and not for other types 
of ICT. Male students were also much less likely to use text messaging or a SNS to 
communicate with their fathers than with their mothers. This finding is consistent 
with research indicating that college students communicate with their mothers more 
than their fathers (Noller & Bagi, 1985). However, it is not clear why this finding only 
holds for males and why it is specific to text and SNS communication. Although our 
findings do not replicate past literature on gender differences in phone use with 
family (Chen & Katz, 2009; Wei & Lo, 2006), several new interesting trends emerged.

10.9.3  Indirect Effects of Social Presence on ICT Use and Relationship Qualities

Social presence has also been identified as an important influence on ICT use (e.g., 
Biacco et al., 2003), and we expected that it would also affect qualities of the parent-
student relationship. In line with our expectations, there was a significant indirect 
effect of social presence on the association between phone use and intimacy. Thus, 
one reason that more frequent phone use is linked to greater intimacy is due to feeling 
more connected and present with the parent during the conversation. Social presence 
may directly promote intimacy if people feel more willing to be open and self-disclose. 
Researchers have even indexed social presence using scales of intimacy (e.g., Burgoon 
& Hale, 1987). However, given our cross-sectional data, the direction could be reversed 
where intimacy drives feelings of presence and the resulting choice to talk by phone 
more frequently. Surprisingly, social presence did not mediate the association between 
phone use and other positive relationship outcomes (satisfaction, support, aid) that 
has been linked to greater phone frequency (e.g., Gentzler et al., 2011; Ramsey et al., 
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2013). Other factors may be more relevant to these outcomes such as feeling positively 
validated during the conversations rather than just feeling social presence. 

Social presence also mediated the association between text use and aid. Again, it 
is unclear why presence only mediated this outcome, but parents may take advantage 
of the convenience of text communication and only use texting with their college 
student for practical reasons or reminders (Smith, Nguyen, Lai, Leshed, & Baumer, 
2012). Data from the focus group discussions expanded these findings by revealing 
that many students’ parents prefer phone communication, some parents are unable to 
text or use SNS, and email is seen as too formal for casual conversations. Thus, texting 
between today’s college students and parents may be reserved for particular types of 
communication and messages. Due to the specificity with which text messaging may 
be used between parents and students, perhaps students feel like their parents are 
physically there with them during those messages.

10.10  Limitations and Future Directions

Despite the many strengths of this study, there are also several limitations that should 
be considered. First, although we propose directional models, we cannot be certain 
of the direction given the correlational and cross-sectional nature of the data. For 
example, we propose that use of certain communication technologies and the social 
presence felt for the various forms of ICT influence relationship qualities such as 
intimacy, but it is also possible that qualities such as intimacy actually dictates ICT 
use as outlined above, or that the associations are bidirectional. 

There are also important variables and factors that were not measured. For 
instance, video conferencing is another form of ICT that plays an important role 
in connecting student and parents across long distances (Furukawa & Driessnack, 
2013). Also, location may be particularly important for studies on communication 
technology, as one student in our focus group pointed out that some areas may not 
have easy access to certain forms of ICT. In relation to this, our research does not 
allow us to make inferences about how ICT use may change as students transition 
from living with parents during high school to living away from home during college. 
Longitudinal research is needed to examine how students’ and parents’ ICT use 
changes during this transitional phase. 

This research is highly relevant to both the changing use of ICT in society, as 
well as the role of mobile communication in maintaining relationships among family 
across long distances. Our study focuses on the use of ICT among college students 
and their parents, particularly in the early years of transitioning from dependence 
on family support and guidance to independence and autonomous decision-making. 
This research has important implications for universities and families that can help 
smooth their students’ transitions from home to college by modulating their use 
of ICT. For example, it may be important for many families to shift their use of ICT 
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by relying on new forms that fit with both party’s preferences. Additionally, some 
parents and students may even be encouraged to rely on ICT less frequently if the ease 
and availability of ICT promotes students’ dependency on parents (e.g., for advice on 
managing interpersonal conflicts, professional advice, and help with classwork) and 
inhibits autonomous behaviors in the students (Hofer & Moore, 2010). If universities 
understand what factors influence parent-student ICT use (e.g., distance, gender) 
and how parents and students can use ICT to promote social presence and aid in 
the maintenance of a positive and healthy relationship, then schools can begin using 
this information to educate parents and students during events such as freshman 
orientation. The successful use of ICT in promoting and maintaining quality parent-
child relationships may then enhance students’ adjustment to and success in college 
and aid in their retention. 
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Deborah Ko, Mike Yao

11  Internet addiction: an cross-cultural 
perspective

11.1  Introduction

Excessive and compulsive use of the Internet, or Internet addiction, has received 
much attention from the public.   Until recently, social and behavioral scientists 
have primarily focused their attention on the ontological and epidemiological issues 
surrounding this problem, and its relationship to a number of psychiatric conditions 
such as depression and loneliness.   While empirical studies in this area generally 
show that Internet addiction is a phenomenon widely observed in different countries 
around the world, the reported pervasiveness of this problem varies quite significantly 
from one sample to another. Moreover, although previous studies have identified a 
number of socio-economic and psychological correlates of Internet addiction, the 
existing research has largely ignored cross-cultural differences. We hold the view 
that excessive and unhealthy Internet use is more than a psychiatric condition; it is 
a social phenomenon that is affected by environmental, cultural, and technological 
factors.   Research on Internet addiction urgently needs a new direction that looks 
beyond epidemiological characteristics of the problem and their individual level 
correlates. In this chapter, we will review empirical studies on Internet addiction, 
identify a number of lingering theoretical and methodological issues, and offer some 
new thoughts on this line of research from a cross-cultural perspective.

11.2  (Re)conceptualizing Internet Addiction

It has been nearly twenty years since Dr. Ivan Goldberg, a clinical psychiatrist, first 
proposed Internet Addiction Disorder (IAD) as a satirical hoax (Young, 1998). Today, 
Internet addiction has been widely recognized as a serious mental health issue 
worldwide. For example, in Korea, Internet addiction has been estimated to affect up to 
30% of Internet users under 18 and deemed a national health concern (Fackler, 2007; 
Ha, et al., 2007). In China, more than 10% of adolescent Internet users were identified as 
Internet addicts (Wu & Zhu, 2004); government sponsored treatment clinics and military 
style “detox” camps were established all over the country to treat this new “addiction”. 

Perhaps it was because the empirical research on Internet addiction first emerged 
in a clinical context (Young, 1998). Perhaps it was because the conditions experienced 
by those affected indeed share similar symptoms and consequences as found in other 
classified substance and behavioral addictions, or perhaps it was simply because the 
word “addiction” deeply resonated with the public; much of the existing research on 
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Internet addiction has focused on establishing the condition as a classified psychiatric 
disorder. From such an epidemiological perspective, researchers of Internet addiction 
primarily focused their attention on the following questions: 1) what is Internet addiction; 
2) what are its symptoms; 3) how pervasive is the problem; 4) what are the causes and 
consequences of having this disorder; and 5) how to treat it.  They used various labels—
compulsive Internet use, pathological Internet use, Internet dependency, Internet 
addiction disorder, Internet usage disorder, and problematic Internet use—to describe 
the phenomenon. Different diagnostic criteria have been proposed, ranging from clinical 
interviews to structured questionnaires. In a recent comprehensive literature review of 
69 large-scale empirical studies published since 2000, Kuss et al (2014) identified 21 
different diagnostic instruments in six different languages. They also found that the 
reported prevalence rate of Internet addiction in these studies differ significantly as a 
consequence of different assessment tools and cut-offs.

Although researchers might disagree on the labeling, causes, and pervasiveness 
of the problem, most seem to agree that excessive use of the Internet can adversely 
affect users’ physical, psychological, as well as social wellbeing (Beard, 2005; Ko et 
al, 2009; Leung & Lee, 2012; Yao, Ho, Ko, & Pang, 2013; Young, 2010). Heavy Internet 
users may develop a preoccupation with various online activities, increasingly feel 
the need to escape into cyberspace, and become irritable when trying to cut back 
their Internet use (Dell’Osso et  al., 2006). These individuals may also experience 
a number of functional impairments as a result of Internet use, such as marital or 
family strife, job loss or decreased job productivity, and legal difficulties or school 
failure (Chou & Hsiao, 2000). Tokunaga and Rains (2010) conducted a meta-analysis 
of 94 studies from 22 different countries and found moderate and consistent links 
between loneliness, depression, and problematic Internet use. Kuss et al. (2013) also 
found that Internet addiction has been consistently associated with a number of 
sociodemographic and psychosocial factors, as well as being comorbid with other 
disorders in adolescents and adults.

Notwithstanding the value of the growing body of existing literature on Internet 
addiction, there are a number of lingering issues. First, previous research on Internet 
addiction seems to overlook the impact of technological changes on conceptual issues 
related to Internet addiction. In the past two decades, the “Internet” has gone from 
being a novel communication medium used by a tiny fraction of people in a handful 
of developed countries to being an omnipresent technological web connecting 
more than 40% of the world’s population. Instead of merely allowing its users to 
exchange text messages with each other and retrieve static information from crudely 
designed webpages, the Internet today is deeply integrated into all aspects of human 
lives. It connects billions of people around the globe and provides them with useful 
information, facts, and entertainment almost anywhere at any time. As such, does it 
still make sense for researchers to treat “Internet use” as a generalized concept when 
discussing “internet addiction”? To this extent, some researchers proposed to study 
the potentially addictive online activities, such as gambling, gaming, and shopping, 
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as separate conditions. However, as Internet users are spending more time and engage 
in more diverse social activities online, every online activity can potentially be abused.

Second, while previous research found various psychosocial and personality 
factors to be predictive of Internet addiction, the causal directions of the relationships 
between these variables and Internet addiction have not been clearly established 
(Chou et al., 2005; Kardefelt-Winther, 2014). For instance, does Internet addiction lead 
to depression and loneliness? Or, are depressed and lonely people more likely to be 
addicted to the Internet? Two competing views emerged in previous literature. On 
the one hand, Davis (2001) posited that existing psychopathological disorders, such 
as depression, loneliness, social anxiety, and substance dependence were necessary 
elements in the etiology of pathological Internet use. Specifically, people with these 
psychosocial dispositions would be more likely to use the Internet to escape from 
reality and thus are particularly prone to Internet addiction.   On the other hand, 
Young and Roger (1998) suggested that excessive Internet use would damage users’ 
real life social relationships and lead to social isolation, and in turn lead to more 
serious psychological problems such as depression. Although the results from two 
recent studies that utilized multiple-wave panel design show that Internet addiction 
might be the cause of depression and loneliness (Lam et al, 2012; Yao & Zhong, 2014), 
this finding is far from being conclusive.

A third concern, which is also the focus of this chapter, is the cross-cultural issue. 
For example, the prevalence rate of Internet addiction reported in Asian countries (e.g., 
Korea, Taiwan, & China) are consistently greater than in samples collected from European 
and North American countries. Although this pattern might be the result of measurement 
issues and sampling errors, there may be real cultural differences at work.  Indeed, in 
much of the existing research on Internet addiction, mostly from an epidemiological 
perspective, researchers focus primarily on internal and individual variables; the 
cultural and societal level factors have been largely ignored. The cross-cultural validity 
of various diagnostic instruments is also seldom discussed.   Furthermore, although 
Internet addiction was first proposed and studied by American researchers based on 
the diagnostic instruments developed in the American clinical context (Young, 1998), 
the bulk of recent studies seem to have been conducted in other countries.  To illustrate 
this point, we searched PsycINFO, Proquest Health, and Medical Complete for articles 
concerning Internet addiction from 2003 to 2013 and identified a total of 179 empirical 
studies on Internet addiction with primary data. As can be seen from the summary table 
below (see Table 1), Taiwan, China, and South Korea accounted for nearly 42% of the 
studies on Internet addiction whereas only about 6% of the studies from the U.S.  There 
is also a clear increase of studies conducted in Mediterranean and Eastern European 
countries in the recent years. The pattern clearly illustrates the urgency in adopting a 
cross-cultural approach to studying Internet addiction. In the following sections of this 
chapter we will review the existing literature on Internet addiction from a cross-cultural 
perspective. We will also propose several key methodological and theoretical issues to 
be considered in future research. 
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11.3  Cross cultural issues in IAD research

11.3.1  A cross-cultural consideration of IAD measurement

Prevalence of IAD worldwide differs based on region as well as age. For instance, some 
estimates in the US claim that 6% are considered addicted to the Internet (Greenfield, 
1999), whereas one US university reported 15% of its student body could be considered 
addicted (Fortson, Scotti, Chen, Malone, & Del Ben, 2007), while another study 
suggested 18% of British students were (Niemz, Griffiths, & Banyard, 2005). In China, 
around 6% met the criteria for addiction (Deng, Hu, Hu, Wang, & Sun, 2007; Cao, Su, 
Liu, & Gao, 2007; Ni, Yan, Chen, & Liu, 2009). In a Taiwanese University, 17.9% were 
reportedly addicted to the Internet (Tsai et al., 2009). In South Korea, an estimated 
18.1% of middle school students meet the criteria for Internet addiction (Seo, Kang, & 
Yom, 2009). However, there are many methodological issues in measurement that can 
cause fluctuations in the data. For example, depending on what measures are used, 
these reports vary widely, for instance, in South Korea alone, some reports show as 
low as 1.6% (Kim et al., 2006) or as high as 20.3% (Ha et al., 2007).  

In a recent literature review, Kuss et  al. (2013) identified and analyzed 21 
different assessment instruments of IAD used in 68 epidemiological studies of 
Internet addiction published after 2000 with sample size larger than one thousand 
participants (see Kuss et al., 2013 for a full review of the principle characteristics of 
these measures). They attributed the inconsistencies in the prevalence rate of IAD 
to validity and reliability issues with the instruments. However, given the fact that 
out of the 68 studies reviewed in this research, 11 were conducted in China, 17 were 
from Taiwan, and 5 were from South Korea, and only 3 used samples from the U.S., 
a cultural difference explanation seems to be a strong alternative explanation that 
should be considered. In fact, Frangos and colleagues (2012) conducted a meta-
analysis of problematic Internet usage to examine the reliability of using Young’s 
Internet addiction test. They found that there are indeed cultural differences in the 
reliability of the measure in 20 studies. Specifically, the measure was more reliable 
when used in Asian populations than it was in Western populations like Europe. 
Although China and South Korea have deemed Internet Addiction a mental disorder 
and are creating programs to combat this, one must take pause on our reliance on 
self-reported IAD measures and its reliability in cross-cultural comparison. 

Cross-cultural studies have shown that cultures may psychologically differ on 
a host of different areas, such as cognition (Bloom, 1984), sense of self (Markus & 
Kitayama, 1991), self-esteem (Heine, Lehman, Markus, & Kitayama, 1999; Kitayama, 
Markus, Matsumoto, & Norasakkunkit, 1997), emotions (Aaker & Williams, 1998), 
coping strategies (Kim, Sherman, Ko, & Taylor, 2006; Tweed, White, & Lehman, 
2004), and causal attributions (Choi, Nisbett, & Norenzayan, 1999; Morris & Peng, 
1994). Two cultural groups that have often been compared are Asian and Western 
samples because of the vast range in which they differ on some of these dimensions. 
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Because psychological theory and diagnosis has arisen in the West, it is important to 
recognize the boundaries and cultural biases that may be inherent in the measures 
and assumptions it produces.

For instance, two important dimensions implicated in the study of IAD are 
individualism/collectivism (Triandis, 1989) and independent/interdependent 
self-construals (Markus & Kitayama, 1991). Cultures may differ on a societal level. 
For instance, Individualistic cultures such as those found in the West, like North 
America and Europe, may focus more on the individual and his/her own autonomy 
and personal feelings and reactions to his/her own environment (Triandis, 1989). 
Collectivist cultures such as those found in Asia, like China, Japan, and, Korea may 
focus more on the group or on maintaining strong relationships among individuals 
(Triandis, 1989). This is important in understanding the societal artifacts and values 
that influence individuals of that culture.

Likewise, cultures may differ on an individual level. For instance, culture may 
shape how an individual perceives the self. An independent self-construal is associated 
more with individualist cultures (Markus & Kitayama, 1991), focusing on the self as an 
autonomous being whose actions, thoughts, and beliefs are managed by and relate 
solely to the individual. On the other hand, an interdependent self-construal (Markus 
& Kitayama, 1991), associated more with collectivist cultures, focuses on the self as 
connected and interrelated to close others such that thoughts may be evaluated on 
how they are shared with close others and actions are evaluated on how they may 
affect social relationships and their societal roles. Culture influences how individuals 
see themselves and it provides guidance on what components of the self are important 
to protect and nurture.

Cultural motivations in terms of how and why individuals use the Internet are 
often neglected but may be driving forces in explaining the prevalence and also the 
difference of Internet addiction between cultures.

One of the problems in bridging the cultural gap may be in how IAD measurement 
has arisen. As a clinical disorder based off of gambling addiction from the DSM-IV 
(Young, 1998), most IAD measurements have been founded on a Western model of 
mental illness and have subsequently been translated but perhaps not adjusted to 
culturally express mental illness.  Although IAD has been addressed from a clinical 
perspective, it has neglected to abide by common clinical practices in confronting 
the universality and cultural diversity of the “disorder.” Westermeyer and Janca 
(1997) outlined cultural factors that needed to be addressed for accurate psychiatric 
diagnosis. For instance, patient perceptions regarding illness and the way in which 
an individual describes problems may differ by culture. Similarly, individuals may 
vary by culture on how often they report symptoms depending on how taboo or how 
acceptable it is to disclose. 

This poses a few problems in determining external validity of IAD measures. 
First, problems or consequences from heavy Internet usage may be different from one 
culture to another. Lortie and Guitton (2013) examined 14 questionnaires measuring 
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Internet addiction among 360 studies from 1993-2011. For most studies that they 
examined, authors did not publish evidence of criterion validity, suggesting that these 
measures do not differentiate between normal and “pathological” users. Behaviors or 
mental states are considered problematic or pathological when they disrupt daily life 
and cause the individual distress. For instance, individuals from a collectivist culture 
may not consider constantly connecting to the Internet a problem until it damaged 
personal relationships and harmed one’s capacity to fulfill societal roles (Suh et al., 
1998). Likewise, for those from individualistic cultures, Internet addiction may only 
become problematic when it leads to negative personal thoughts like depression or 
diminished self-worth (Heine et al., 2001; Lee, Aaker, & Gardner, 2000). 

Secondly, individuals may look to their environment to gain information about 
what is considered “abnormal” and also what may be considered shameful. Because 
IAD measures are largely self-reported, individual responses can be colored by their 
own reference group or cultural standards (Heine, Lehman, Peng & Greenholtz, 2002; 
Peng, Nisbett, & Wong, 1997). For instance, individuals from collectivist cultures, 
specifically Asian cultures, have been shown to emphasize self-criticism and self-
improvement over self-promotion or self-enhancement as it is more beneficial in 
harmonizing with groups (Heine et  al., 1999; Kitayama, Markus, Matsumoto & 
Norasakkunkit, 1997). Those from collectivist cultures may be more attuned to negative 
consequences from Internet usage, especially if it damages their ability to perform 
social responsibilities. For instance, Asians may respond to items from Young’s IAT 
(1998) such as “how often do others in your life complain to you about the amount of 
time you spend on-line?” “how often do you choose to spend more time on-line over 
going out with others?” more negatively because they attend to these issues more or 
these issues are more disruptive to their everyday lives than for those from the West. 

Similarly, Heine and colleagues (2002) found that manipulating one’s reference 
group influenced responses to common likert-type scales, such as those used in all 
IAD measures. Participants filled out questionnaires either with no prompt or with 
a prompt saying “in comparison to” either their ingroup or an outgroup. Consistent 
with their hypotheses, Japanese responses were largely influenced by reference 
groups whereas European Canadian responses were not, suggesting that those from 
collectivist cultures such as Japan may look towards important reference groups to 
evaluate their own behaviors and values, whereas those from individualistic cultures 
such as Canada use internal standards rather than reference groups. Similarly, for 
a highly technologically integrated society, depictive of much of Asia, an individual 
may judge the frequency of their actions as normal, whereas in another culture 
the frequency would be considered abnormal. Currently, most IAD measures have 
standardized scoring systems marking normal to dysfunctional Internet usage 
based mostly on Western data (CITE). By defining culturally meaningful baselines of 
Internet usage, researchers may more accurately assess individuals who are at more 
psychological risk from overusage of the Internet.
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Not only do most IAD measures disregard reference groups and cultural norms in 
their self-report measures, the anchors for the Likert-type scales are highly subjective. 
For instance, Young’s IAT (1998) uses anchors such as “rarely”, “occasionally”, 
“frequently”, “often”, and “always”. These items can mean different things to 
different people in a single culture, and even more when looking at more than one 
culture. For instance, individuals from a mature Internet-integrated culture may 
believe “frequently” means over 10 hours a day, whereas for an individual from 
emerging Internet-integrated cultures, “frequently” may mean 3 hours a day. Indeed, 
Internet penetration differs widely, and the numbers for Asian countries speaks to 
the differences in IAD. Although North America has an Internet penetration level of 
78.6% and Europe at 63.2%, top Asian countries’ Internet penetration levels such as 
Taiwan (75.4%), South Korea (82.5%), and Hong Kong (74.5%) show massive growth, 
with China, accountable for 50% of Internet users in Asia, has an Internet penetration 
of 40% (Internet World Stats, 2012). Using subjective or abstract anchors can reduce 
cultural comparability because the definitions may vary from culture to culture.

In sum, although there are marked differences between Asia and the West 
in their responses to IAD measures, methodological issues should be taken into 
consideration before jumping to conclusions or creating government task forces to 
tackle this new social problem. For instance, the definition of problematic use and 
the consequences of Internet usage may differ between cultures. Using ambiguous 
anchors and neglecting possible referential group factors can create cultural artifacts 
that adversely affect an accurate diagnosis. These aspects challenge the assumptions 
of current IAD measures and should impel us to reconsider the ways in which we 
construct Internet diagnostic material.

Although more cross-cultural research should be done on definitions, behaviors, 
and consequences of Internet usage, simple adjustments to current measures 
can help to address some of the methodological problems posed in this chapter. 
For instance, Lortie and Guitton (2013) recommend verifying questionnaires with 
reports from close family and friends. Further, they offer improvements to existing 
internet addiction questionnaires, suggesting that they rely on the negative and 
maladaptive consequences of overuse in personal, familial, and professional 
settings as well as personal distress caused. Heine and colleagues (2002) suggest 
creating questionnaires that specify contexts and concretize anchors. For instance, 
“frequently” is more subjective than “twice a day” and more prone to reference 
group effects. Psychological symptoms such as control over emotions or thoughts, 
definition of harm, and awareness of the environment may differ between cultures 
(Westermeyer & Janca 1997), whereas concrete behaviors, scenarios, and biometric 
data may be more useful to compare cross-culturally (Peng, Nisbett, & Wong, 1997). 
Lastly, we propose adapting IAD measures to have more culturally relevant scoring 
systems by taking into account baseline measures of normal and abnormal Internet 
usage and behavior. If there truly is an Internet addiction “epidemic” in Asia then 
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the materials should take the cultural context into consideration in how the data is 
obtained.

11.3.2  A cross-cultural consideration in Internet adoption and user behavior

Another aspect that one must consider in cross-cultural research is what 
understanding of cultural differences actually means. For instance, Van de Vijver 
and Leung (2000) argue that observed differences do not always constitute real cross-
cultural differences. As an example, heightened Internet usage may look detrimental 
in the West but is considered normal in Asia because of structural constraints in 
Internet connectivity of a given country or region. They suggest that one problem in 
conducting psychological research cross-culturally is that researchers neglect the 
environmental and social context in which they take their samples. 

Although much research has been conducted on IAD, few measures look at the 
important social drives nurtured in online interaction. For instance, taking other 
important contextual variables such as need to belong and Internet penetration into 
consideration may explain some of the cultural differences observed. Lortie and 
Guitton (2013) reported that current assessment tools and the DSM-IV-TR and ICD-10 
base measurement on criteria focus on compulsion, consequences, and salience 
towards excessive Internet usage. Because social rewards may be a large motivating 
factor for individuals to use the Internet (Caplan, 2007; Chak & Leung, 2004; Douglas 
et al., 2008; Erwin, Heimberg, Fresco, & Hantula, 2003), its absence in measurement 
is startling. Kuss and colleagues (2013) confirmed that social applications (such as 
Twitter and social networking sites) strongly predicted Internet addiction. Similarly, 
Kardefelt-Winther (2014) proposes that it is not the compulsiveness or mental illness 
that causes excessive Internet use, but the Internet’s ability to fill social needs or act 
as a coping strategy for negative feelings.

Not only are rates of adoption different between the East and the West, the way 
in which Internet is used may also differ. Qiu, Lin, and Leung (2013) suggest that 
online environments may act similarly to offline environments in how they enforce 
and promote cultural norms. Looking at different social networking sites between 
the East and West also sheds light on how cultures influence the way that social 
networking is established and structured. For instance, those from collectivist 
cultures and individualist cultures differ in how they structure relationships and how 
they communicate ideas and feelings. de Mooji (2014) suggests that individuals from 
the West use the Internet more for information searching and sharing, whereas those 
in the East use the Internet more for maintaining and strengthening social ties. If 
individuals from different cultures derive a different sense of utility from the Internet, 
it also implies that the motivations towards Internet use and perhaps problematic use 
differ as well.  
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Even the same platform can expose cultural differences as individuals may 
utilise them for culturally specific social goals. Chapman and Lahav (2008) showed 
that even within social media, user behavior differed by country. For those from the 
West, individuals were more user-centric and less intimate; Americans used SNS 
to self promote and share pictures of themselves and the French have nonpersonal 
conversations or discussions. For those from the East, individuals were more ingroup-
oriented; Koreans shared pictures only with close others in a tight ingroup and 
Chinese users played multi-user games and shared resources together (Chapman & 
Lahav, 2008). Thus the Internet may serve different purposes, highlighting different 
types of needs for belonging and cultural expression. 

Although the same Internet structures can provide a glimpse into how different 
cultures’ values and beliefs influence their online behavior, so too can one look 
towards how cultures create Internet structures that promote cultural norms and 
values. Social networks that develop in different countries also may inherently 
structure their sites to reflect the norms of relationships within that society. For 
instance, in Cyworld, the largest social networking site in Korea, Cho (2010) found 
that individuals had a stronger division between ingroups and outgroups through 
their use of privacy settings. Americans were also shown to use more direct speech, 
whereas Koreans used more nonverbal expressions (e.g., emoticons), in line with 
predictions based on cultural differences in communication expression. 

Individuals may also be sensitive to cultural influences on different Internet 
platforms. Japanese users on both Japanese social networking sites (SNS) Mixi and 
American SNS Facebook develop and maintain relationships in different ways (Thomson 
& Ito, 2012). Japanese users on Mixi have fewer friends but stronger commitment and 
connection to those friends with fewer direct self-disclosures. However, on Facebook, 
the same Japanese participants used more self-disclosure and had a broader friend 
network with less commitment, indicative of a Western framework of relationship 
formation. They suggest that these differences are due to the Japanese participants’ 
perception of differences in relational mobility (Thomson & Ito, 2012), similar to the 
concept of independent and interdependent self-construals in which an individual can 
fluidly make and break social relationships (independent self-construal) because they 
are not interconnected and extrinsically linked to one another (interdependent self-
construal), diminishing mobility in and out of social groups. 

These studies suggest that Internet structures such as SNS are artifacts of their 
culture and promote specific types of behaviors and beliefs. The way in which 
individuals use the Internet may be guided by the various platforms that sustain these 
distinct cultural norms. 

This poses a problem in how psychologists have approached Internet addiction 
in a number of ways. First, the social motivations to connect to the Internet are not 
measured in the majority of IAD measures (Lortie & Guitton, 2013; Van de Vijver & 
Leung, 2000). Young people are often the largest focus of IAD and they also are most 
motivated towards social interaction. Secondly, IAD measures do not distinguish 
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between cultures on the social implications that the Internet presents. For those 
from highly collectivist cultures, high Internet usage may indicate strong relational 
cohesion and maintenance of group norms if they use the Internet for social purposes. 
On the other hand, for those from highly individualistic cultures, high internet usage 
may indicate a stronger need for self-expression and individual acceptance. Although 
both may require an audience, the needs of the individual and subsequent social 
consequences differ. For instance, excessive Internet usage in the West may be linked 
to depression and low self-esteem, whereas in the East it may be linked with social 
anxiety and loneliness. Kardefelt-Winther (2014) criticized IAD research because of its 
inability to identify clear causal links to IAD. Predictive validity may be confounded 
not only by the lack of social motivation measures, but also because of the cultural 
consequences an individual anticipates.

A cross-cultural consideration in mental health problem diagnosis and treatment
In comparison to other groups in America, Asians are consistently low in utilizing 

mental health services (Atkinson, Lowe, & Matthews, 1995; Chang, Yeh, & Krumboltz, 
2001; Matsuoka, Breaux, & Ryujin, 1997; Sue, Fujino, Hu, Takeuchi, & Zane, 1991). 
Broadly speaking across Asia, mental health care varies from country to country 
(Deva, 2002) with most psychiatric care residing in urban areas (Lauber & Rössler, 
2006). Further, depending on the Asian country treatment varies, sometimes using 
local alternative medicines, healers, mental health professionals, or combinations of 
these treatments (Ng, 1997). Similarly, the dialogue around mental illness is different 
from the West because of the focus on physical problems, as well as the holistic belief 
that mental and physical ailments are intertwined (Fabrega, Jr., 2001). For instance, 
the symptoms that Asians may notice in IAD may focus on or add entirely different 
symptoms to IAD compared to how it is described in the West because of how one 
experiences mental illness in different cultures. Thus how cultures talk about and 
treat mental illnesses such as IAD should be researched further and accounted for in 
culturally appropriate IAD measurements.

Further barriers which may partly explain why Asians (in both America and Asia) 
are less likely to seek help is the stigma attached to mental illness (Tseng et al., 2001). 
A study in Hong Kong showed that individuals found symptoms of mental illness to 
be merely reactions to stress, not recognizing them as symptoms of mental disorders, 
and are more likely to focus on somatic versus psychological symptoms   (Chung, 
Chen, Lam, Chen & Chan, 1997). This may be dangerous because it suggests that 
mental illnesses should be within an individual’s control to handle and reduces the 
need to seek help for such illnesses. 

Mental illness may be stigmatic not only because of how individuals perceive mental 
illness in general, but also because of the implications it presents to relationships and 
social perception (Kim, Sherman, & Taylor, 2008; Ng, 1997; Taylor et  al., 2004). Ng 
(1997) found that most Asian societies, mental illnesses are first handled within the 
family, with family members providing support financially or instrumentally through 
known channels before seeking outside help. Further, the individual shame associated 
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with mental disorders in the West are expanded within collectivist cultures such that 
mental disorders may be associated with shame towards individuals and their families 
and close friends. Therefore seeking help for mental illness in Asian cultures means 
not only shaming the family, but also tasking them with the responsibility of providing 
help. Indeed, Kim, Sherman, Ko, and Taylor (2006) found that in social support seeking 
among Asians as compared to European Americans, Asians seek support less from close 
family and friends and their stress is aggravated by seeking help from close others. This 
finding suggests that seeking help may have relational consequences. 

Kim and colleagues (2006) found that implicit forms of social support seeking, 
such as being reminded of one’s social network and interacting with close others 
without disclosing stressful information, was more effective in reducing stress for 
Asian Americans than explicit forms of social support seeking, such as talking to 
someone about one’s problems or stress. Thus how individuals may seek help for 
IAD may differ by culture. This may also point to an alternative explanation for how 
excessive Internet usage may be confounded with help-seeking behaviors. 

As we have suggested earlier on, the importance of certain functions online 
may differ from culture to culture. We’ve looked at cultural differences in social 
networking sites, with Asians showing more personal and smaller friendship groups 
and exhibiting more intimate interactions online than those from the West. Heavy 
usage of the Internet may be problematic in and of itself, however it may serve as 
a culturally acceptable coping strategy in Asian culture.For instance, Chang, Yeh, 
and Krumbholtz (2001) created an online support group for Asian American males, 
as they are demographic that is most likely to not use mental health services and 
are more likely to prematurely terminate care (O’Sullivan, Peterson, Cox, & Kirkeby, 
1989; Sue, 1977). As online networks may help to reduce shame (since interactions are 
not face-to-face and may be anonymous), allow individuals to think and edit before 
providing responses, and are more easily accessible, not only did individuals feel 
supported by the group, all participants stayed in the online support group for the 4 
week intervention (Chang et al., 2001). Thus Asian males may receive psychological 
benefits from interacting online because it reduces social anxiety and the shame 
associated with turning to their family or friends for explicit help or social support. 
One of the problems with IAD measures is only focusing on the possible consequences 
of Internet overuse, but not taking into account the benefits of Internet use which 
reward and encourage this overuse. Merely focusing on the negative consequences 
of and solutions to minimize problematic Internet use is short-sighted if reducing 
Internet use may cut off avenues of social support and cause more problems. 

11.4  Conclusion

Internet addiction, although very real, suffers from many methodological and social 
oversights since its inception in the late 90s. Much has changed in our relationship 
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with the Internet and what purpose itis used for, although we still use the same few 
IAD measures as when the Internet was in its infancy. Addressing cultural nuances 
is an exercise not only in conceptualizing Internet addiction but also creating 
meaningful tools to measure it. 

Methodological issues often become more apparent when trying to compare 
cross-culturally. For instance, the lack of concrete anchors or behaviors leaves 
many of the statements too open ended. These generalized items are subject to 
the biased interpretations inherent within one’s culture. Individuals also often 
turn to meaningful referent groups to assess what is considered acceptable and 
what is considered excessive. Cultural differences in value systems may also cause 
individuals to emphasize some consequences over others. Is hypersocialization over 
the internet considered dysfunctional or is it an acceptable means of maintaining 
one’s social capital? Rethinking the structure of IAD measures to describe more of 
the context in which individuals use the Internet, what specific consequences arise, 
and quantify responses may be a first step in giving researchers a more “apples to 
apples” comparison between cultures. Further, establishing baselines as to what is 
considered abnormal or acceptable within each culture and what thresholds cause 
psychological harm will make results more meaningful, rather than having Western 
standardized cut-off points in scoring. 

More importantly, in order to treat problematic Internet usage and addiction 
the cultural context needs to be examined because of its relevance tounderstanding 
underlying motivations and rewards for Internet usage. As previously discussed, the 
East and the West have been shown to differ on motivations towards information 
sharing and maintaining social relationships online. Even within social behavior 
online, motivations between the two can still be seen in how individuals nurture 
either individualistic concerns for self-presentation versus collectivistic concerns 
for relational cohesion. Because cultures carry many of their offline values into 
their online presence, researchers must acknowledge these values and drives in 
interpreting certain online behaviors. Further, practitioners need to understand what 
benefits are derived from using the Internet in order to help clients reduce their usage 
in a healthy and sustainable way. Knowing how culture promotes these benefits can 
help drive more effective therapies. Similarly, one issue practitioners and researchers 
must consider is whether or not problematic Internet usage is actually a beneficial 
coping strategy, especially in Asian cultures, where reducing Internet usage would 
actually take away important psychological, social, and instrumental resources. 

Although this is not a comprehensive list of cross-cultural considerations, 
this chapter serves to open a dialogue among researchers internationally to more 
accurately examine and help individuals suffering from IAD, as well as to lay a 
conceptual foundation that takes into account the dynamic ways in which cultures 
use and are affected by the Internet.
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12  My pixels or my friends? Game characters 
as a lens for understanding user avatars in 
social networks

Abstract: In various interactive digital media, users create representations for 
themselves – be they images, texts, or interactive characters – that are used 
mark the user’s identity, function, role, or position in the social landscape. These 
representations, or avatars, can exist separate from the user who created them. As 
such, they can be crafted, performed, experimented with, and reflected upon. In this 
separation, users may experience their own avatars, engaging them more or less as 
‘me’ or ‘not-me’ as a function of user and avatar agencies. To better understand these 
dynamics, in this chapter we draw from current perspectives on a particular type 
of user-avatar pair – video game players and their graphic in-game characters – to 
theoretically and empirically contextualize the range of relationships users may have 
with their digital representations in a variety of social networking platforms, and 
how those relationships may differently influence social interactions online. Tracing 
the trajectory of the earliest audience-character scholarship from 1920s scholarship 
(the parasocial perspective) to emerging findings that gamers sometimes engage 
their avatars as autonomous social agents, we argue for a relational continuum that 
demonstrates the full range of non-social, parasocial and fully social relationships 
that communication technology users can have with their digital avatars. 

12.1  Introduction

Snot: “Steve, you are the king of Dragonscuffle”
Steve: “Peasant! I am not Steve.”
Snot: “Forgive me, oh, great and powerful Agathor!”
Steve: “As punishment for your insolence, you must now carry my Backpack 
of Holding” 
[later] 
Jeff: “Don’t you feel like you’re kind of missing out on your actual life?”
Steve: “See, the problem is that in the “real world,” things often suck. But 
when I’m Agathor … there is no pain, no wedges, no heartache, only … victory. 

In the above dialogue – from the US animated comedy “American Dad” – best friends 
Steve and Snot debate the influence of Steve’s video game supremacy (as the user 
behind Agathor, the most powerful warrior in the fictitious Kingdom of Krathnor) on 
his relative supremacy in their hometown of Langley Falls, Virginia. When questioned 
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later by a mutual friend, Steven explains that Agathor is a far more powerful and 
successful person that he could ever hope to be (several scenes in the episode 
“Dungeons and Wagons” show flocks of in-game characters gathering around 
Agathor to celebrate his many battle victories), and spends the balance of the episode 
attempting to exert his in-game popularity into the “real world”, with predictably 
hilarious results. 

In the same way that Steve crafted and performed a warrior persona in his digital 
world as a way of experimenting with social desirability (and reflecting upon the 
effectiveness of this in his out-of-game interactions with Snot), social networking 
users often create idealized representations of themselves as a part of their daily 
social interactions (cf. Walther, 1996). As these interactions reach seeming ubiquity 
and deeper intimacy, the nature and function of users’ digital presences plays an 
increasingly important role in social networking. From profile images and screen 
names to more complex digital bodies, these representations – or avatars – mediate 
these interactions and by design permit users to craft purposeful identities in digital 
spaces. 

‘Avatar’ is a derivative of the Sanskrit avatara, which translates into the word 
‘descent’ (Sheth, 2002). In Hindu culture, descent was a reference to the incarnation 
of a deity coming down to Earth to fulfill some purpose (Holzwarth, Janiszewski, & 
Neumann, 2006), just as users engage digital in social networks to fulfill particular 
purposes. Most closely associated with the innumerable embodiments of the Hindu 
god Vishnu (Sheth, 2002), each taken to accomplish specific tasks, users may shift 
from representation to representation as the digital environment, social network, and 
task-at-hand require. Indeed, as these representations are crafted, used, and reflected 
upon, users connect with their avatars in many different ways. In this chapter, we 
explore the relationship between a particular user-avatar pair – gamers and their 
graphic in-game characters – and how these relationships differently influence social 
interactions in play. The technological notion of avatars can be traced to the mid-
1980s when F. Randall Farmer and Chip Morningstar (both software developers at 
Lucasfilms) needed a term to refer to controllable, humanoid, animated figures in 
the multiplayer online game Habitat (Britt, 2008). In the social science literature, an 
avatar may be a static picture or image that a person uses to represent the self in a social 
networking setting (Kang & Yang, 2006). Sometimes, an avatar is a primary character 
in a video game that is controlled by a video game player (Downs & Oliver, 2009; Jin 
& Park, 2009). In other cases, an avatar is the embodiment of an individual into a 
virtual space through the use of virtual technologies (Biocca, 1997; Fox & Bailenson, 
2009), or an avatar could be a reference to an animated, artificially-intelligent bot 
that assists a person through some process in an online environment (Holzwarth, 
Janiszewski, & Neumann, 2006). Lessig (2000) broadly explains that avatars are 
the graphical representations and embodiments of our virtual characters, existing 
on screen in a variety of different modalities but serving as our primary conduit for 
experiencing a given virtual world. Avatars can be more than the pixels on-screen, 
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however, sometimes construed to represent the personality that one associates with 
their avatar’s form and function (Jordan, 1999). 

Because avatars (broadly defined) are the primary vehicle by which users 
experience digital environments and their constitutive social networks, they tend to 
be considered as tools – devices that human users engage to mediate online activities. 
Yet, such a singular focus might obfuscate deeper questions about the player-avatar 
relationship. How do humans experience avatars? How do avatars ‘experience’ 
humans? Is there a meaningful relationship between both? How might these 
phenomenal experiences impact how we study media psychology? In approaching 
these questions, we draw from current perspectives on how video gamers relate with 
their avatars to theoretically and empirically demonstrate the range of relationships 
users may have with their digital representations in other mediated contexts. 

12.2   A (Brief) History of On-Screen Relationships

Since the earliest days of media studies, researchers have sought to understand 
how media audiences connect with on-screen characters. In the late 1920s, Frances 
Payne Bolton funded some of the earliest studies on children’s identification with 
movie characters (Lowery & DeFleur, 1995), finding children to learn from and 
imitate many of their favorite actors and their on-screen personae. The infamous 
Seduction of the Innocent studies of Wertram (1955) examined similar associations 
between juvenile delinquents and behaviors learned by imitating salacious comic 
book characters. Forward some 20 years, and a primary reason given for the critical 
and economic success of the racially charged 1970s sitcom All in the Family was the 
portrayal of “America’s Favorite Bigot” Archie Bunker  -- Norman Lear’s approach at 
demonstrating the absurdity of bigotry. The caricature was loved by progressives for 
representing the ignorance of racism while at the same time loved by conservatives 
who heavily identified with the character’s critiques of modern-day society (Vidmar 
& Rokeach, 1974), highlighting individual differences in responses to on-screen 
personalities. Indeed in each of these scenarios, we see the gestation of Horton 
and Wohl’s parasocial relationship (PRS) hypothesis (Horton & Wohl, 1956): media 
audiences enjoy and seek out faux relationships with media characters -- even if these 
relationships are one-way, non-dialectical, and often of far greater importance to the 
audience member than the on-screen character.  

PSRs are known to be key in understanding the uses and effects of entertainment 
media. For example, in affective disposition theory (ADT, Zillmann & Cantor, 1977; 
Raney, 2004) the key factor in the appeal and enjoyment of an entertainment product 
is the dispositions held towards main characters, such as a liked protagonist and 
disliked antagonist. However, these PSRs have always existed behind a fourth wall 
(Stevenson, 1995) -- an invisible barrier between the audience and the mediated world 
that allows each to exist without cognitive, affective, or behavioral interference from 
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the other. That is, media audiences are able to safely engage in PSRs with their favorite 
(and hated) media characters by passively witnessing their actions, suspending 
their disbelief about the narrative (Coleridge, 1960; Boecking & Wirth, 2005), and 
suspending moral judgments made in those narratives (Shafer, 2009; Raney, 2011) in 
order to ensure an enjoyable experience. 

However, the introduction of interactivity -- the ability of an audience member 
to alter the form and content of the on-screen product (Steuer, 1992) -- has forced us 
to reconsider the very foundation of the PSR. Entering a mediated environment via 
an avatar and interacting with that avatar and other avatars effectively breaks down 
the fourth wall, removing the separation of the off-screen and on-screen persona and 
shifting the role of passive audience member to one of an active user. Moreover, the 
great majority of interactive media – such as video games and more popular social 
media platforms (e.g., Facebook and Twitter) – require the user to create the very 
“characters” (or avatars) that occupy the digital environment, potentially allowing for 
a much greater range of relational possibilities between the user (the active audience 
member) and the avatars on-screen.

12.3  Interactivity and the Active Audience 

Because the key marker of interactivity is the extent to which one can influence form 
and content of on-screen media content (Steuer, 1992), one can challenge the extent 
to which the assumption of the one-way, non-dialectical nature of audience-character 
relationships might hold true with newer media. For example, Bowman (2013) argues 
that the widespread use of social media by professional athletes has given sports fans 
unparalleled access to sports celebrities, continuing the tradition of using media to 
bring fans closer to the on-field (and off-field) action and providing spaces of discourse 
to engage fans on a one-to-one level. In this way, sports fans have evolved from being 
passive audiences members to full-fledged agents in the production of sports as a 
media product. Similarly, pop star Lady Gaga interacts intimately with her fans as a 
“Mother Monster” persona in digital spaces like Twitter, interactions that facilitate 
the active co-construction of fan and celebrity identities (Banks, 2010). Such effects 
have been found with interactive social television technologies (Ducheneaut, Moore, 
Oehlberg, Thornton, & Nickell, 2008; Cesar & Geerts, 2011) – in which traditional 
television sets are augmented with social media and other networked technologies 
to allow users to connect with each other and, ostensibly, with the on-screen content.  

In no other environment is this passive-to-active shift clearer than in digital worlds. 
In such environments, media users are co-creators of the on-screen content - be it 
the numerous personal profiles and accounts that populate social media platforms 
(each representing a unique social agent) to the user-created avatars that comprise 
the populations of virtual worlds such as Second Life and Azeroth (the universe of 
World of Warcraft lore). As “members of the cast,” users are expected - and sometimes 
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even required - to play a role in the on-screen narrative. In fact, the worlds as they are 
known would not exist without users’ active participation. One way this participation 
is accomplished is through interactions with the characters of these worlds, including 
interactions between users and their own avatars. 

12.3.1  Interactivity and Player Experiences

Players’ active participation in virtual worlds unfolds through information exchanges 
between the player and the avatar as they jointly engage a digital gameworld. In 
short, the player and avatar are introduced through the game interface, the player 
acts upon the avatar by conveying information, and the avatar acts upon the player 
by conveying information in return. Through such feedback loops, acts of play emerge 
(Gee, 2005) as a meaningful relationship is made. 

The types of information exchanged by players and avatars depend on how 
the unique agencies of each coalesce in responses to scenarios encountered in 
the gameworld. These scenarios are generally multimodal, including verbally 
communicated world narratives, videos that advance discrete plots, gesturing 
characters that populate the world, navigable environments, and ambient sounds 
and music. Games also present tasks or decision scenarios that, as logic structures, 
may be considered a mode in themselves – a semiotic resource (Kress, 2010), with a 
grammar distinct from image, text, and sound. For example, in order to progress in 
Portal players must work through spatial puzzles, and in World of Warcraft players 
must often collect items, kill monsters, or deliver messages as instructed by game 
characters. Often, the abilities of a player alone are not enough to accomplish a 
task. Rather, the abilities of both player and avatar are required, such as a player’s 
problem-solving skills and the avatar’s ability to make manifest a portal or shoot 
a monster in the gameworld. These abilities must coalesce to accomplish the task, 
requiring each agent to communicate with the other (Banks, 2013). In this way, game 
tasks drive interactivity. It is these calls to action that shift the audience-as-consumer 
and medium-as-producer scenario to one of collaborative production between the 
player and the avatar. We propose that Steuer’s definition of interactivity should be 
extended: interactivity is not merely the way that the player may influence gameworld 
content, but how the player influences the avatar, how the avatar influences the 
player, and how the player and avatar together influence the gameworld content. In 
other words, we must consider with more rigor the meaning of the prefix “inter-” as a 
reciprocal exchange of information rather than a unidirectional one. 

These information exchanges and joint influence on gameworld content can be 
best understood as constituting a cyborgic system in which an organic agent (the 
player) and an inorganic agent (the avatar) are intimately linked. Cyborg theories 
(e.g., Haraway, 1991a, 1991b; Wiener, 1948) posit that in such systems, humans and 
technologies communicate according to unique agencies (e.g., a game’s visualization 
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of a world and a player’s exploration of it), and mechanisms internal to the system 
(e.g., feedback loops between a game’s rule system and a player’s willingness to 
follow it or break it) allow information to be received, stored, and processed by both 
elements (Wiener, 1948). Within these systems, experiences co-produced by players 
and avatars vary according to unique interactions among player effectivities (e.g., 
motivations, subjectivities, skills, preferences), avatar effectivities (e.g., abilities, 
permissions, access to resources) and technological affordances (Gibson, 1977; 
Greeno, 1994; see Sundar, 2008, about games specifically). Through this interactive 
co-production, players may experiment with new identities (Grodal, 2000), appreciate 
a compelling narrative (Bowman, Rogers & Sherrick, 2013; Oliver et al, 2013), compete 
for achievements and status (Sherry, Lucas, Greenberg & Lachlan, 2006; Yee, 2006), 
escape from stress and repair moods (Bowman, 2012; 2013), spend time with friends 
(Ducheneaut & Moore, 2004), and a host of other experiences. In these ways, players’ 
experiences with avatars are not so different than experiences players may have 
with other humans - two people may roleplay, listen to a story, compete, relax, and 
socialize. Reeves and Nass (1996) argue that we treat our technologies as we treat 
humans. It may be that when technologies respond to us in human-like ways, we can 
only understand these information exchanges according to accessible metaphors for 
human interaction (Bogost, 2012). Among various types of video game content, the 
feature most prone to such humanization is the avatar - a digital body that represents 
a player in a gameworld. 

12.4  The Experience of the Player-Avatar Relationship 

A player-avatar relationship (PAR) may be understood simply as the material and 
semiotic connection between a human gamer and the digital body representing that 
gamer in the gameworld. This connection varies according to the unique interactions 
between the two agents and the meaning those interactions have in their respective 
physical and digital worlds. Traditionally, a human-human relationship is a valenced 
connection between two people where each influences the other (Berscheid & Pelau, 
1983; Harvey & Pauwels, 2009). If we consider the player and avatar as engaged in 
information exchanges through which joint action is made possible, the connection 
between the two agents satisfies this definition of a relationship, even from the first 
moment a player creates and avatar or a game assigns an avatar to a player (Reid, 
1996). 

PARs are generally understood to exist in the mind of the player as so-called 
headcanons – player-created narratives that help make sense of the gameworld 
outside of (but copacetic with) the formal world narrative. Others argue that PARs are 
liminal – existing in the space between the digital and physical bodies. Often, this 
threshold is thought to be the game interface itself (Boudreau, 2012; Gee, 2005), but it 
can also be understood as the line between “the world we think of as external and real 
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and the thoughts in our mind that we take for fantasies. When we are in a threshold 
state [we are] filled with the real sensations and emotions for imaginary objects” 
(Murray, 1997, p. 292). Of particular importance across each of these perspectives is the 
notion that PARs are held as legitimate and important parts of gameplay experiences: 
PARS contribute to cognitive, affective, and behavioral outcomes of play as the avatar 
is created, as  player influences the avatar, as the avatar influences the player, and as 
experience and meaning are co-produced. 

Traditionally, conceptual approaches toward to studying relationships between 
audiences and mediated characters have been examined from a ‘me versus not-me’ 
perspective (see Klimmt, Hefner, & Vorderer, 2009 for review). That is to say that 
“media users perceive a social distinction between themselves (the observers) and 
the media characters” (Klimmt et  al., 2001, p. 352). Klimmt et  al. (2009) proposed 
that this dyadic paradigm might not be accurate in the context of video game play, 
citing that interactivity plays a role in closing the perceived distance between the 
individual and the avatar, or “self” and “other” – suggesting a monadic relationship 
akin to the psychological merging of the player and character known as character 
attachment (CA; Lewis, Weber, & Bowman, 2008). However, Klimmt and colleagues’ 
line of argumentation does not consider the reconceptualization of interactivity 
offered in this chapter – in particular, it assumes that (a) the player is actively merging 
towards the avatar in the gameworld and (b) the avatar is a passive object to be 
merged with rather than a possible partner in gameplay. For example, Downs (2010) 
proposed a model of player-avatar relationships rooted in the logic of the Hegelian 
Dialectic, arguing that we can understand PARS as a function of three notions: thesis, 
antithesis, and synthesis (James, 2007). According to Hegel’s logic thesis is a single 
intellectual proposition. The antithesis, then, is a conflicting idea or a negation of 
the original proposition. The dissonance between thesis and antithesis is resolved 
through synthesis – the incorporation and reinterpretation of the two into an entirely 
new proposition (Beiser, 1993). Applied to PARs, this model holds that players and 
avatars can be thought of as separate forces that are compelled into interaction 
through gameplay. When a player picks up a game controller, each entity acts on 
the other, and this interaction forms and evolves into myriad relational outcomes. 
The synthesis is at once part player and part avatar, but different than both. Such a 
perspective dictates that in order to understand the relationship, we have to take it for 
more than the sum of its parts: we must understand both social actors as well as their 
inter-relation. 

12.4.1  Explaining the Player-Avatar Relationship 

Digital games have avatars that, in some way, represent the player in the gameworld 
and translate the player’s intention into that world. In this intrinsically dialectic 
relationship, players and avatars relate to one another in various ways. These 
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relationships between these digital and physical agents begin at the moment they are 
introduced through the game interface and evolve through play over time. 

These introductions can unfold in various ways depending on the characteristics 
of the game and the motivations of the player. Sometimes the avatar is assigned by 
the game, as with Mega Man’s sole playable character of the same name. Sometimes, 
a limited number of choices are presented, as when players can choose from headline 
characters Mario or Luigi as playable characters in Super Mario Brothers. The 
greatest freedom in avatar choice is presented in games that permit varying degrees 
of both character selection and customization, such as selecting among predesigned 
facial and body features (such as piercings and skin patterns in World of Warcraft) 
or crafting highly customized bodies through control over many features (such as 
forehead height and eye color in The Elder Scrolls). In some games, however, avatars 
are not bodies in the traditional sense. For example, in Tetris, players’ intentions 
are made manifest in the game by momentary control over configurations of blocks. 
Similarly, player’s intentions in real-time strategy games (such as the sci-fi war 
simulator StarCraft) manifest in the manipulation of various combat resources, but 
the narrative is experienced through the assumption of multiple nameless characters 
over the course of the game narrative. In Trine and Botanicula, players may switch 
among a number of different characters, each with unique abilities, and Trine permits 
multiple players to share those avatars. In these ways, the meeting of player and 
avatar challenge traditional notions of ‘one player, one avatar’ embodiment in games 
(Yee, Ellis, & Ducheneaut, 2009).

For video games in which players can customize the way their avatars look and how 
they participate in the gameworld, customization most often happens before player 
“meets” the avatar as a formal entity in the world. Depending on a games’ character 
customization system, players may choose an avatar’s race, gender (usually from 
the male or female binary), combat class or role, backstory and personality features, 
social or functional alliances, and aesthetic features. Sometimes these customizations 
will influence how gameplay progresses, such as Guild Wars 2, in which character 
design includes making decisions about avatar race and personality that influence 
how the game narrative unfolds. Avatar design decisions are known to be related to 
various motivations, such as identity performance (Martey & Consalvo, 2011), creative 
expressions and roleplay (Neustaedter & Fedorovskaya, 2009), individual and group 
combat strategies (Fron, Fullerton, Morie, & Pearce, 2008), social norms (Merola & 
Peña, 2010), and aesthetic preferences (Kafai, Fields, & Cook, 2007). 

Avatar customization and other relationship decisions are often related to players’ 
motivations for entering the game in the first place (Banks, 2013). As digital games 
evolved - from the earliest text-based online roleplaying games to contemporary 
immersive graphical environments - so have perspectives on motivations for play. At 
a more general level, Sherry et  al. (2006) adopted a uses and gratifications theory 
perspective (Blumler & Katz, 1974) in specifying more general reasons for video game 
play, including the prominent roles of challenge, competition, escape and fantasy. 
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Bartle (1996) suggested that there are four types of players who engage in text-based 
games: “socializers” who enjoy interacting with other players, “achievers” who work 
toward game-related goals, “explorers” who aim to discover the gameworld and 
challenge its boundaries, and “killers” who try to distress other players or interfere 
with play. These motivations can be understood as a function of whether the player 
focuses on acting (as with killers and achievers) versus interacting (socializers and 
explorers) and on the gameworld (achievers and explorers) versus other players 
(killers and socializers). These play motivations were explored in relation to massively 
multiplayer online games (MMOs). Yee (2006) found that 10 discrete play motivations 
fell into three main motivational categories: achievement (advancement, mechanical 
mastery, competition), social (socializing/chatting, relationships, teamwork), and 
immersion (discovery, roleplaying, customization, escapism). 

These play motivations have been shown to drive PARs, and as motivations shift 
the relationships may shift (Banks, 2013). Players who focus on achievement and 
competition tend to relate to their avatars as objects or mere tools to master game 
tasks. Those motivated to socialize and work in teams tend to relate to their avatars 
as identity expressions and extensions of players’ senses of self. When players 
are motivated by immersion and escapism, they tend to relate to their avatars as 
autonomous social entities that exist independently from the player. Additionally, 
other motivations were discovered: some players are drawn to the game as a safe place 
for playing out personal problems and negotiating or practicing possible identities; 
players with these motivations tend to engage avatars in symbiotic relations, where the 
player and avatar are experienced as cooperatively contributing to play experiences. 
For example, a player beginning the MMO World of Warcraft may be driven by social 
factors. The player’s friends belong to a particular faction (a group of allied players) 
so she creates and engages an avatar in that faction, seeing the avatar as a simple 
representation that allows her to play socially. However, motivations may shift as 
players gain experience in the game, and the relationship between player and avatar 
may become more or less intense (Banks, 2013), and perceptions of liminal or joint 
identities may fade over time (Martinez, 2011). The player may find that completing 
quests with her friends is boring, but roleplaying is much more fulfilling because it 
allows her to ‘escape’ everyday pressures; through this escapism the player-avatar 
relationship becomes richer. Conversely, the player may find that hardcore raiding is 
highly fulfilling because it satisfies a penchant for achievement, and as she focuses 
on honing skill and downing bosses, the player may begin to see the avatar as more of 
a tool for combat rather than an expressive character. In these ways, the player-avatar 
relationship may shift over time, based on how the player acts upon the avatar and 
how the avatar acts upon the player. 
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12.4.2  The Player and the Avatar: Who Impacts Whom? 

The different PARs can have qualitatively different impacts on gamers as well as on 
their virtual experiences. Moreover, the relationships themselves are likely impacted 
by how gamers see the virtual world (or characters in the virtual world) as well as the 
player’s motives for visiting the virtual space to begin with. We can understand these 
effects by understanding both how players influence their avatars and how avatars 
influence the player themselves. 

12.4.2.1  Player Agencies
Popular and scholarly literature attends to the ways that video games are uniquely 
suited to identity experimentation, broadly, and in terms of gender, race, and 
personality (e.g., Grodal, 2000; Nakamura, 2000). From this perspective, players 
approach virtual worlds as a space to ‘try out’ different identities, from constructing 
an aggressive and daunting warrior-class monster to experience feelings of dominance 
and power to forming smaller, docile, healer-class elves to construct identities 
associated with compassion and care. Although played out in digital environments, 
these simulated experiences trigger physical-world reactions from users as our minds 
do not readily distinguish between physical and digital stimuli (Grodal, 2000; Reeves 
& Nass, 2006). In this way, players can be seen “putting on” different personae and 
taking the lessons learned from the interactions between these personae and other 
characters (including other player personae) back into their non-gaming lives (Banks, 
2013). 

A few studies have shown that individual differences – such as personality traits 
– can have a significant impact on how avatars are engaged. Dunn and Guadagno 
(2012) found that trait introverts – particularly those who self-reported high levels of 
neuroticism – were more likely to craft attractive avatars. The same study also found 
that individuals more open to new experiences were found to choose avatars with 
skin tones different than their own. Huh and Bowman (2008) found that excessive 
MMO play was highly correlated with extraversion, suggesting that extraverted 
gamers turn to virtual worlds in an effort to engage, via their avatar, innumerable 
social connections possible in these expansive spaces unrestricted by space-time 
constraints. Similar work on social networks suggests that a major factor in their 
appeal is the communication possibilities afforded by the platforms, such as enhanced 
access, social stature, and community resources (Wellmann, Quan-Haase, Witte & 
Hampton, 2001). Belisle and Bodur (2010) suggested that the relationship between 
player and avatar personalities is particularly useful for extracting information about 
social networking users, such as in a marketing context. 
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12.4.2.2  Avatar Agencies 
At the simplest level, avatars exert agency – the capacity to act – over the player by 
the nature of their coding (Lessig, 2000). If “code is law” as Lessig titles his work, 
then an avatar’s programming technologically affords and constrains the ways it may 
impact the player – the code governs the types of information it may convey. A large, 
muscular avatar with a bladed weapon communicates an aggressive warrior-type and 
likely dictates a more aggressive and violent style of play, while a diminutive, slender 
avatar with an arsenal of bows and arrows communicates a more passive ranger-type 
and likely dictates a style of play that is more stealth and secretive. Put simply, avatars 
present themselves to players as they are programmed, and for players to take up 
avatars according to these “laws” is a condition of play.

We might also expect avatars to hold agency over players as relational partners 
of a co-dependent social relationship. For example, from a character attachment 
perspective (Lewis et  al., 2008) data has shown that intense levels of attachment 
are associated with increased time spent playing video games as well as with self-
reported video game addiction. Although not given as an initial interpretation of 
these findings, one might suggest that the highly intimate nature of CA brings about 
a situation in which gameplay becomes a relational maintenance strategy – simply 
put, one must spend increasingly amounts of time with their avatar in order to sustain 
high levels of CA (Lewis et al., 2008). Such an interpretation suggests that the avatar 
by its nature demands to be interacted and played with in order for the relationship 
to be a satisfactory one, just as one relational partner craves and demands attention 
from another in forming social ties (Granovetter, 1973) and romantic relationships 
(Darity, 2008). Extending CA research further, Bowman, Schultheiss, and Schumann 
(2012) found that gamers with lower levels of suspension of disbelief and perceived 
responsibility for their avatar’s actions and well-being were more likely to engage in 
anti-social gameplay (such grief gaming, pursuing more battles with other players, 
and generally playing alone rather than in groups or guilds). The same study found 
that players with a heightened sense of control over their avatars were more likely to 
engage in pro-social gameplay (such as serving as healers and coordinating gameplay 
within guilds). In both cases, we see evidence that the nature of the relationship 
between the player and the avatar (albeit as reported by the player) holds influence 
over the virtual experience itself. 

Finally, there is emerging evidence that suggests that avatars can have direct 
impact on players beyond their programming or the relational mechanics themselves; 
that is, avatars can have agency independently of a given player. Avatars can have a 
profound impact on players by transferring their socially constructed personae to the 
player themselves, an influence called the Proteus Effect (Yee & Bailenson, 2007). 
From this perspective, players are thought to take on perceived attributes of their 
avatars outside of the gameworld, such as showing increased aggressive and confident 
behaviors after having played a tall avatar rather than a short one (Yee & Bailenson, 
2007) or showing greater need for social affiliation after engaging more socially-
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desirable avatars, such as identifying with medical professionals after playing as a 
healer character (Peña et al, 2009). Note that the notion of governing code (Lessig, 
2000) is distinct from the Proteus effect in that the former is a collection of functional 
affordances and constraints (a sort of avatar-DNA) that regulates the human users’ 
behavior by defining what the user can and cannot do with the avatar during play, and 
the latter is a priming effect in which exposure and response to the avatar’s aesthetic 
influences the user’s subsequent behavior inside or outside the game. Taken together, 
these studies suggest that as players establish relationships with their avatars, the 
digital body may in a sense act on the player through its mechanics and aesthetics 
and so impact players’ experiences.

12.5  The Subjective Experience of the PAR 

In virtual worlds, the relationship between the human (physical) and avatar (digital) 
agent is significant both for the agents and for the broader situation of play. Indeed, 
as players and avatars exchange information in cyborgic feedback loops, meaning 
emerges as a relational effect (Akrich & Latour, 1992; Latour, 2005). 

Perhaps the most self-evident of these relationships are the ways that the player-
avatar relationship is meaningful for the player. Sometimes, the relationship is a 
source of personal power, as when abused or disenfranchised women create and 
engage strong, beautiful female avatars and feel greater autonomy and agency when 
playing with them. PARs can also be meaningful when the relationship serves as a 
vehicle for learning about themselves and resolving dissonance, as when players 
are able to practice performances of non-normative identities or when drawing on 
game narratives as metaphors for everyday challenges. PARs appear to be particularly 
meaningful for players who engage avatars as social companions, appreciating 
narratives, achievements, and interactions as a “we” rather than as an “I.” 

It is possible that PARs are also meaningful for the avatar. At its simplest, the 
active PAR permits the avatar to continue to manifest in the gameworld every time 
the player logs into the game. The relationship influences how the avatar evolves 
statistically, aesthetically, narratively, and socially. It is also possible that the PAR 
may mean something to the avatar as a subjective, independent agent. Although 
it may seem counterintuitive that a nonhuman agent could find significance in a 
relationship, object-oriented perspectives contend that meaning exists outside of 
humans’ perceptions of them (see Harman, 2002). However, because humans cannot 
grasp what it means to experience the world independent of the human experience, 
we explain nonhuman objects’ existence according to human metaphors (Bogost, 
2012) and apply those metaphors to the gameworld and its denizens (Martey & 
Stromer-Galley, 2007). Although we cannot comprehend how an avatar experiences 
a PAR, the notion that an avatar may encounter stimuli and respond to them and 
be materially influenced by the encounter is a useful theoretical frame. By attending 
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to the ways that the avatar and its constitutive components evolve functionally, 
narratively, and socially through play. One way to do this is through the player’s active 
construction of headcanons about their relationship with their avatars – stories that 
include speculations about how the player-avatar relationship matters to the avatar, 
including avatar’s aesthetic, social, and ethical perspectives (Banks, 2013).  These 
human metaphors and derivative stories– are embedded in and influenced by every 
day, physical-world expectations and norms. Likewise, most contemporary games are 
built around these norms, and in particular norms and expectations for embodiment. 
Specifically, if an avatar takes the general form of a human body, it should look 
human, act human, have the same experience in the gameworld as humans do in the 
physical world, and that embodiment is similarly congruous - one player can control 
just one avatar body (Yee, Ellis, & Ducheneaut, 2009). When technologies such as 
avatars adhere to these expectations, we tend to treat them as we would treat human 
beings (Reeves & Nass, 2005), and in the same way that we narratively frame our 
relationships with other people, we craft narratives to explain how the player and 
avatar exist in relation to one another and in relation to digital and physical worlds in 
which the agents are embedded (Banks, 2013). These metaphor-driven narratives are 
how the meaning of PARs are experienced and recalled, as has been demonstrated 
using linguistic analysis techniques to understand the social continuum of the PAR 
by analyzing the different attachment styles manifest in players’ recollections of their 
favorite avatars in World of Warcraft (Banks & Bowman, 2013). 

12.5.1  Meaning as a Relational Effect

The specific meaning that emerges from a PAR depends on the degrees to which 
it similar to human social relationships, particularly in terms of three relational 
dynamics: self-differentiation, emotional intimacy, and perceived agency (Banks, 
2013). First, PARs vary in the degree of self-differentiation, or how the avatar is 
experienced as distinctly autonomous and separate from the player. Such distinction 
is required for an authentic relationship as it maximizes the sensation of empathy, or 
genuine concern, for the social other (Bowen, 1978). Second, PARs vary in the level 
of emotional intimacy, or the perception of closeness that results in feelings of care, 
affirmation, value, and belonging (Sinclair & Dowdy, 2005). Players’ experiences of 
emotional intimacy with an avatar may be expressed through emotional language, 
senses of having shared experiences, and deep appreciation for the relationship rather 
than hedonic enjoyment of its strategic benefits. Finally, PARs vary in the perceived 
agency of the player and the avatar – who is thought to be “in charge” of gameplay 
activities – both morally and functionally. Moral agency is the ability to consider the 
consequences of one’s actions and to take responsibility for those actions (Kohlberg, 
1958) and functional agency is the self-directive ability to enact intention (Bandura, 
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1989) of the moral agent. Sometimes the player is experienced as morally and/or 
functionally in charge of play, and sometimes the avatar is thought to be in charge. 

The importance of this tripartite understanding of PARs was found in an in-depth 
phenomenological study of World of Warcraft players and their relationships with 
favorite avatars, Banks (2013) found that patterns among the three relational features 
of self-differentiation, emotional intimacy, and perceived agency. PARs with low self-
differentiation (where the avatar was experienced as an extension of or part of the 
player) also featured low emotional intimacy and high player agencies – these PARs 
resembled user-tool relationships rather than social relationships. Conversely, PARs 
with high self-differentiation (where the avatar was seen as a separate entity) featured 
high emotional intimacy and high avatar agencies – these PARs resembled authentic 
social relationships. As such, PARs can be understood according to a continuum 
of increasing socialness, where the relational feature of perceived avatar agency 
sometimes moves the relationship beyond parasocial to fully social. 

These lower and higher levels of socialness are associated with different gameplay 
motivations (Banks, 2013), revealing four primary types of PARs, each with different 
meaning-making functions that can be identified according to avatars’ roles (Banks, 
2014): objects, extensions of Self, symbiotes, and separate social agents. 

Table 12.1. A typology of Player-Avatar Relationships (PAR), from Banks and Bowman (2013) 

Avatar as Object Avatar a Me Avatar as Symbiote Avatar as Other
Identification
(I am that avatar)

Low
My avatar is a 
digital form.

High
My avatar is me in 
digital form.

Mid
My avatar is a part 
of me.

Low
My avatar is its 
own being.

Suspension of 
Disbelief
(Accepts Digital 
World as a Real 
One)

Low
The environment 
is a space of 
competition.

Mid
I appropriate the 
world to fit my own 
view of it.

Mid
I am able to visit 
my avatar’s world.

High
My avatar lives in a 
digital world with 
its own norms.

Sense of Control
(Physical)

High
My avatar is a 
tool for mastery 
of in-game 
challenges.

Mid
My avatar is my 
social surrogate 
to accomplish my 
social play goals.

Mid
My avatar and I 
use each other 
to accomplish 
negotiated goals.

Low
I am a tool for my 
avatar; it tells me 
how to control it 
to accomplish its 
goals.

Sense of Care & 
Responsibility
(Affective)

Low
My avatar has no 
needs.

Mid
My avatar is me – it 
needs what I need.

Mid
My avatar and I 
know each other’s 
needs.

High
I help my avatar 
get the things it 
needs in his/her 
world.

In some relationships, the avatar serves merely as a strategic object – a tool. These 
“object relationships,” are characterized by low self-differentiation, low emotional 
intimacy, and high player agency. They are associated with play motivations of 
intense competition and combat play. These relationships are generally detached 
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and strategic, and these players effectively and enjoyably play the game without 
much consideration of the digital body as a body per se. This PAR type aligns with 
literature characterizing avatars as tools (Linderoth, 2005) and bundles of resources 
(Castronova, 2005). When the avatar is taken merely as a tool, meaning is made 
according to the tool’s effectiveness and the resulting success or failure in its use. 

In others, the avatar is a reification of a player’s sense of identity in the gamespace, 
and often are created to embody the roles, appearance, and interactions that the 
player wishes to extend into the digital world. These “Me relationships” feature low 
self-differentiation, low to moderate emotional intimacy, and high player agency. Me 
relationships are associated with highly social play and gaming as a daily activity or 
ritual in which players work toward goals set forth by the game and goals they make 
for themselves. These relationships’ characteristic of lower emotional intimacy can 
be attributed to players’ strong identification with avatars – if players see an avatars 
as being an extension of themselves, then the avatar is not an “other” to care for 
or to share experience with. Me relationships did feature mild expressions of care, 
but these convey affection for how the item “is Me,” as one might express care for 
a favorite t-shirt, a loved car, or a childhood toy. This relationship type is similar to 
characterizing avatars as surrogates in social interaction (Gee, 2006), vehicles for 
gameplay (Carr, 2002), and carefully crafted player identities (Turkle, 1997). When 
the avatar is taken as an extension of the self, meaning is made according to the 
immediacy of gameworld experiences as the player feels comfortable acting “in” and 
“through” the avatar as a second, representative skin.

Still other PARs feature the avatar as a partner in identity. Such “symbiote 
relationships” are characterized by shifting self-differentiation, moderate to high 
emotional intimacy, and mixed player and avatar agencies (both are “in charge” 
of play). Players in these PARs emphasized play motivations of working through 
challenges and solving problems. In particular, symbiote relationships often focused 
on negotiating identities by designing, testing, and practicing possible selves (see 
Markus & Nurius, 1987) in the gameworld through the avatar before the player 
translates those selves into everyday life. While this relationship type aligns, in part, 
with literature characterizing avatars as masks (Galanxhi & Nah, 2007) and costumes 
(Merola & Peña, 2010), it extends these metaphors by adding a type of identity 
exchange between player and avatar. That is, not only does the player wear the avatar 
as a mask or costume, but the avatar is seen as drawing on player characteristics as 
it existed in the game space, and both player and avatar were engaged in processes 
of negotiating and becoming more alike. As such, when the avatar acts in symbiosis 
with the player, meaning emerges according to the way embodiments, actions, and 
identities are relevant in the narratives of both the gameworld and the everyday 
physical world.

Finally, some PARs involve experiencing the avatar as a distinct moral agent with 
its own governing systems, life history, and trajectory, and as embodying independent 
existence within the gameworld. These “other relationships” are authentically social, 
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featuring high self-differentiation, high emotional intimacy, and high avatar agency. 
Avatar agency is so high, in fact, that some players see themselves as a tool for achieving 
the avatar’s goals, rather than the player’s own objectives. Players in these PARs were 
motivated to play by the opportunities to escape everyday life and become immersed 
in the gameworld as a separate but very real space. Although this relationship type 
is reminiscent of literature characterizing avatars as narratives (Webb, 2001), it goes 
beyond narrative: avatar-as-other relationships rely on the experience of the avatar 
as a real amalgam of body, personality, behaviors, subjectivity, and supporting 
narrative about which new narratives emerge over time. When the avatar is engaged 
as an autonomous social agent, meaning is made as the player and avatar enter and 
participate in the game as partners, according to the benefits enjoyed by each agent 
in their respective worlds.

In each of these PAR types, play motivations contribute to how the player 
and avatar are connected, and then meaning-making unfolds as a function of the 
socialness of the relationship (Banks, 2013). Self-differentiation is seen as the key 
driver of differences among the PARs, as it underlies the meaning that an avatar holds 
for a player and aids in the relational narrative by which the player constructs, enacts, 
and is influenced by the lived gameplay experience. 

12.6  Pixels or People? Implications for Understanding User-Avatar 
Relationships in Social Networks

As the corporeal world becomes increasingly enmeshed with the digital, it is important 
that we understand the many different relationships that exist between humans and 
their technologies. In terms of virtual worlds, one particularly salient relationship 
is that between the human user and the digital avatar. Prevailing thought seems to 
implicate the user as the singular dominant force in any given virtual world – the 
human as a player exerting his or her agency over the avatar in pursuit of myriad goals. 
Yet, emerging theory and research (such as that presented in this chapter) urges us to 
consider the user and the avatar as unique and distinct social entities, each with the 
potential to influence and be influenced by the other. In the study of virtual worlds, 
we suggest that the social interactions between a user and his or her avatar are just 
as integral to a given social environment as are the social interactions between one 
user and another. Users engage their avatars in tandem with (and often in advance of) 
engagement with the digital world, and these partnerships can substantially impact 
the experiences a player has with a given environment.
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12.6.1  Extending PARs to social networking avatars

To this point, much of our discussion has centered on avatars in video games. Of 
course, as we alluded to in the introduction of the chapter, avatars exist in a variety of 
different digital contexts. Regarding social networks, we can consider one’s Facebook 
profile or their Twitter logo and handle to be avatars, as each serves as a self-
representation for a given user in a given social space (cf. Kang & Yang, 2006). In this 
way, we should expect the same PAR types found in video game play to exist to some 
degree in various social networking platforms. For example, user of the job-searching 
engine LinkedIn might approach their profiles with an “avatar as object” – viewing 
their online CV and basic professional information as part of a larger network of 
professionals with a singular employment goal in mind. Facebook, as a platform that 
places great emphasis on social relationships (Keitzmann, Hermkens, McCarthy & 
Silvestre, 2011), might be particularly useful for technology users desiring an “avatar 
as me” orientation – treating their persistent Facebook profiles as digital extensions 
of the self. Conversely, Facebook users, in particularly excessive users, often invest so 
much time into cultivating their online profiles that those very profiles tend to take 
on an agency of their own, leading to compulsive usage patterns as the user attempts 
to satisfy the perceived needs of their Facebook avatar, even if this results in negative 
consequences to the user (Andreassen, Torsheim, Brunborg, & Pallesen, 2012).

12.6.2  Anti-Social PAR Effects

As can be found in the history of media psychology research, media and technology 
scholars are quick to take up the study of the potential deleterious effects of usage 
on individual thoughts, feelings, and actions. Below, we focus on a set of common 
concerns in media psychology research: excessive usage, aggression, and moral 
disengagement. 

12.6.2.1  Excessive usage
The rise in popularity of persistent virtual worlds such as World of Warcraft and 
Second Life have ushered in legitimate discussions about excessive and problematic 
gameplay – including discussions about the potential addictive pull of these 
environments. Anecdotal evidence reports several cases of gamers engaging in 
marathon gaming sessions, some lasting three or four days without a break for basic 
physiological needs (i.e. sleep, food, or restroom breaks) resulting in hospitalizations 
or even death from renal failure (BBC News, 2005). Less extreme effects such as those 
used to diagnose gaming addiction include failing grades in school, job performance, 
and lying about one’s time spent playing. Indeed, most of the criteria used to diagnose 
gaming addiction are borrowed from the Internet Addiction Disorder scale (IAD, Young 
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& Abreu, 2011). However, these diagnoses tend to broadly implicate virtual worlds as 
the substance or process one can be addicted to, rather than examining the processes 
and experiences within the virtual worlds that one is addicted to.  Depending on PAR 
type (that is, depending on the player’s relationship with their avatar) the addiction 
might be to the virtual world itself, challenge and reward systems, social interactions 
within a social network, visual or audial aesthetics, or even to the social connection 
with one’s avatar. While each of these would likely result in increased time spent 
engaging the virtual world, one can recognize prima facie that how one approaches 
their avatar might have a substantial impact on which of these dimensions that users 
find particularly intoxicating. For example, a World of Warcraft player engaging in an 
“avatar as object” relationship with her game avatar might be drawn to challenge and 
reward structures, just as a Facebook user might view his profile as a tool for fostering 
social desirability vis-à-vis receiving likes and comments from their friends (cf. Burke, 
Kraut, & Marlow, 2011). Banks (2013) found that gamers engaging the “avatar as other” 
experienced anxiety while maintaining separation between their off-line and on-line 
worlds, a concept similar to Marwick and Boyd’s (2010) discussion of social context 
collapse, wherein social networking users strive to situate their status updates within 
(and restricted to) the proper audiences. In both cases, anxieties stemming from 
“avatar as other” users’ need to persistently cultivate their on-line other self might 
lead to excessive usage of a given platform in an effort to ameliorate those anxieties. 

12.6.2.2  Aggression
Another prominent area of research in media psychology is that of aggression – the 
potential for virtual aggressive experiences to result in actual aggressive thoughts, 
actions and feelings in the corporeal world. Research into the Proteus effect (Yee & 
Bailenson, 2007; Pena, Hancock, & Merola, 2009) suggest that avatars can influence 
players by providing them with a replicable social identity for both in-world and 
out-of-world actions. We suggest that the degree to which a player sees the avatar 
as undifferentiated from themselves (i.e., as a tool or as an extension) is positively 
correlated with the potential for players to be impacted by their avatars. For example, 
players engaging anti-social, aggressive, and combative avatars might be more likely 
to engage in similar behaviors themselves as they (a) ascribe agency to themselves, 
(b) enact aggressive and combative behaviors as they are condoned in-game, and (c) 
practice a similar aggressive and combative agency in their out-of-game confrontations. 
Conversely, a player seeing an avatar as a distinct social agent would be more likely 
to distinguish an anti-social, aggressive avatar as distinct from themselves and so 
(a) ascribe agency to the avatar, (b) enact aggressive behaviors consistent with that 
avatar’s persona in the gameworld, but (c) not translate those behaviors into non-
game activities when the avatar is absent. Research into the general aggression model 
(Anderson & Bushman, 2002) generally supports the notion that reinforcing spirals 
of violence paired with successful outcome in mediated scenarios can carry over to 
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non-mediated ones, and we suggest that the potential for this effect varies greatly as 
a function of PAR. In addition, a new form of social aggression might also emerge in 
virtual worlds by which players attempt to protect their self-differentiated avatars from 
physical, social, or emotional harm from other players or avatars – similar to a mother 
bear protecting her cubs from perceived dangers. Again, the degree to which one self-
differentiates from their avatar should be positively correlated with their motivation 
to engage in such protective behaviors. In terms of other social media applications, 
we might apply PAR typologies to better understand instances of flaming or cyber-
bullying. For example, users adopting an “avatar as tool” approach might be more 
willing to engage in such aggressive behaviors if they (a) see those behaviors as the 
behavioral norm of a given online group and (b) see their avatar as a tool for currying 
favor within said group. Recent work by Roesner (2014) found that aggressive group 
norms were a far stronger predictor of aggressive commentary than individual avatar 
anonymity. 

12.6.2.3  Moral disengagement
A third area of anti-social effects research that could be informed by a more complete 
understanding of PARs is the notion of morality and moral disengagement. Recent 
work has demonstrated the stability of real-world moral intuitions on observed 
in-game moral decisions (Joeckel, Bowman, & Dogurel, 2012; Boyan & Grizzard, 
2014), suggesting that a player’s moral code does not vary from physical to digital 
worlds. However, competing evidence suggests that gamers knowingly engage in 
anti-social acts in virtual worlds, ascribing their witnessed actions to being “mere 
fantasy” or as justified by the game’s narrative – thoughts and feelings often 
associated with moral disengagement processes (Hartmann & Vorderer, 2010). 
However, moral disengagement processes are often the result of players working to 
“protect” their enjoyment of a narrative, such as movie audiences extending moral 
latitude to the questionable actions of a favorite protagonist in order to maintain their 
positive dispositions toward the character (Shafer, 2009). Here, the necessity of such 
a process is only present when one sees the virtual world and the avatars that inhabit 
it as legitimate social agents. For example, in “avatar as object” PARs, players derive 
enjoyment of video games simply as the achievement of game challenges, often absent 
of any narrative context. For these players, gameplay is neither moral nor immoral 
but rather amoral – as supported by Joeckel et al. (2012). Regarding social networks, 
Rafferty and Vander Ven (2014) reported entertainment value among the motivations 
given for cyber-bullying by college-aged victims, suggesting that the perpetrators of 
the activity seemed almost detached from the legitimate psychological harm that the 
practice might result in. 
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12.6.3  Pro-Social PAR Effects

Related to the discussion of excessive and problematic gameplay, it is important 
to recognize that time spent in virtual worlds and with avatars that inhabit those 
legitimate social spaces is not always deleterious to players’ well-being. Indeed, 
PARs are quickly emerging as an integrated part of many people’s everyday lived 
experiences – increasing the amount of time one spends with avatars to levels 
considered excessive by some. At worst, these relationships are becoming normative 
and, at best, they have demonstrated therapeutic benefits to the player; as such, we 
should not be so quick to discount them as toxic. 

12.6.3.1  Identity exploration
Scholars (Grodal, 2000; Turkle, 1995) have discussed the notion of identity exploration 
in digital environments – the act of one exploring their possible selves (see Markus 
& Nurius, 1986) and practicing potential desired selves. While we arguably have 
always had some degree of control in exploring new identities through relationships, 
affinities, and roles, scholars such as Gergen (2000) have argued that digital 
technologies – including immersive worlds with divergent norms -- have presented us 
with a multitude of spaces with which we are encouraged to take on various identities. 
Although Gergen argues that this constant face work results in a tragically fragmented 
and relativized sense of self, we argue with others (e.g., Turkle, 2007; Zurcherer, 1977) 
that the potential for one to explore several identities is key to realizing authentic 
identities. In this way, PAR types play a key role in the construction of identity engaged 
in by users through and with their avatars (Banks, 2013). 

12.6.3.2  Parasocial contact
Another potential benefit of PARs can be found in theories of parasocial contact. As 
far back as 1954, Allport argued that for many media users, exposure to divergent 
cultures and races was often confined to media portrayals such as news and 
entertainment programming. He reasoned that these mediated portrayals had a 
significant impact on our perceptions of other cultures and races, demonstrating that 
positive portrayals resulted in more positive dispositions (and vice versa). Extending 
this to virtual worlds, we suggest that the social encounters one has with their own 
avatar as well as other avatars and players can have a similar impact – particularly 
given that virtual worlds (as well as the users and avatars that inhabit those worlds) 
are becoming increasingly diverse with respect to culture and ethnicity as they are not 
restricted to space-time boundaries. Such opportunities for diverse parasocial contact 
– or perhaps, authentic social contact - are exponentially greater when we consider 
the weak-tie nature of many social networking platforms that often connect users 
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based on shared interests and other psychographic variables rather than more visible 
and socially salient demographic ones (Hampton, Goulet, Rainie & Purcell, 2011). 

12.6.3.3  Social issues
Another area of study that can be informed by considering PARs in virtual worlds is 
that of serious games, or games designed with an educational or social consciousness 
element to them. Much of the current perspective on serious games suggests that the 
most effective way to teach serious lessons is to place the player “in the shoes” of an 
avatar, experiencing that avatar’s world – and the trials and tribulations programmed 
into that space – first-hand. However, we might suggest that this “avatar as Me” 
relationship perspective might actually limit the ability for genuine learning to take 
place as such forced perspective-taking might not allow for one to overcome their own 
perceptive biases in order to genuinely embrace and encounter the serious message 
of a game. Bowen (1978) argues that a key to fostering genuine empathy is not 
perspective-taking, per se, as one cannot by definition feel empathy for themselves. 
Rather, empathy is maximized when one recognizes another as a distinct social agent 
with whom they share an intimate social connection. This self-differentiation is less 
about being “in their shoes” (which results in an individual considering how they 
themselves would feel in a novel situation) but rather being “with someone in their 
own shoes” (which results in an individual considering how their friend or loved 
one feels in a novel situation). By extension, this self-differentiation – maximized in 
the “avatar as other” PAR and minimized in the “avatar as Me” PAR – is integral to 
fostering meaningful learning via its ability to maximize the empathy one feels for 
a distinct social actor; indeed, this meaningful empathy would not be restricted to 
serious games as has been observed by players of games such as Heavy Rain and Spec 
Ops: The Line that use avatar-directed empathy (rather than self-reflected emotions) 
as the driving force behind their narratives. The rise in Facebook activism around 
causes not normally salient to distant audiences – such as the Egyptian uprisings 
of 2011 reaching Western audiences via social networks (Iskander, 2011) – suggests 
an opportunity for future research. Indeed, designers of social messages who wish 
to engage communication technology users might benefit from understanding the 
unique role of self-differentiation inherent to the different PAR typologies. 

12.7  Conclusion

As interactions with the features, aesthetics, and functions of technology becomes 
more like interactions with humans, it is important to examine how our relationships 
with technology – specifically, the avatars that we craft, perform, experiment with 
and reflect upon – moderate our online experiences. Sociologists Thomas and 
Thomas (1928) once stated that “If men define situations as real, they are real in 
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their consequences” (p. 571), and we might argue that whether or not we come to 
an agreement as to the legitimacy of the user-avatar relationship as an objectively 
genuine one, many of us experience them as real, and this reality should inform the 
manner by which we study the phenomenon. 
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Olatz Lopez-Fernandez

13  Problem Mobile Phone Use in Spanish and 
British Adolescents:  First steps towards a 
cross-cultural research in Europe

Abstract:  The problematic use of mobile phones in some adolescents is a cause for 
concern throughout the world, although this problem has rarely been studied in more 
than one culture. The Mobile Phone Problem Use Scale (MPPUS) has been considered 
a gold standard, and recently has been adapted to adolescents (MPPUSA) to estimate 
problem users’ prevalence and their characteristics. A mixed methods approach 
was used through a questionnaire administered to a European sample of 2356 
(48% Spanish and 52% British adolescents) aged between 11 and 18 years (M=14.05, 
SD=1.729; 60.9% male). The problem users’ prevalence, with a cut-off point extracted 
from the 95th percentile  score estimated 14.9% in Spain and 5.1% in United Kingdom. 
These potential problem users presented higher scores in the symptomatology 
measured by the scale in comparison with those considered non-problematic, 
and the classification proposed showed an excellent accuracy. However, cultural 
differences has been detected between both user’s countries in relation with the 
addictive symptoms presented, standing out were withdrawal symptoms against the 
negative consequences, also commonalities appeared in this psychosocial problem. 
In conclusion, the findings shed light on the main addictive symptoms which appear 
in the use of mobile phones, similar to other technological behavioural addictions; 
therefore, the first steps are proposed to study the mobile phone problem based on 
cyber-addictions in a cross-cultural perspective.

13.1  Inroduction

Research on problematic mobile phone use (PMPU) began to appear around a decade 
ago, and although it is still at a relatively early stage (Carbonell, Guardiola, Beranuy, 
& Bellés, 2009) considerable international progress has been made. Essentially this 
uncontrolled or excessive use of the mobile phone, which affects the daily user’s 
life, has been classed as a potential technological behavioural addiction (also 
called in French-speaking countries a cyber-addiction) by several researchers (e.g., 
Billieux, 2012; Pedrero Pérez, Rodríguez Monje, & Ruiz Sánchez De León, 2012). The 
scientific community has begun to consider the addictive potential of mobile phones, 
although research has not yet addressed specific aspects of PMPU or analysed certain 
psychological facets of the disorder. According to Billieux (2012); we should adopt 
an integrative pathways model based on the adverse consequences of excessive or 

 © 2016  Olatz Lopez-Fernandez
This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivs 3.0 License.



 Inroduction   187

uncontrolled mobile phone use generating a vicious circle through the perpetuation 
of negative affection, which should consider four factors associated with this problem: 
impulsivity, relationship maintenance, extraversion, and the cyber-addiction, with 
this final factor being the focus of this chapter. This pathways model could explain 
the debate of PMPU defending mobile phone abuse (Ahmed, Qazi, & Perji, 2011) 
versus mobile phone addiction (Chóliz, 2010). 

13.1.1  Cross-cultural research on cyber-addictions 

As there is no more than two decades of research on cyber-addictions, few studies have 
attempted a cross-cultural perspective on the cyber-addiction spectrum; usually these 
studies are between two European countries treating the sample as one (e.g., Lemmens 
& Bushman, 2006) or from different continents with a real cross-cultural comparative 
(e.g., Li, Kirkup, & Hodgson, 2001); or directly between several countries (Durkee, 2012; 
Sariyska, 2014). However, almost all of them are centred on Internet and gaming addiction. 
As such there is a gap in cyber-addictions cross-cultural studies regarding PMPU.

13.1.2  Problematic mobile phone use versus problematic Internet use 

Comparing the potential PMPU with the well-recognized and scientifically developed 
Problematic Internet Use (PIU), also known as Internet Addiction (IA), the area of 
mobile phone cyber-addiction has the benefit of having more reliable scales which 
measure its problematic with more psychometric support than PIU scales. On the other 
hand, PMPU shares with PIU a need for greater conceptualization and suffers from the 
same disparity in the sources of the diagnostic criteria and instruments with standard 
cut-off points to classify problematic users; so that the comparability of estimating the 
prevalence of users who o present addictive symptomatology remains difficult.

13.1.3  Evaluating problematic mobile phone use

As with PIU, PMPU has been measured with scales describing generalised use 
(i.e., the mobile phone device and its functions) and, to a lesser extent, with scales 
describing specific use (e.g., text messaging). Sources of study include observation 
of user behaviour (Mobile Phone Dependence Questionnaire, MPDQ; Toda, Monden, 
Kubo, & Morimoto, 2006), diagnostic symptoms (MPPUS; Bianchi & Phillips, 2005), 
disorder criteria (like pathological gambling, the Cell-phone Over-Use Scale, COS; 
Jenaro, Flores, Gómez-Vela, González-Gil, & Caballo, 2007) or substance use (the Test 
of Mobile Phone Dependence; Chóliz, & Villanueva, 2011), other cyber-addictions 
scales (such as the Internet Addiction Diagnostic Questionnaire used for the Mobile 
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Phone Addiction Scale or MPAS; Leung, 2007), and other underlying psychological 
dimensions (as the impulsivity for the Problematic Mobile Phone Use Questionnaire, 
PMPUQ; Billieux, Van der Linden, & Rochat, 2008). Overall, the PMPU scales have 
obtained high indexes of reliability and satisfactory factorial and construct validity, 
and the Mobile Phone Problem Use Scale (MPPUS; Bianchi & Phillips, 2005) has been 
considered “a gold standard” (Pedrero Pérez et al., 2012).

However, the estimated prevalence of PMPU varies between 0% and 38% 
(Pedrero Pérez et al., 2012) in the adolescent and young population of different Asian 
(the Cell Phone Addiction Scale [CPAS]; Koo, 2009), European (the “Cuestionario 
de Experiencias Relacionadas con el Móvil” [CERM]; Beranuy Fargues, Chamarro 
Lusar, Graner Jordania, & Carbonell Sánchez, 2009) and Oceanic (the Mobile 
Phone Involvement Questionnaire [MPIQ]; Walsh, White, & Young, 2010) countries. 
Proposals for diagnostic criteria for PMPU have been scarce but the most notable 
comes from Taiwan (Yen et al., 2009), whose PIU proposals are considered one of the 
most reliable for achieving clinical validation (Ko, Yen, Chen, Chen, & Yen, 2005; Ko, 
Yen, Chen, Yang, Lin, & Yen, 2009). Currently, PMPU diagnostic criteria do not seem 
to differ across cultures (Bianchi & Phillips, 2005; Yen et al., 2009), even though cross-
cultural studies will be needed to guarantee scale validity (Baron, 2010) and address 
cultural differences in mobile phone use in countries (Baron & Segerstad, 2010). 
Current research also suggests that it may be that young female mobile phone users 
(Geser, 2006) and secondary school students (Kawasaki, Tanei, Ogata, Burapadaja, 
Loetkham, Nakamura, & Tanada, 2006) who are at the greatest risk of PMPU.

13.1.4  Problematic mobile phone use in adolescents

Chóliz (2010) argued for the inclusion of PMPU in the DSM-5, because the disorder 
affected adolescents whose problems were apparent in their social, affective, and 
behavioural sphere. Beranuy Farguesand colleagues (2006) observed that this group 
age is more vulnerable by not being in complete control of their impulses, moreover 
they affirm that adolescents are influenced by advertising campaigns, and they 
consider this device as a status symbol that facilitates their identity. Indeed, the 
mobile phone is already the media by which adolescents and their parents establish 
relationships (Weisskirch, 2011). Therefore, it seems that this technology is for several 
reasons one of the most relevant in adolescents’ life, which could in turn facilitate 
addictive and problematic behaviour through its daily use.

13.1.5  Research problem and objectives

The question is, in the case of European adolescents, does PMPU exist? More 
specifically, in the case of high-school students from Barcelona and London, what 
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kind of symptoms are the most prevalent? And finally, how do they perceive this 
potential cyber-addiction? In order to examine these questionsit was necessary to use 
a validated scale which measures PMPU in adolescents, for this purpose the Mobile 
Phone Problem Use Scale for Adolescents (MPPUSA; Lopez-Fernandez, Honrubia-
Serrano, & Freixa-Blanxart, 2012) was selected. Furthermore an adaptation of the 
MPPUSA (Bianchi & Phillips, 2005) has also been validated for both Spanish (Lopez-
Fernandez et al., 2012) and British adolescents (Lopez-Fernandez, Honrubia-Serrano, 
Freixa-Blanxart, & Gibson, 2013). The main objective of this chapter, is to open the 
door to cross-cultural research in this area through the comparison of PMPU in these 
two cultural adolescent groups; to do this three specific objectives have been outlined: 
(i) to describe the characteristics and patterns of mobile phone usage in adolescents, 
(ii) to estimate the prevalence of potentially problematic mobile phone users 
demonstrating its accuracy in classification based on addictive symptomatology, and 
(iii) to examine adolescent perception of PMPU.

13.2  Method

13.2.1  Participants 

A cross-sectional survey study was carried out in nine schools in Barcelona (Spain) 
and London (United Kingdom [UK]) between 2009 and 2010. The schools themselves 
were a number of different types (private, public and state schools) and located 
within a number of different areas in the cities. The sample from Spain was formed 
by high school students from “Educacion Secundaria Obligatoria” (ESO; Compulsory 
Secondary Education) and “Bachillerato” (Baccalaureate is to prepare them for 
University) which cover adolescent education between 12 and 18 years old. Whereas 
in the UK  Year 7 to Year 13 were used (from Year 7th to 11th is the compulsory, and 
Years 12 and 13 are Sixth Form/A Level to access University) which ages from 11 to 18 
years old. In both cases the school years are between Primary and Higher Education. 
A sample 2356 students were surveyed, 1132 from Spain and 1224 from UK; however 
only 833 students from Barcelona (73.6% of Spanish sample) and 725 Londoners 
(59.2% of British sample) answered all the MPPUSA items correctly. 

A mixed methods research design was used, specifically with an embedded design 
(Creswell & Plano Clark, 2007) through a survey. This research design implies that the 
quantitative part was the most important aspect of the standardized questionnaire, 
while a small qualitative component was also included in the data collection through 
open questions. The data analysis then combines the qualitative and quantitative 
findings, being the latter being the primary emphasis of the discussion. 
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13.2.2  Instruments

The pencil-and-paper questionnaire had three sections: (a) socio-demographic 
variables; (b) mobile phone usage data; and (c) the Spanish/British MPPUSA (for a 
more detailed description see Lopez-Fernandez et al., 2012; Lopez-Fernandez et al., 
2013).

The socio-demographic variables were gender, age, school level, residence 
location (central city the surrounding area), the family size living in the adolescents’ 
home (including themselves), parents’ educational level and their employment 
status, nicotine and alcohol consumption, as well if they use other non-technological 
entertainments (see Table 1).

In mobile phone usage, they answered if they were owners of at least one device, 
what their main type of mobile phone use was (to communicate or for entertainment), 
how old they were when they had their first mobile phone, who is responsible for its 
cost, if they perceive addiction to mobile phones in their peers, the negative aspects 
of mobile phone use, and an open question about what definition they could propose 
to recognize a potential mobile phone problem user of their age.

The MPPUSA is comprised of 26 items, each with a 10-point Likert scale (being 
1 “totally false” to 10 “completely true”) (see Appendix A: Spanish version: Lopez-
Fernandez et al., 2012; English version: Lopez-Fernandez et al., 2013). These questions 
themselves cover six dimensions (tolerance, escape, withdrawal, craving, negative life 
consequences, and social motivational aspects). The psychometric results were quite 
similar in both countries, achieving the factorial validity through exploratory factor 
analysis with the principal components technique, that showed its unidimensionality 
with 61% of variance explained in the Spanish version, and 57% in the British version 
(this second analysis with construct validity achieved through associations with the 
perception of mobile phone use with peer and self-perception uses); moreover, the 
reliability was equal in both version, with an excellent value (Cronbach alpha of 0.97 
in both Spain and UK).  

For the quantitative analysis, the confidence interval used was 95%, and it was 
performed using PASW 21.0 for Windows; in terms of the qualitative data a thematic 
analysis was performed. 

13.2.3  Procedure

Permission was obtained from head teachers and the students in both countries, and 
anonymity and confidentiality was guaranteed. Furthermore, in the UK permission 
was granted from the ethics committee of Tower Hamlets Research and Performance 
Development Team under special conditions (Lopez-Fernandez et  al., 2013). All 
students were voluntarily invited to participate without any reward.
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13.3  Results 

13.3.1  Socio-demographic variables, usage patterns, and symptomatology data for 
each country

The quantitative data was  analysed with the initial sample from each country. 
Initial findings indicated that  that both countries have quite similar adolescent 
characteristics (see Table 1), even though they are from different European cultures.

Table 13.1.  Socio-demographic characteristics of the initial sample (N=2356) per country (percen-
tage and frequency, or mean and standard deviation)

Spain UK

(N=1132) (N=1224)

Variable (n) (n)

% (n) M(SD) % (n) M(SD)

Gender (n=1129) (n=1216)

Males 53.5(604) 67.8(824)

Age – Years old (n=1131) (n=1202)

14.55(1.816) 13.58(1.498)

11 0(0) 2.9(35)

12 15.3(173) 23.3(280)

13 21.3(241) 29(349)

14 13.5(153) 19.2(231)

15 14.9(169) 16.5(198)

16 17.9(202) 1.1(13)

17 11.7(132) 7.9(95)

18 5.4(61) 0.1(1)

School levels (n=1132) (n=1218)

ESO/Years 7-11 74.5(843) 89.1(1085)

Bachilerato/Years 12-13 25.5(289) 10.9 (133)

Types of schools surveyed (n=1132) (n=1220)
State 94.5 (1070) 66.3(809)

Public/Private 5.5 (62) 33.7(411)

Family members (type) (n=1123) (n=1178)

4.02(1.050) 5.19(1.855)

≤ 2 (mono-parental) 5.3(59) 3.9(46)

3-4 (traditional) 70.1(788) 53.7(422)

≥ 5 (extensive) 24.6 (276) 60.3(710)
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Spain UK

Parents’ educational level

Father (n=1081) (n=1224)

Primary 16(173)

Secondary 48(519) 54.5(543)

University 36(389) 41.2(412)

Mother (n=1098)

Primary 16.8(185)

Secondary 43.7(479) 55.6(551)

University 39.5(434) 39.4(390)

Parents' working

Father (n=1102) (n=1140)

93.7(1033) 74.2 (8456) 

Mother (n=1120) (n=1163)

82.7(936) 46.9(574)

Nicotine/alcohol habitual consumptio

Yes (n=1118) (n=1201)

23.3(261) 12.4(149)

Entertainment without technology (n=1009)

No (n=1120) (n=1170)

21(235) 30.6(358)

Note: The percentage (%) presented is the valid percentage.

Similarly, the patterns of usage were quite similar between Spain and the UK. Almost 
all adolescents used mobile phones (Spain: 92.2%; UK: 85.1%), with the greater part 
being for entertainment (Spain: 63.7%; UK: 75.7%).  The initial age of obtaining a 
mobile device was also quite similar (Spain: M=11.18, SD=1.915; UK: 10.01, SD=2.157). 
The cost for the device was above all covered by (Spain: 68% parents, 23.4% adolescent, 
6.7% parents and adolescent, 1.9% other family members; UK: 52.7% parents, 25.9% 
adolescent, 16.7% parents and adolescent, 4.7% other family members). More than 
an half of adolescents perceived mobile phone addiction (Spain: 60.7%; UK: 54.6%); 
however, compared against other negative considerations they are more worried about 
other matters than mobile phone addiction(Spain: 51.6% economic, 21.8% addiction, 
3.6% isolation, 2.6% pain and aches, among 20.3% of other negative aspects; UK: 
21.2% pain and aches, 16.6% economic, 15% addiction, 10.2% isolation, 37% of other 
negative aspects).  

In relation with the MPPUSA symptoms measured (using the grouping items 
proposed by Lopez-Fernandez et al., 2013); in Spain the most prevalent were (in order 
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of frequency): withdrawal (34%), escape (33.1%), craving (26.7%), tolerance (24.3%), 
and negative consequences (26%). On the other hand, the most prevalent symptoms 
in the UK were: escape (19.3%), withdrawal (17.8%), tolerance (17.7%), craving (12.1%), 
and negative consequences (7.5%). 

13.3.2  Proposal for classification of problem mobile phone users

13.3.2.1  Estimation of prevalence in each country
PMPU was classified according to the statistical criteria previously used on Internet 
addiction (Chow, Leung, Ng, & Yu, 2009).This method involves classifying non-
problem and potential problem users through the cut-off point of the 95th percentile 
(Spain: 182, UK: 181). Based on this method the number of adolescent problem users is 
estimated to be 14.9% in Spain and 5.1% in UK. Analysis of this cut-off point revealed 
a statistically significant difference between potential problem (Spain: Mdn=201; 
UK: Mdn=182) and non-problem (Spain: Mdn=61; UK: Mdn=62) mobile phone users 
(Spain: U: Z=17.809, p<.001; UK: U: Z=10.267, p<.001).

Using this method to extract an extreme cut-off point, the adolescents classified 
as potential problematic users in both countries showed that there were almost no 
differences among the variables measured, except for a few slight cross-cultural 
differences  in the intensity of the relationships detected: in Spain, for example, 
significant differences were found between those who habitually consume alcohol/
tobacco (χ2

(1)=7.609, p < .01, V=.96) and those who perceive mobile addiction tended 
to be problematic users (χ2

(1)=28.607, p < .001, V=.201); similarly, in the UK those 
consuming alcohol/tobacco (χ2

(1)=28.674, p < .001, V=.2) and those who only enjoy with 
technologies tended to be the more  problematic users (χ2

(1)=4.104, p < .05, V=.076). 
To check this proposed classification of problem and potential non-problem users, a 

statistical verification of the suggested cut-off scores for each country was made to calculate 
the sensitivity, specificity, and classification accuracy of the addictive symptomatology 
(see Lopez-Fernandez et al., 2013; Phillips, Saling, & Blaszczynski, 2008, for the procedure 
followed); therefore, the social dimension was removed. The sensitivity of the scale was 
almost perfect in both countries, which is the particularly important, the specificity was 
noteworthy, and classification accuracy was very good in all symptomatology (see Table 
2); therefore, this cut-off point support this precise classification.  

13.3.2.2  Potential problem users’ perception of PMPU in each country
The qualitative part of this study, addressed through the open question regarding the 
definition of PMPU, collected 124 quotations from the Spanish sample and 37 from the 
British, which means that 100% of potential problem users classified.

The problematic Spaniards pointed out clearly that dependency on mobile phones 
is when adolescents are attending to this device all day, including bringing it to his or 



194   Problem Mobile Phone Use in Spanish and British Adolescents

Ta
bl

e 
13

.2
. P

ro
po

sa
l o

f t
he

 cl
as

si
fic

at
io

n 
fu

nc
tio

n 
of

 th
e 

M
PP

US
A 

(N
=1

55
8;

 s
ym

pt
om

s,
 a

ns
w

er
s 

of
 n

on
-p

ro
bl

em
 a

nd
 p

ot
en

tia
l p

ro
bl

em
 u

se
rs

, s
en

si
tiv

ity
, s

pe
ci

-
fic

ity
, a

nd
 o

ve
ra

ll 
ac

cu
ra

cy
 fo

r e
ac

h 
co

un
try

) 

Sy
m

pt
om

s 
Sp

ai
n 

(N
=8

33
)

UK
 (N

=7
25

)

An
sw

er
s 

of
 

no
n-

pr
ob

le
m

 u
se

rs
n 

= 
70

9

An
sw

er
s 

of
 p

ro
bl

em
 

us
er

s
n 

= 
12

4

Se
ns

iti
-

vi
ty

Sp
ec

ifi
-

ci
ty

Ov
er

al
l 

ac
cu

-
ra

cy

An
sw

er
s 

of
 

no
n-

pr
ob

le
m

 u
se

rs
n 

= 
68

8

An
sw

er
s 

of
 p

ro
bl

em
 

us
er

s
n 

= 
37

Se
ns

iti
-

vi
ty

Sp
ec

ifi
-

ci
ty

Ov
er

al
l 

ac
cu

-
ra

cy

M
dn

n 
Ye

s 
n 

No
M

dn
n 

Ye
s

n 
No

M
dn

n 
Ye

s 
n 

 N
o

M
dn

n 
Ye

s
n 

 N
o

To
le

ra
nc

e
2

86
62

3
7*

12
3

1
99

.2
87

.9
89

.6
3

91
59

7
8*

36
1

97
.3

86
.8

87
.3

Es
ca

pe
3

16
1

54
8

7*
12

4
0

10
0

77
.3

80
.7

3
97

59
1

8*
36

1
97

.3
85

.9
86

.5

W
ith

dr
aw

al
2

16
6

54
3

7*
12

4
0

10
0

76
.6

80
.1

2.
3

90
59

8
9*

37
0

10
0

86
.9

87
.6

Cr
av

in
g

1
10

7
60

2
7*

12
3

1
99

.2
84

.9
87

1.
7

54
63

4
8*

34
3

91
.9

92
.2

92
.1

Ne
ga

tiv
e 

co
ns

eq
.

1
81

62
8

7*
12

2
2

98
.4

88
.6

90
1.

9
22

66
6

7*
31

6
91

.2
96

.8
96

.1

No
te

: *
p 

<.
00

1



 Discussion   195

her hand in any situation. To some of them, this dependency is social, like an escape 
symptom, illustrated by quotations such as “it is the need to talk through the mobile 
with the rest of people and to be always in contact with them” (boy, 15 years old); for 
others it seems that the most prevalent symptoms are withdrawal and craving, like 
“when you are nervous because you have forget the mobile phone” (girl, 16) or “it is 
recognized because you cannot leave it, and if you forget it you are anxious for having 
it again with you. Moreover addicts are always calling and sending messages” (girl, 
17). However, in their quotations they highlighted negative consequences, such as the 
economic issues: “it is recognized above all for its excessive use, and as a consequence 
you must pay a great quantity of money” (boy, 17) or the time spend on it: “the need to 
use it, to communicate, to play… it could be recognized observing the time that (this 
behaviour) is consuming” (girl, 16). 

The British students also highlighted several aspects that could be matched 
with the addictive symptomatology measured by the MPPUSA. For example, the 
negative consequence symptom for its common, constant, and daily use, checking 
it continuously “every minute of the day” (girl, 17), presenting some kind mobile 
phone withdrawal symptom “feeling lost without it” (girl, 17) or “people who can’t 
live without their mobile phone” (girl, 15), and sometimes in order to “talk to people” 
(boy, 12) as a form of escape. In summary, from their own perception, the mobile 
phone seems to be addictive because it is a necessary device to be in contact with 
others (calling, texting, etc.) and enjoy oneself (listening music, playing games, etc.).  

13.4  Discussion

The findings demonstrate that, although  no differences among users’ characteristics 
and usage of the mobile phones between Spanish and British adolescents were found, 
a number of cultural differences were observed in terms of the symptomatology 
of PMPU between the two samples, which is contradictory with Internet usage 
characteristics detected in a previous cross-cultural inter-continental study (Li et al., 
2001). These researchers found that experience of computers and the Internet was 
more negative for British individuals compared to Chinese. This finding is markedly 
different from the present results, which found that Spanish adolescents have a higher 
potential for PMPU compared with their British peers. . This is potentially due to 
their cultural communicative background (among other cultural factors, etc.). To the 
author’s knowledge, this is the first study that aimed to compare PMPU between two 
countries, and as such provides a novel cross-cultural examination of this potential 
technological addiction. 

In relation to the MPPUSA test, similar to Yen et  al. (2009), the prevalence 
of PMPU symptoms was examined using a cut-off point established according to 
classification criteria. In their study, Yen et  al. established the four most relevant 
symptoms to PMPU: conflict with other activities, excessive use despite consequences, 
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and tolerance. These findings are in contrast to the present study, which found that 
the most prevalent symptoms were withdrawal, escape, and negative consequences.  
Furthermore, both countries studied here show different rates of these addictive 
symptoms, with the Spaniards reporting higher scores to all symptoms measured, 
similar to the Taiwanese. However, it should be noted that Yen et al. (2009) used a 
different scale (Problematic Cellular Phone Use Questionnaire; PCPU-Q). As well as 
this their study examined an oriental culture, which are notably different from the 
western cultures studied here. As such it is possible that the differences between the 
two studies are cultural in nature. A further findings worth discussing is the new 
methodological approach to examining cyber addiction outlined in this chapter, in 
which the most quantitatively prevalent symptoms corresponded with the symptoms 
qualitatively perceived to be the most prevalent, that is, withdrawal, escape and 
negative consequences. In terms of the socio-demographic and educational factors 
associated with PMPU, previous research has examined variables such as social 
class, type of educational centre, family environment, substance abuse, etc. However, 
the present study found no associations between these factors and PMPU, with the 
exception of  alcohol/nicotine consumption, which seem to be related with those 
classified as potential problem users in both countries (Sánchez-Martínez & Otero, 
2009). In the literature (Koo, 2010; Walsh, White, Cox, & Young, 2011) a number 
of factors having been suggested as a possible predictors: frequently checking the 
phone for new calls or messages, the number of text messages sent or contacts, the 
time devoted to calls or other applications (such as games or social networking), 
the danger behaviour produced for the phone, etc. Furthermore, in contrast to 
Geser (2006, who found that PMPU was more prevalent in girls, the present study 
also found no gender differences in. However, this disparity may once again be due 
to the difference in measures employed, as the present study, Geser used a more 
generalised scale measuring PMPU, which entails the possibility that boys and girls 
excessively use mobile phones in different ways (e.g., social networking in girls and 
gaming in boys). Another explanation may lie in the technological improvements to 
mobile phones inherent in smartphones, as no longer are mobile devices used simply 
for communication, but also for more complex behaviour which includes online 
applications. 

Following Billieux (2012), the most important concern associated with this 
technology is that it may be having an uncontrolled impact on daily life, for what his 
integrative model, which considers the heterogeneity of dysfunctional mobile use and 
the specificity of the factors involved, offers to the scientific and clinic community a 
framework to situate, in any case, if a potential mobile phone/smartphone problem 
user belong to one (or more) specific pathway. For example, Imamura et al. (2009) 
observed the considerable effect that mobile phone email has on Japanese adolescents’ 
emotional state, and for what may be some of these users could be considered in the 
relationship maintenance pathway and/or the cyber addiction pathway. Considering 
this later pathway, the range of online activities promoted through smartphones, such 
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as video games (such as MMORPGs) and social networks (like Facebook), and the 
excessive use of such online activities through these devices could produce PMPU. 
Conversely, however, these problems could be considered as real online internet 
addictions (Griffiths, 1999, 2000) independently of the device used (smartphone or 
computer).

Overall, the field of cyber-addictions is becoming to open up to more complex 
addictive phenomenon, with PMPU sharing some commonalities with PIU and being 
present in a number of different cultures. Future research should further address 
the issue of PMPU following the assertion of Billieux (2012), in that research must 
elucidate the factors and pathways that lead to a problematic engagement in an 
online activity in order to understand this addictive behavioural phenomenon. 
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APPENDIX A. MPPUSA (item number, item statement for Spanish 
and British adaptation, and Likert scale response)

Ítem n MPPUSA Item statement: Spanish /  British adaptations Response

1 (…) 10
1 Nunca tengo tiempo suficiente para el móvil / I can never spend enough 

time on my mobile phone
2 Cuando me he sentido mal he utilizado el móvil para sentirme mejor / I 

have used my mobile phone to make myself feel better when I was feeling 
down

3 Empleo mi tiempo con el móvil, cuando debería estar haciendo otras 
cosas y esto me causa problemas / I find myself occupied on my mobile 
phone when I should be doing other things, and it causes problems

4 He intentado ocultar a los demás el tiempo que dedico a hablar con el 
móvil / I have tried to hide from others how much time I spend on my 
mobile phone

5 El uso del móvil me ha quitado horas de sueño / I lose sleep due to the 
time I spend on my mobile phone

6 He gastado más de lo que debía o podía pagar / I have spent with the 
mobile phone more than I should have

7 Cuando no estoy localizable me preocupo con la idea de perderme alguna 
llamada / When out of range for some time, I become worried about the 
thought of missing a call

8 A veces, cuando estoy al teléfono y estoy haciendo algo más, me dejo 
llevar por la conversación y no presto atención a lo que estoy haciendo / 
Sometimes, when I am on my mobile phone and I am doing other things, 
I get carried away with the conversation and I don’t pay attention to what 
I am doing

9 El tiempo que paso en el móvil se ha incrementado en los últimos 12 
meses / The time I spend on my mobile phone has increased over the last 
12 months

10 He usado el móvil para hablar con otros cuando me sentía sol/a o 
aislado/a / I have used my mobile phone to talk to others when I was 
feeling isolated

11 He intentado pasar menos tiempo con el móvil pero soy incapaz / I have 
attempted to spend less time on my mobile phone but am unable to

12 Me cuesta apagar el móvil / I find it difficult to switch off/switch to silent 
my mobile phone

13 Me noto nervioso/a si paso tiempo sin consultar mis mensajes o si no he 
conectado el móvil / I feel anxious if I have not checked for messages or 
switched on my mobile phone for some time

14 Suelo soñar con el móvil / I have frequent dreams about my mobile phone
15 Mis amigos y familia se quejan porque uso mucho el móvil / My friends 

and family complain about my use of the mobile phone
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Ítem n MPPUSA Item statement: Spanish /  British adaptations Response

16 Si no tuviera móvil, a mis amigos les costaría ponerse en contacto 
conmigo / If I don’t have a mobile phone, my friends would find it hard to 
get in touch with me

17 Mi rendimiento ha disminuido a consecuencia del tiempo que paso con el 
móvil / My academic performance has decreased as a direct result of the 
time I spend on my mobile phone

18 Tengo molestias que se asocian al uso del móvil / I have aches and pains 
that are associated with my mobile phone use

19 Me veo enganchado/a al móvil más tiempo de lo que me gustaría / I find 
myself using on my mobile phone for longer periods of time than intended

20 A veces preferiría usar el móvil que tratar otros temas más urgentes / 
There are times when I would rather use my mobile phone than deal with 
other more urgent matters

21 Suelo llegar tarde cuando quedo porque estoy enganchado/a al móvil 
cuando no debería / I am often late for appointments because I’m talking 
on my mobile phone when I shouldn’t be

22 Me pongo de mal humor si tengo que apagar el móvil en clases, comidas 
o en el cine / I become irritable if I have to switch off/to silent my mobile 
phone for classes, meals, or at the cinema

23 Me han dicho que paso demasiado tiempo con el móvil / I have been told 
that I spend too much time on my mobile phone

24 Más de una vez me he visto en un apuro porque mi móvil ha empezado a 
sonar en una clase, cine o teatro / More than once I have been in trouble 
because my mobile phone has gone off during a class, at the cinema, or 
in a theatre

25 A mis amigos/as no les gusta que tenga el móvil apagado / My friends 
don’t like it when my mobile phone is switched off/to silent

26 Me siento perdido/a sin el móvil / I feel lost without my mobile phone

Nota: “Instrucciones: Por favor conteste cada una de las siguientes afirmaciones acerca del uso que 
ha hecho del teléfono móvil durante el último año. En cada una ha de considerar entre si ésta es 
totalmente falsa (1) o completamente verdadera (10). Por favor, sea honesto.” 

Note: “Instructions: Please answer each of the following questions about mobile phones use in the 
past year. In each one you must consider whether it is totally false (1) or completely true (10). Please 
be honest.” 
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14  Generalized Problematic Internet Use Scale 
2: update on the psychometric properties 
among Italian young adults.

Abstract. Problematic Internet Use (PIU) involves cognitive distortions and 
dysfunctional behaviors (e.g., compulsive Internet use or using the Internet to 
alleviate negative emotions) that lead to negative outcomes in various areas of an 
individual’s life. The Generalized Problematic Internet Use Scale 2 (GPIUS2) is one 
of the few theory-driven instruments to measure the type of PIU associated with 
the unique communicative context available online. The purpose of this study was 
to expand upon previous empirical evidence of the psychometric properties of the 
GPIUS) among Italian young adults. The present psychometric evaluation of the 
Italian version of the GPIUS2 was conducted on a sample of 748 undergraduate 
students (48.3% males) from 18 to 26 years old (M= 21.84 years, SD = 2.20). With regard 
to scale dimensionality, the four first-order factors model (i.e. preference for online 
social interaction, mood regulation, deficient self-regulation, and negative outcomes) 
was confirmed (fit indices: Satorra-Bentler scaled χ2/df = 3.03; Comparative Fit Index 
= 0.93; Tucker–Lewis index = 0.92; Root Mean Square Error of Approximation = 0.05). 
Internal-consistency Cronbach’s alpha ranged from 0.72 to 0.89. Convergent validity 
is demonstrated with significant correlations between GPIUS2 and Internet Addiction 
Test score. Validity was also assessed by exploring the relationship between GPIUS2 
and several indices of psychosocial well-being that were expected to be related to PIU 
on the basis of previous studies. The overall results confirm previous evidence that 
the GPIUS2 is an adequate measure of generalized PIU cognitions, behaviors, and 
outcomes among young adults.

14.1  Defining Problematic Internet Use

The proliferation of Internet technology has led to an increase in problematic Internet 
use (PIU) in several cultural contexts (e.g., Canbaz, Sunter, Peksen, & Canbaz, 2009; 
Ghassemzadeh, Shahraray, & Moradi, 2008; Liu, Desai, Krishnan-Sarin, Cavallo, & 
Potenza, 2011).  Even if cross-national variations in prevalence have been reported 
(Durkee et al., 2012), it seems possible to conclude that maladaptive internet use is 
widespread among adolescents.  In Italy a recent study (Villella et al., 2011) assessing 
the prevalence of behavioral addictions in an adolescent population found that 1.2% 
of the participants were addicted to the Internet. More recently, a prevalence of 5.01% 
was reported (Poli & Agrimi, 2012).
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Among the theoretical approaches to PIU, the cognitive-behavioral model (Davis, 
2001) has received a great deal of attention.  Compared to the Internet Addiction (IA) 
label, a misleading category in which to group all problems associated with excessive 
Internet use, the cognitive-behavioral model has the merit of accounting for what 
people are actually doing online. This perspective, rather than conceptualizing PIU 
as a behavioral addiction, conceptualizes PIU as a multidimensional syndrome that 
consists of cognitive, emotional, and behavioral symptoms that lead to difficulties in 
managing one’s offline life. Davis (2001) proposes that PIU can be further classified 
as specific PIU (SPIU) – the overuse of content-specific functions of the Internet (e.g. 
gambling, viewing sexual material) – and generalized PIU (GPIU), which occurs when 
an individual develops problems due to the unique communicative context of the 
Internet. GPIU is conceptualized as “the real Internet syndrome,” as it would likely 
not even exist in the absence of the Internet, which acts, in its social role, as a means 
of communication. In fact, the interpersonal functions that are unique to the Internet 
have been consistently identified by a number of scholars as being associated with 
problematic, pathological, or addictive Internet use (Caplan & High, 2010; McKenna & 
Bargh, 1999; Morahan-Martin & Schumacher, 2000, 2003). In a review of the literature, 
Morahan-Martin (2007) explains that “there is a growing consensus that the unique 
social interactions made possible by the Internet play a major role in the development 
of Internet abuse” (p.335), adding that “people with problematic Internet abuse are 
drawn to the experience of being online, and prefer virtual rather than face-to-face 
interpersonal communication” (p.342). By drawing a distinction between GPIU and 
SPIU, Davis proposes an empirically testable answer to what it actually is that people 
are addicted to, which was neglected by the Internet addiction perspective.

14.2  The update model of Generalized Problematic Internet Use

Since the publication of Davis’ research, Caplan (2002; 2003; 2005; 2007; 2010) has 
integrated the research on interpersonal communication in face-to-face (FtF) settings 
with Davis’s model of GPIU by highlighting the role that interpersonal computer 
mediated communication (CMC) processes play in the relationship between Internet 
use and psychosocial well-being. In 2010 Caplan proposed an integrated conceptual 
model of GPIU that combines elements of Davis’ cognitive-behavioral theory, his own 
works that address a preference for online social interaction (Caplan, 2003; 2005), 
and the socio-cognitive model of unregulated Internet use (Kim, LaRose & Peng, 
2009; LaRose, Lin, & Eastin, 2003).  The updated cognitive-behavioral model of PIU 
includes four core components: preference for online social interaction (POSI), mood 
regulation, deficient self-regulation, and negative outcomes (Caplan, 2010). POSI 
is defined as the belief that one is safer, more efficacious, and more confident with 
online interpersonal interactions than with FtF interactions. According to Caplan, 
POSI is a cognitive symptom of GPIU that may help explain, at least in part, why 
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certain individuals show other cognitive or behavioral indicators of problematic use, 
such as going online for mood regulation and having problems regulating their use 
of the web.  Specifically, people with high levels of social anxiety and low levels of 
perceived social support have been found to be at risk of developing POSI (Caplan, 
2007), since the online environment might be seen as more safer and comfortable 
than FtF interactions. The central role of POSI as a key factor for the development 
of other GPIU dimensions is one of the distinctive features of the GPIU perspective 
in comparison to the IA approach. Another cognitive symptom of GPIU is the 
motivation to use the Internet to alleviate distressing feelings (mood regulation), 
which has an important role in the development of the behavioral symptoms of both 
GPIU (Kim et al., 2009; LaRose et al., 2003) and POSI. Indeed, both the POSI and the 
mood regulation dimensions have been found to be good predictors of the failure to 
adequately monitor one’s use of the web. The state in which conscious self-control 
of the web is diminished has been labeled as Deficient Regulation. This construct 
consists of a compulsive use dimension - the inability to control or regulate one’s online 
behavior - and a cognitive preoccupation dimension, which describes an obsessive 
thought pattern about the online world. According to Caplan, “if cognitive symptoms 
of GPIU are salient enough, they lead to behavioral symptoms that ultimately result 
in negative outcomes” (p.1090). Several studies have provided preliminary empirical 
support for the basic assumptions of this model. Recent studies have produced 
empirical evidence supporting the claim that compulsive use is a central component 
of PIU (e.g., Caplan, 2005; Kim et al., 2009; van den Eijnden, Meerkerk, Vermulst, 
Spijkerman, & Engels, 2008). POSI has been found to be predictive of this compulsive 
use (Caplan, 2010; Fioravanti, Dèttore, & Casale, 2012) and mood regulation was a 
significant cognitive predictor of negative outcomes associated with Internet use 
(Caplan, 2002; Gámez-Guadix, Villa-George, & Calvete, 2012).  Caplan and High (2007) 
found that the association between compulsive Internet use and negative outcomes 
is more pronounced when cognitive preoccupation is present.  Moreover, results 
from the SEM analysis provided support for the overall conceptual model in several 
cultural contexts.  Gámez-Guadix et al. (2012) found that preference for online social 
interaction and the use of the Internet for mood regulation increased the probability 
of reporting deficient self-regulation, which, in turn, was significantly associated with 
negative life outcomes. 

14.3  The Generalized Problematic Internet Use Scale 2

Although some attempts to measure PIU have been made, these measures have not 
received extensive and systematic psychometric testing (Davis, Flett, & Besser, 2002). 
Recently, some theory-driven instruments have been created (e.g., Demetrovics, 
Szeredi, & Ròzsa, 2008; Pratarelli & Browne, 2002). Among them, the Generalized 
Problematic Internet Use Scale 2 (GPIUS2; Caplan, 2010), a revised and updated 
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version of the 15-item Generalized Problematic Internet Use Scale (Caplan, 2002), 
has been developed in order to formally test the updated model of generalized 
problematic Internet use.  The GPIUS2 addresses four core components: (1) POSI (a 
sample item is “Online social interaction is more comfortable for me than face-to-face 
interaction”); (2) Mood Regulation (a sample item is “I have used the Internet to make 
myself feel better when I was down”); (3) Deficient Self-Regulation, which consists 
of a compulsive use dimension and a cognitive preoccupation dimension (sample 
items are, respectively,  “I find it difficult to control my Internet use” and “I think 
obsessively about going online when I am offline”); and (4) Negative Outcomes (e.g. 
“I have missed social engagements or activities because of my Internet use”). 

The GPIUS2 features two new factors that were not included in the original 
version of the GPIUS: POSI and deficient self-regulation. In the new version, POSI is 
regarded as a single construct rather than as two separate factors (social benefits and 
social control). Indeed, Caplan (2003) demonstrates the value of combining the social 
benefits (the perceived social benefits of Internet use) and the social control factors 
(an individual’s perceived degree of control over self-presentation when interacting 
with others online) into a single subscale operationalizing POSI. Another change 
is that the GPIUS2 operationalizes deficient self-regulation as a higher-order factor 
that influences both cognitive preoccupation and compulsive Internet use subscale 
scores. This change is based on the work of LaRose and his colleague (2003), which 
suggests that compulsive Internet use and cognitive preoccupation are both symptoms 
of deficient self-regulation. In addition, the original scale’s excessive Internet use 
subscale was omitted from the new scale, as empirical evidence has emerged that 
frequency of Internet use is not necessarily indicative of problematic use (Caplan, 
2005). Finally, the names of two of the original dimensions were revised. Specifically, 
the mood alteration factor was renamed “mood regulation” in order to emphasize 
the motivation to use the Internet to alleviate and process emotions (LaRose et al., 
2003; Yates, Gregor, & Haviland, 2012), and the withdrawal dimension was renamed 
“cognitive preoccupation” in order to more clearly reflect its emphasis on obsessive 
thinking about the online world. 

The GPIUS2 is one of the few theory-based measures of GPIU with good 
psychometric properties. In comparison to the Internet Addiction Test (IAT; Young, 
1998), the most used instrument for assessing PIU, the GPIUS2 is specifically focused 
on problematic use that arises due to the unique communicative context of the 
Internet. For these reasons, both the first and the second version of the GPIUS have 
been used recently in a variety of contexts for the assessment of GPIU (e.g., Ang, 
Chong, Chye, & Huan, 2012; Casale & Fioravanti, 2011; Casale, Tella, & Fioravanti, 
2013; Chittaro & Vianello, 2013; Fioravanti et al., 2012; Fioravanti, Primi, & Casale, 
2013; Gámez-Guadix et al., 2012) with the aim of reporting the properties of the scale 
across various cultures. Among Mexican adolescents, the GPIUS2 has demonstrated 
adequate psychometric qualities, including construct validity, convergent validity, 
and internal consistency (Gámez-Guadix et al., 2012). The psychometric properties of 
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the Italian version of the GPIUS2 were examined in a previous study (Fioravanti et al., 
2013). Dimensionality was assessed applying a confirmative approach. Two models 
were compared: a higher-order factor model, as defined by Caplan’s confirmatory 
factor analysis (2010), and a four-factor model in which deficient self-regulation was 
not divided into two factors (compulsive use and cognitive preoccupation), since 
the high correlations found by Caplan suggested the presence of a unique factor 
containing both dimensions. Results show a poor overall fit for the hierarchical 
model and an acceptable fit for the four-factor model. With regard to convergent 
validity, significant correlations between GPIUS2 (total score and subscales scores) 
and the IAT were found.  The overall findings suggested that the Italian version of the 
GPIUS2 is an adequate measure of cognitions, behaviors, and outcomes associated 
with problematic use of Internet communicative services. However, those results have 
to be regarded as preliminary, since the relationships between GPIUS2 dimension and 
indices of psychosocial difficulties associated with PIU (e.g., social support) were not 
investigated. Moreover, the study was only partially representative of undergraduates, 
since students were recruited in just two faculties from one university.  Furthermore, 
descriptive statistics of the GPIUS2 subscales were not reported. 

For these reasons, the aim of the present study is to expand upon previous 
empirical research, providing a larger and more representative sample of 
undergraduate students. Moreover, we intend to provide descriptive statistics for the 
GPIUS2 subscales and examine concurrent validity data through the use of measures 
of constructs correlated with PIU. 

14.4  Methods

14.4.1  Participants and data collection

Seven hundred and forty-eight undergraduate students (48.3% males) ranging 
in age from 18 to 26 years old (M= 21.84 years, SD = 2.20) participated in the study. 
Students of several randomly selected faculties of the University of Florence, Perugia, 
and Arezzo (Italy) were recruited in the study rooms or approached at the end of the 
lectures by four female research assistants. Participants were verbally asked about 
their willingness in participating in a survey about Internet uses.  They were informed 
that the time to complete the questionnaire was around twenty minutes. Participation 
was voluntary and anonymous. No formative credits or monetary rewards were given. 
Data collection consisted of written questionnaires administered individually in 
classroom settings. Informed consent was obtained from all participants. 
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14.4.2  Measures and Procedure

A socio-demographic questionnaire was administered to collect information about 
participants’ age, gender, ethnic group, continent of residence, marital status, 
educational attainment, employment status, and annual income. 

The GPIUS2 (Caplan, 2010) contains fifteen Likert-type items rated on an 8-point 
scale (from “definitely disagree” to “definitely agree”). Preliminary data (Fioravanti 
et al., 2013) show that the Italian version of the GPIUS2 seems to be a valid measure 
of GPIU cognitions, behaviors, and outcomes. Its psychometric properties are 
comparable with those seen in the original instrument (Caplan, 2010). Whereas 
Caplan identified five first-order subscales, two of which (i.e., compulsive use and 
cognitive preoccupation) constitute a second-order factor (deficient self-regulation), 
the best-fit measurement model for the Italian version of the GPIUS2 includes four 
first-order factors without any higher-order determinants. With regard to reliability, 
internal-consistency Cronbach’s alpha ranged from 0.78 to 0.89 (Fioravanti et  al., 
2013).

The IAT (Young, 1998) is the most used measure of Internet dependence. The 
Italian version (Ferraro, Caci, D’Amico, & Di Blasi, 2007) contains twenty Likert-type 
items using a 5-point scale (from “not at all” to “always”), yielding a maximum score 
of 100. A sample item is “How often do you find that you stay online longer than you 
intended?” In the current study, the IAT shows good internal consistency (Cronbach’s 
α = .89). 

In order to assess concurrent validity of the GPIUS2 a measure of the Big Five 
personality traits and a self-report for the assessment of social support were 
administered to a subsample of participants (N=465). The Big Five Inventory - 
Version 44 (BFI-44; John, Donahue, & Kentle, 1991) provides a score for each of the 
Big Five personality traits (Conscientiousness, Agreeableness, Emotional Stability, 
Extroversion and Intellect or Openness). The test is made up of 44 statements, each 
of which is rated on a 5-point Likert scale as to the subjects’ degree of agreement 
with how well it describes them (from 1 = “strongly disagree” to 5 = “strongly agree”). 
Evidence for the Italian BFI-44 reliability, validity, and cross-cultural applicability 
was reported in Ubbiali, Chiorri, Hampton, & Donati (2013). 

The Multidimensional Scale of Perceived Social Support (MSPSS, Zimet, Dahlem, 
Zimet, & Farley, 1988) is intended to measure the extent to which an individual 
perceives social support from three sources: Significant Others (SO), Family (FA), and 
Friends (FR). The MSPSS is a brief, easy to administer self-report questionnaire that 
contains twelve items rated on a seven-point Likert-type scale, with scores ranging 
from “very strongly disagree” (1) to “very strongly agree” (7). The Italian version of the 
MSPSS has proven to be psychometrically sound (Di Fabio & Busoni, 2008). 

The measures were administered in this order in one session. 
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14.4.3  Data analysis

The four first-order factors model (Fioravanti et al., 2013) was tested by applying a 
confirmative approach. The Satorra-Bentler Scaled Chi-Square for continuous non-
normal outcomes (Satorra & Bentler, 2001), conducted with Mplus 3.0 (Muthen & 
Muthen, 2004) and applying Maximum Likelihood Mean Adjusted Estimation, was 
used to conduct the Confirmative Factor Analysis (CFA). The criteria for assessing 
overall model fit were mainly based on practical fit measures: the ratio of chi square 
to its degree of freedom (S-Bχ2/df), the Comparative Fit Index (CFI, Bentler, 1995), 
the Tucker-Lewis Index (TLI, Tucker & Lewis, 1973), and the Root Mean Square Error 
of Approximation (RMSEA, Steiger, 1990). For the ratio of chi square to its degree of 
freedom (S-Bχ2/df), values less than 3 were considered to reflect fair fit (Kline, 2005). 
We considered CFI and TLI values of .90 and above to reflect fair fit (Bentler, 1995). 
For the RMSEA, values equal to or less than .08 were considered to reflect adequate fit 
(Browne & Cudeck, 1993).

Internal consistency for both the subscales and the total scale has been assessed 
by calculating the alpha coefficients. Finally, in order to test the GPIUS2 convergent 
validity, correlation analyses were conducted. 

14.5  Results

Table 1 shows descriptive statistics for the GPIUS2 items. Univariate distributions 
of the 15 items were examined for assessment of normality. Skewness and Kurtosis 
indices of eleven items ranged outside the values of -1 and 1, suggesting that the 
departures from normality were not acceptable (Marcoulides & Hershberger, 1997). 
Descriptive statistics for GPIUS2 subscales and total score are reported in Table 2. The 
correlation coefficients for the GPIUS2 items are shown in Table 3. 

Since the departures from normality were not acceptable, the Satorra–Bentler 
scaled chi-square (S-Bχ2) for continuous non-normal outcomes was used. Results of 
the CFA showed a good overall fit for the four first-order factors model (S-Bχ2/df = 
3.03; CFI = .93; TLI = .92; RMSEA = .05). The path diagram and the standardized path 
coefficients are shown in Figure 1. Standardized factor loading ranged from .60 to .79, 
all of which were significant at the .001 level as well as the estimated correlations 
among errors.
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Table 14.1. GPIUS2 Items Descriptive Statistics
Item wording M SD Asymmetry SE Kurtosis SE Corrected 

Item Total 
correla-
tion

1. Online social interaction is more 
comfortable for me than face-to-face 
interaction.

2.16 1.44 1.53 .09 2.41 .18          .45

2. When I haven’t been online for 
some time, I become preoccupied 
with the thought of going online.

2.17 1.53 1.65 .09 2.49 .18          .58

3. I prefer communicating with
people online rather than face-to-
face.

1.62 1.13 2.77 .09 9.78 .18          .52

4. I have used the Internet to make 
myself feel better when I was down.

2.71 1.87 1.09 .09 .32 .18          .53

5. I have used the Internet to talk with 
others when I was feeling isolated.

2.73 1.93 1.11 .09 .35 .18          .51

6. I have difficulty controlling the 
amount of time I spend online.

2.72 1.92 1.14 .08 .44 .18          .62

7. I have missed social engagements 
or activities because of my Internet 
use.

1.51 1.17 3.15 .08 10.90 .18           .50

8. I have used the Internet to make 
myself feel better when I’ve felt upset.

2.29 1.72 1.51 .08 1.65 .18           .58

9. I would feel lost if I was unable to 
go online.

2.16 1.65 1.71 .08 2.48 .18           .57

10. I find it difficult to control my 
Internet use.

2.14 1.67 1.70 .08 2.30 .18           .63

11. I think obsessively about going 
online when I am offline.

1.45 .97 2.76 .08 8.64 .18           .63

12. When offline, I have a hard time 
trying to resist the urge to go online.

1.70 1.27 2.24 .08 5.15 .18           .65

13. I prefer online social interaction 
over face-to-face communication.

1.62 1.31 3 .08 9.81 .18           .43

14. My Internet use has created
problems for me in my life.

1.47 1.06 3.15 .08 11.62 .18           .55

15. My internet use has made it 
difficult for me to manage my life.

1.48 1.09 3.20 .08 11.88 .18           .56
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Table 14.2. GPIUS2 scales and total score: Descriptive Statistics

GPIUS2 Scales M (SD)

            POSI 1.79 (1.03)

            MOOD REGULATION 2.57(1.55)

            DEFICIENT SELF REGULATION 2.06(1.15)

            NEGATIVE OUTCOME 1.48(.93)

            GPIUS2 TOTAL SCORE 1.99 (.91)

Table 14.3. Correlation coefficients for the GPIUS2 items

ITEM 
1

ITEM 
2

ITEM 
3

ITEM 
4

ITEM 
5

ITEM 
6

ITEM 
7

ITEM 
8

ITEM 
9

ITEM 
10

ITEM 
11

ITEM 
12

ITEM 
13

ITEM 
14

ITEM 
15

ITEM 1 -

ITEM 2 .43** -

ITEM 3 .53** .31** -

ITEM 4 .29** .35** .32** -

ITEM 5 .35** .36** .31** .57** -

ITEM 6 .25** .45** .28** .31** .34** -

ITEM 7 .15** .24** .26** .20** .19** .38** -

ITEM 8 .27** .35** .29** .61** .53** .35** .31** -

ITEM 9 .25** .45** .31** .30** .34** .38** .38** .34** -

ITEM 10 .19** .41** .26** .24** .23** .74** .44** .31** .46** -

ITEM 11 .25** .50** .41** .24** .21** .42** .48** .29** .51** .49** -

ITEM 12 .29** .47** .33** .31** .26** .51** .36** .33** .44** .58** .63** -

ITEM 13 .39** .20** .46** .24** .21** .20** .29** .26** .23** .23** .34** .32** -

ITEM 14 .20** .28** .28** .25** .19** .37** .46** .31** .32** .46** .46** .45** .31** -

ITEM 15 .17** .27** .30** .24** .21** .41** .48** .31** .31** .50** .46** .47** .31** .71** -

** p <.001
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Figure 14.1. Confirmatory factor analysis of GPIUS 2

With regard to reliability, internal consistency Cronbach’s Alpha was .71 (95% C.I.= 
.67 - .74) for POSI scale; α = .79 (95% C.I. = .77 - .82) for Mood Regulation scale; α = .84 
(95% C.I. = .82 - .86) for Deficient Self-Regulation scale; and α = .78 (95% C.I. = .75 - 
.81) for Negative Outcome scale. When all items are used together to create an overall 
GPIUS2 composite score, the scale’s reliability estimate was .88 (95% C.I.= .87 - .89). 
That value did not increase when an item was deleted, and all item-corrected total 
correlations were above .30.

Concerning validity, correlations between the GPIUS2 scores, gender, age, 
online-time in a typical week, and the IAT score were computed. GPIUS2 total score 
and gender were poorly correlated (rpb = -.11; p<.01). GPIUS2 total score and age were 
not significantly correlated (r = .06; p = .07). A moderate correlation was found 
between GPIUS2 total score and the time spent online in a typical week (r = .25; 
p<.001). All the correlations between GPIUS2 (total score and all the subscale scores) 
and IAT scores (Table 4) were positive, indicating that a higher level of generalized 
pathological Internet use was associated with a higher level of Internet dependence. 
The correlations can be considered high according to the recently proposed cut-off 
values for convergent validity (Muñiz, 2011).

Pearson correlation coefficients between GPIUS2, BFI, and MSPSS scores are 
shown in Table 5.
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Table 14.4. Pearson correlation coefficients between GPIUS2 scores and IAT scores 

GPIUS2 Scales IAT total score

            POSI .37*

            MOOD REGULATION .48*

            DEFICIENT SELF REGULATION .71*

            NEGATIVE OUTCOME .60*
            GPIUS2 TOTAL SCORE .73*

*p < .001

Table 14.5.Pearson correlation coefficients between GPIUS2, BFI and MSPSS scores (n = 465)

POSI MR DSR NO GPIUS2 TOTAL

BFI_EX -.27** -.14* -.02 -.06 -.13*

BFI_AG -.10* -.04 -.06 -.12* -.12*

BFI_CO -.08 -.13* -.18** -.24** -.18**

BFI_NE .13* .16* .05 .02 .12*

BFI_OP -.13* .00 -.07 -.04 -.07

MSPSS_SO -.24** -.10* -.26** -.22** -.20**

MSPSS_FA -.17** -.17** -.19** -.25** -.22**

MSPSS_FR -.24** -.12* -.17** -.17** -.19**

MSPSS-TOT -.27** -.16* -.25** -.26** -.25**

Note BFI_EX= Extraversion, BFI_AG= Agreeableness, BFI_CO= Conscientiousness, BFI_NE= Neuroti-
cism, BFI_OP= Openness, MSPSS_SO= support form Significant Others, MSPSS_FA= support from 
Family, MSPSS_FR= support from Friends, MSPSS-TOT= social support total score, POSI= Preference 
for Online Social Interaction, MR= Mood Regulation, DSR=Deficient Self-Regulation, NO=Negative 
Outcomes.

*p<.05 **p<.001

14.6  Discussion 

The present chapter provides an update on previous findings (Fioravanti et al., 2013) 
regarding the psychometric properties of the GPIUS2 among young people. Such a 
scale merits further investigation since it has the benefit of covering different cognitive 
and behavioral dimensions of the type of Internet abuse associated with the unique 
environment available online. Based on the results of the present study, the Italian 
adaptation of the GPIUS2 was confirmed to be a valid measure of GPIU cognitions, 
behaviors, and outcomes, and its psychometric properties are comparable with those 
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seen in the original instrument (Caplan, 2010). In terms of scale dimensionality, 
Confirmatory Factor Analysis supported the four-scale structure, replicating our 
previous findings (Fioravanti et al., 2013). Indeed, a good overall fit for the four first-
order factors model (POSI, mood regulation, deficient self-regulation, and negative 
outcomes) has been confirmed. From a theoretical point of view, this result confirms 
previous evidence regarding the strong interplay between obsessive thoughts about 
the Internet and compulsive Internet use, thus reflecting a unique manifestation of a 
diminished self-regulation capability. Concerning reliability, all four subscales and 
GPIUS2 total score demonstrated good to excellent internal consistency.

With regards to criterion validity, strong associations between GPIUS2 subscales 
and the IAT were found. In accordance with our previous findings, the higher correlation 
was found with the deficient self-regulation subscale, while the lower correlation was 
found with the subscale that measures preference for online social interaction levels. 
These results confirm that, in comparison with other measures of PIU, the GPIUS2 is 
more focused on problematic use due to the unique communicative context of the 
Internet. Since cognitive symptoms such as POSI have been systematically found to 
be a key factor in the development of negative outcomes (Caplan, 2003), a measure 
focused on these aspects might advance research about PIU. Indeed, the GPIUS2 
provides a valuable approach to evaluating PIU from a multidimensional perspective, 
and a means of understanding the etiology and development of this problem. 

The present findings are important because the relationship between GPIUS2 
dimensions and indices of psychosocial difficulties associated with PIU (e.g., social 
support) was not investigated by previous researchers. The moderate negative 
associations between GPIUS2 (total score and all the subscales score) and a measure 
of social support demonstrated evidence for construct validity. Moreover, these 
significant negative associations might be seen as empirical support for the hypotheses 
put forth by the cognitive behavioral model of generalized PIU. According to Davis 
(2001), individuals with low levels of social support are more likely to appreciate an 
environment in which they feel safe and comfortable, which increases the likelihood 
that they will engage in inappropriate use of the Internet. Furthermore, the associations 
between Extraversion, Conscientiousness, and Neuroticism, on the one hand, and 
GPIUS2 dimensions, on the other hand, (respectively negative for Extraversion and 
Conscientiousness and positive for Neuroticism) support previous findings (e.g., 
Tsai, Cheng, Yeh, Shih, Chen, &Yang, 2009; van der Aa, Overbeek, Engels, Scholte, 
Meerkerk & Van den Eijnden, 2009) about the role of certain personality domains 
in the development of PIU. However, our results should not be seen as an empirical 
corroboration of previous findings, since they rely solely on cross-sectional data. 

In conclusion, the present study builds on previous research on the psychometric 
properties of the GPIUS2, supporting its use among young, non-clinical populations. 
This scale permits researchers to evaluate different dimensions of PIU, is based on a 
well-developed theoretical model, and does not take much time to fill out. Moreover, 
the GPIUS2 addresses all the aspects that most researchers agree are related to PIU 
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beyond the different conceptualizations they adopt for PIU (Chittaro & Vianello, 
2013). The implications for research mainly deal with the use of GPIUS2 to analyze 
the prevalence of PIU and its relationships with other variables. The utilization of the 
GPIUS2 in clinical settings as a means of screening people at risk to develop the “real” 
Internet syndrome is also useful. In cognitive-behavioral therapy settings, the GPIUS2 
could also help identify the specific maladaptive cognitions and ruminative thoughts 
that maintain PIU. 

The present study relied solely upon undergraduate students. Undergraduates are 
generally considered a risk population, since they typically have flexible schedules 
and a natural affinity towards the Internet (Kuss, Griffiths, & Binder, 2013). Moreover, 
in comparison with adolescent students that might have some parental control of the 
Internet, college students typically have free and unlimited access. For these reasons, 
our primary purpose was to explore the psychometric properties of the measure in 
this risky population. However, further research should try to determine if our results 
can be extended to adolescent students and young workers. 
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15  Smartphone for social networking: 
methodological aspects

Abstract: In this chapter we parsed methodological aspects in studying behavior 
with mobile social networking sites like Facebook by using physiological measures. 
Current computational methods and the huge availability of sources and devices for 
psychophysiological recording allowed a deeper understanding of complex behaviors 
and an even more detailed knowledge of human emotions. These methods can be 
applied to understand the user navigation experience.

15.1  Introduction

Recent smart phones and mobile platforms integrate multiple advanced functions and 
allow individuals to share a lot of different information, such as photos and GPS data, 
within their social networks in real-time (Humphreys & Liao, 2011). Although a mobile 
device has by definition a smaller display (Ballagas, Borchers, Rohs, & Sheridan, 2006; 
Bulusu, Heidemann, & Estrin, 2000), which could create many problems during the 
experience (Chae & Kim, 2004; Codispoti & de Cesarei, 2007; De Cesarei & Codispoti, 
2010; Lombard, Grabe, Reich, Campanella, & Ditton, 1996), they are easy-to-use and 
customizable: in particular, touch screen capabilities may improve the usability and 
navigation experience when browsing photos and information (Albinsson & Zhai, 
2003; Chae & Kim, 2004; Vogel & Baudisch, 2007). Hence, it is easy to understand 
how mobile phones enable people to stay virtually connected at all times irrespective 
of their location. They assure “perpetual contact” (James, 2004; Katz & Aakhus, 2002) 
and affect every aspect of personal and professional life directly or indirectly. On the 
other hand, it is important to highlight that pathological experience may also arise 
from a pervasive use of mobile phones (Lepp, Barkley, & Karpinski, 2014; Salehan & 
Negahban, 2013).

Multifunctional mobile platforms allow individuals to be constantly in touch 
with their social network and to go beyond the main constraint of face-to-face 
communication, enacting the spatial-temporal contiguity (G. Riva, 2010). Moreover, 
mobile devices create an ubiquitous bridge between real and virtual life (Barkhuus & 
Polichar, 2011); they enhance the capability of social networking sites (SNSs) to create 
a new social space, the Interreality, marked by the fusion of real and virtual networks 
(Gaggioli et al., 2011; Repetto et al., in press). From a wider viewpoint, it is possible 
to assume that connections between millions of people via social networking sites 
constitute a new and powerful “social-self” where individuals can share experiences 
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and have the “sense of being with another” (Biocca, Harms, & Burgoon, 2003), i.e., 
the Social Presence. The feeling of being with another person while using a social 
medium means, first of all, feeling  part of the mediated communication (Biocca 
et al., 2003; Villani, Repetto, Cipresso, & Riva, in press), i.e., the Presence. According 
to Biocca and Colleagues (Biocca et  al., 2003), presence is marked by two main 
aspects, telepresence, the sense of “being there” in a virtual space as the result of the 
possibility of executing automatic responses to spatial cues and creating the mental 
models of the mediated space, and social presence, the sense of “being with another” 
in a mediated space, including effective responses to social cues and mental models 
of other intentions. From this perspective, mobile platforms could be defined as social 
presence technologies (Biocca et  al., 2003) specifically designed to increase social 
presence, since they assure ubiquitous (Ballagas et al., 2006; Repetto et al., in press; 
Villani et al., 2011) and perpetual (Katz & Aakhus, 2002) social contact via multimodal 
access (Brown, Green, & Harper, 2002).

As IJsselsteijn and Colleagues (IJsselsteijn, de Ridder, Freeman, & Avons, 2000; 
Ijsselsteijn, Freeman, & De Ridder, 2001) and Biocca and Colleagues (Biocca et al., 
2003) underlined, there is not a unified model that assesses  presence in mediated 
communication, although different approaches, such as, subjective self-report 
measures (Slater & Garau, 2007), continuous presence assessment (IJsselsteijn et al., 
1997), analysis of postural and gestural responses (Freeman, Avons, Meddis, Pearson, 
& IJsselsteijn, 2000; Giakoumis et  al., In press), psychophysical methods (Stanney 
et  al., 1998), physiological indexes (Baumgartner, Valko, Esslen, & Jancke, 2006; 
Mikropoulos, 2001; Schilbach et al., 2006; Wiederhold et al., 2000), and many others 
(Schultze, 2010) have been used also with clinical patients (Albani et al., 2012; Raspelli 
et al., 2012; Repetto et al., in press). In this chapter, we were interested in examining 
subjects’ experience during the use of SNSs; thus, our objective was to identify 
presence during such experience and the ways in which it leads to an optimum. 
A measure of presence in this study needs to consider the temporal continuity of 
the experience, additionally, for an objective and accurate assessment, we had to 
measure the key factors that previous research took into account for presence and 
optimal experience. Thus, we focused on three main aspects of time-space continuum 
of subjects’ states: physiological arousal, emotional valence, and sustained attention.

According to the classic valence-arousal model (Lang, 1995a; Russell, 1979), 
to identify affective states of subjects during an experimental session, we can 
consider the two dimensions of “activation”, namely, physiological arousal and 
emotional valence.  Valence and arousal dynamics have been used extensively in 
psychophysiological research as an objective way to measure affective states during a 
mediated experience (Backs, da Silva, & Han, 2005a; Bradley & Lang, 2000; Cipresso, 
Serino, et al., 2012a; Codispoti, Surcinelli, & Baldaro, 2008; Gruhn & Scheibe, 2008a; 
Keil et  al., 2002a; Morris, 1995; Rubin, Rubin, Graham, Perse, & Seibold, 2009; 
Salimpoor, Benovoy, Larcher, Dagher, & Zatorre, 2011; Salimpoor, Benovoy, Longo, 
Cooperstock, & Zatorre, 2009; Tajadura-Jimenez, Pantelidou, Rebacz, Vastfjall, 
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& Tsakiris, 2011). More recently, research has been conducted to discern different 
emotions by the means of cardiovascular measures (Cacioppo, Tassinary, & Berntson, 
2007; Rainville, Bechara, Naqvi, & Damasio, 2006a), confirming results that can be 
obtained using specific patterns of the cardiovascular indexes (Magagnin et al., 2010; 
Mauri, Cipresso, Balgera, Villamira, & Riva, 2011; Mauri et al., 2010a).

The third dimension used to assess the SNSs experience was the attention. 
According to Draper and Colleagues (Draper, Kaber, & Usher, 1998), presence occurs 
when more attentional resources are allocated to the computer-mediated environment: 
“The more attentional resources that a user devotes to stimuli presented by the 
displays, the greater the identification with the computer-mediated environment 
and the stronger the sense of presence.” If we are able to demonstrate that users are 
engaged during an experience and that during the same experience their level of 
attention (Schupp et al., 2007) to the source of the experience is high, then we can 
affirm that their sense of presence is high, which increases the optimal experience of 
subjects through higher involvement (Riley, Kaber, & Draper, 2004; Giuseppe Riva, 
Davide, & Ijsselsteijn, 2003).

15.2  Psychophysiology and Affective States

According to the classic valence-arousal model (Lang, 1995b; Russell, 1979) for 
experimentally identifying affective states in subjects, we can consider the two 
dimensions of “activation”, namely, physiological arousal and emotional valence.

This approach has been extensively used in psychophysiological research as an 
objective way to measure affective states during a mediated experience (Backs, da 
Silva, & Han, 2005b; Bradley & Lang, 2000; Cacioppo et al., 2007; Cipresso, Serino, 
et  al., 2012b; Gruhn & Scheibe, 2008b; Keil et  al., 2002b; Kuhr et  al., 2011; Morris, 
1995; Rozenkrants & Polich, 2008; Rubin et  al., 2009; Sharpley et  al., 2000). More 
recently, extensive research has been done to discern different emotions by the 
means of cardiovascular measures (Rainville, Bechara, Naqvi, & Damasio, 2006b), 
with the results from these studies benefitting the analysis of affective states through 
cardiovascular indexes patterns (Magagnin et al., 2010; Mauri et al., 2011; Mauri et al., 
2010b). For example, a recent study by Causse and colleagues (Causse, Baracat, Pastor, 
& Dehais, 2011) examined pilots’ cardiovascular and oculometric measurements 
related to decision making.

Physiological arousal can be measured by using electroencephalogram (EEG), 
galvanic skin response (GSR), cardiovascular activity (ECG or BVP), and respiration 
signal (RSP); emotional valence can be measured by using EEG, self-reports, facial 
expression identification, eye-blink startle, and facial EMG corrugator and/or 
zygomatic. According to Blumenthal and colleagues (Blumenthal et al., 2005), facial 
EMG-CS (corrugator) can be considered the best measure of emotion valence.
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Frontal EEG activation asymmetry has been generally used, giving evidence that 
greater left frontal activity seems to be more related with positive emotional valence, 
whereas greater right frontal activity seems to be more involved in negative emotional 
valence (Debener, Beauducel, Fiehler, Rabe, & Brocke, 2001). Alpha index has 
been suggested to be the most adept for studying frontal EEG activation asymmetry 
(Debener et  al., 2001). Alpha Asymmetry index can be calculated in a number of 
different ways in order to take into account the prevalence of one hemisphere over 
the other one, and correct the index accordingly. In calculating this index it is crucial 
to consider that higher cortical activation is revealed by lower Alpha waves, and thus 
this need to be considered in the computation and formula derivation. 

As recently demonstrated by Mojzisich and colleagues (Mojzisch et al., 2006), self-
involvement during social interactions is specifically related to attention allocation. 
For this reason we are also interested in investigating sustained attention as another 
dimension of analysis. To this ends, slow Alpha EEG bands (following Slow Alpha) 
have been demonstrated to be a valid measure of sustained attention (Klimesch, 1999; 
Klimesch, Doppelmayr, Russegger, Pachinger, & Schwaiger, 1998).

15.3  Hypotheses and Research Questions

Eight hypotheses can be formulated, four regarding navigating SNSs using a PC 
and four considering navigation using a mobile device (Table 1). Each hypothesis is 
based on one dimension of Arousal-Valence-Attention factors. We added the fourth 
dimension of anxiety to act as a control dimension. For this purpose, we used two 
basic affective states, namely “Relax” and “Stress,” that can be easily elicited in 
healthy subjects, representing the ground truth in the tridimensional space (Cipresso, 
Gaggioli, et al., 2012; Magagnin et al., 2010; Mauri et al., 2010a; Villani et al., 2011). 
This operation is conducted to compare along each axis the SNSs condition with a 
standard affective states generated in the subject.

Table 15.1. Test Hypotheses (~ is for similar, > is for greater than, < is for lower than)

Hypothesis SNSs by Dimension Relax Stress

Hp1 PC Physiological Arousal SNSs > Relax SNSs ~ Stress

Hp2 PC Emotional Valence SNSs ~ Relax SNSs > Stress

Hp3 PC Attention SNSs > Relax SNSs ~ Stress

Hp4 PC Anxiety SNSs ~ Relax SNSs < Stress

Hp5 Mobile Physiological Arousal SNSs > Relax SNSs ~ Stress

Hp6 Mobile Emotional Valence SNSs ~ Relax SNSs > Stress

Hp7 Mobile Attention SNSs > Relax SNSs ~ Stress

Hp8 Mobile Anxiety SNSs ~ Relax SNSs < Stress
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The significant quadratic trend in the within-subjects contrasts can be used to 
further test each hypothesis. The Bayes factor can also be considered as alternative 
to the conventional t-test to express preference for either the null hypothesis or the 
alternative.

For Physiological Arousal, we hypothesized that subjects are more physiologically 
activated when navigating SNSs, which make them have an arousal quite similar to 
the one in the stress condition and different enough from the one during the relax 
condition (Hypotheses 1 and 5).

Positive emotions during the SNSs navigation were also proposed, in that the 
subjects were proposed to have a higher emotional valence during SNSs navigation, 
as high as in a Relax condition. On the other hand, low emotional valence due to the 
elicited negative emotions is expected during the Stress condition (Hypotheses 2 and 
6).

For attention, it was easy to hypothesize that a higher level of attention 
characterizes both of the SNSs conditions (if an interest is provoked) and the stress 
condition, where the attentional resource is needed to focus on the complex task. On 
the other hand, the relax condition is expected to have a low level of attention, which 
is different from the SNSs condition (Hypotheses 3 and 7).

Anxiety level is an important dimension to be considered, since it allow us to 
correctly discern stressful experiences from optimal experiences. In this context, 
this dimension is crucial for avoiding erroneous conclusions about the effect of 
SNSs navigation. The hypothesis, therefore, is that the level of anxiety during SNSs 
navigation is quite different from the level of anxiety during the stress condition. In 
this sense, the level of anxiety during the SNSs navigation is supposed to be quite 
similar to the level during the relax condition (Hypotheses 4 and 8).

A synthesis of the hypotheses is reported in Table 1, where were coded the SNSs 
navigation for both sessions: during the PC navigation (shortly PC session), and 
during the navigation using a specific app in a mobile smart phone (shortly Mobile 
session).

The goal of studies which are interested in SNSs experience should be to 
investigate the effects of navigating SNSs on subjects’ experience by measuring 
psychophysiological correlates. In particular the following research questions (RQ) 
arise:

RQ1: Can SNSs navigation leads to an engagement state, aside from the specific platform used 
and the related levels of pervasiveness?

RQ2: Can SNSs navigation through the mobile be more effective, leading to a higher pervasiven-
ess able to induce an optimum state?

To answer these questions, we can use standard psychophysiological measures. 
We need to consider that the more the subjects will be engaged and attentive, the more 
likely they will be able to achieve an optimal state characterized by positive valence, 
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high arousal, and high attention. Thus, we are interested in objectively identifying 
specific pattern of users’ affective states in the Arousal-Valence-Attention space while 
experiencing SNSs navigation through a PC or a mobile platform.

15.4  Conclusion

We presented a multidimensional model to understand the experience of 
SNSs navigation by means of psychophysiological correlates. The dimensions 
considered were physiological arousal, emotional valence, and life satisfaction. 
Psychophysiological measures can be extremely useful for understanding users’ 
behavior without interfering with their experience, and for this reason are considered 
to be very effective psychometric instruments. The idea of creating a map of the 
affective states during user navigation can be considered either in terms of simple 
observation or as an intervention device for any bad state arising during SNSs use. A 
real-time intervention to inform users of their affective states during SNSs navigation 
requires so-called affective computing. According to Rosalind Picard (1997), who 
coined the term, “affective computing is computing that relates to, arises from, or 
deliberately influences emotion or other affective phenomena.” Of course affective 
computing is a fascinating field; however, it does have intrinsic limitations due 
to a lack of classification. It is in fact complex to recognize an affective state after 
months of signal processing and data analysis, let alone in real time. However, the 
big advantage of affective computing is that it has fostered the development of plenty 
of classification methods through vivid and productive international discussion 
at extremely high scientific levels. The continuous development of new artificial 
intelligence techniques further enriches this scenario; however, these methods have 
not often been applied to understanding SNSs navigation.

The spread of SNSs use among the population has been significant in the last 
ten years, and we can now affirm that most people in a way or another use social 
connections with direct consequences on their lives. To quantify these consequences 
is important not only at the social level but also at the individual level, since better 
information about our own states is crucial for personal decision-making. In 
particular, if I don’t feel stressed during an SNSs navigation, but indeed I am, it would 
be better if an automatic system would be able to suggest I change my activity and try 
to relax for a while. Science fiction? Not at all. Automatic detection of physiological 
states and understanding of affective states is becoming a reality, and thousands of 
researchers are working to make this scenario possible.
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